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 Economic Issues and  
Concepts   

      PART    1 :    WHAT  I S  ECONOM I CS?   

  MANY of the challenges we face in Canada and 

around the world are primarily economic.  Others that 

appear to be mainly environmental,  social,  or political 

usually have a significant economic dimension.  Wars 

and civil unrest throughout history have often had 

economic roots,  with antagonists competing for 

control over vital resources;  global climate change 

is  a phenomenon that engages the attention of the 

scientific and environmental communities,  but the 

economic implications of both the problem and its 

solutions will be tremendous;  population aging in 

Canada and other developed countries will have 

consequences for the structure of our societies,  but 

it will  also have significant economic effects;  and the 

existence of poverty,  whether in Canada or in the 

much poorer nations of the world,  most certainly 

has economic causes and consequences.  We begin 

by discussing several issues that are currently of 

pressing concern,  both inside and outside of Canada.  

Then,  well move on to acquiring the knowledge and 

tools  we need to better understand these and many 

other issues.  

              1  

1

    CHAPTER  OUTLI NE  

      1 .1   WHAT I S  ECONOMICS?    

     1 .2    THE COMPLEXITY OF

MODERN  ECONOMIES    

     1 .3    I S  THERE AN  ALTERNATIVE

TO THE MARKET ECONOMY?      

   LEARN ING  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  expla in  the importance of scarci ty,  choice,  and  opportun i ty cost,  and  how 

each  i s  i l lustrated  by the production  possibi l i ties boundary.   

  2  view the market economy as sel f-organ izing in  the sense that order 

emerges from  a  large number of decentra l ized  decisions.   

  3  expla in  how specia l ization  gives rise to the need  for trade,  and  how trade 

is  faci l i ta ted  by money.   

  4 identi fy the economys decision  makers and  see how thei r actions create 

a  ci rcu lar  ow of income and  expend i ture.   

  5 describe how a l l  actua l  economies are m ixed  economies,  having elements 

of free markets,  trad i tion ,  and  government in tervention .     
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2 P A R T  1 : W H AT  I S  E C O N O M I C S ?

   Productivity Growth     Productivity growth lies at the heart of the long-term increase 
in average living standards.  Productivity is  a measure of how much output (or income)  
is produced by one hour of work effort,  and it has been rising gradually over the past 
century.  In recent years,  however,  productivity growth has been slowing in Canada,  
and economists have been examining the cause of the slowdown and also examining 
what policies,  if any, might reverse this trend.  If your living standards are to improve 
over your lifetime as much as your grandparents  did over theirs,  Canadas rate of pro-
ductivity growth will need to increase significantly.   

   Population  Aging    The average age of the Canadian population is steadily rising, due 
both to a long-term decline in fertility and to an increase in average life-expectancy.  
This population aging has several effects.  First,  since people eventually retire as they 
approach their golden years,  there will be a decline in the growth rate of Canadas 
labour force.  As a result,  some firms and industries will find it more difficult to find 
workers,  and wages are likely to rise.  Second, since our publicly funded health-care sys-
tem tends to spend much more on seniors than it does on younger Canadians,  there will 
be a significant increase in public health-care spending that will put difficult demands 
on governments  fiscal positions.  This same demographic problem is being encountered 
in most developed countries.   

   Cl imate Change    Climate change is a global phenomenon that has important implica-
tions for most nations on Earth.  The long-term increase in the emission of greenhouse 
gasescaused largely from the burning of fossil fuels such as oil,  coal,  and natural 
gashas led to an accumulation of these gases in the atmosphere and is contributing to 
a long-term increase in Earths average temperature.  The rise in temperature is leading 
to the melting of polar ice caps,  a slow increase in sea level,  a creeping expansion of the 
worlds great deserts,  and reductions in agricultural productivity.  Global climate change 
presents a challenge for the design of better economic policy,  aimed at reducing green-
house-gas emissions without unduly slowing the growth of material living standards.   

   G lobal  Financial  Stabil ity    The collapse of the U.S.  housing market in 20072008  led 
to the failure of several major financial institutions and caused a global financial crisis.  
The largest and most synchronized worldwide recession in over 70 years followed in its 
wake.  The crisis led most of the worlds major governments to intervene considerably 
in their economiesby providing assistance to their financial institutions and by dir-
ectly expanding expenditures on goods and services.  By 2014 most of these economies 
had emerged from recession but were nonetheless still experiencing slow economic 
recoveries.  Most governments were also actively redesigning their financial regulations 
to reduce the likelihood that similar events would occur in the future.  The quest for 
financial stability  has become a policy imperative in many countries.   

   Rising Government Debt    The aggressive government response to the global finan-
cial crisis led to massive new public spending in an effort to dampen the effects of the 
recession.  Governments  budget deficits increased for several years,  and thus govern-
ment debt in most countries increased significantly between 2008  and 2015.  Early in 
this period it became clear that government debt in some European countries (espe-
cially Greece,  Portugal,  Ireland,  Italy,  and Spain)  was so high that bondholders were no 
longer prepared to purchase new government bonds or renew their existing holdings of 
bonds.  The resulting upward spike in interest rates made it almost impossible for these 
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C H A P TE R  1 :  E C O N O M I C  I S S U E S  A N D  C O N C E P TS 3

countries to carry out their regular business without special financial assistance from 
other governments or from the International Monetary Fund.  The political tensions 
created among European governments threatened to spell the end of Europes common 
currency, the euro.  These issues are still largely unresolved.   

   G lobalization     Canada is a small nation that relies significantly on trade with the rest 
of the world for its prosperity.  We sell our lumber and oil and beef to the world,  as we 
do our engineering and legal and financial services.  As consumers we buy a wide variety 
of products from the rest of the world, including coffee,  leather shoes,  and fine wine;  
our firms also buy many inputs from abroad, including machine tools,  software,  and 
some specialized raw materials.  In short,  international trade and the ongoing process 
of globalization are crucial to Canadas economic prosperity.  Yet globalization also 
presents some challenges.  A decision to reduce tariffs on imported goods generates 
temporary costs for those Canadians who are displaced from their previously protected 
occupations.  And greater competition for Canadian firms from those in developing 
countries may lead to a decline in some middle-level Canadian jobs.   

   Growing Income Inequal ity    In Canada and most other developed countries,  the past 
three decades have seen a rise in income inequality.  Particularly dramatic has been the 
increase in the share of national income going to the richest one percent of individuals,  
all while the incomes of those in the middle classes  have grown very slowly.  The 
causes of this rising inequality are hotly debated among economists,  but most agree 
that the nature and pace of technological change and the growing ability of firms to 
locate their production facilities in lower-wage developing countries are contributing 
factors.  There is also considerable debate regarding what government actions could be 
taken to slow or reverse the increase in income inequality,  and whether the benefits of 
those actions in terms of reduced inequality would be justified by the associated costs.  

 These seven issues are only a small sample of the many economic issues that con-
front Canada and other countries.  To understand any of them it is  necessary to have 
a basic understanding of economicshow markets work,  how prices are determined,  
in what sense markets sometimes fail to work well,  and how government policy can 
be used to improve outcomes.   These are the main topics of this book.   There is  a lot to 
learn, and not many weeks in your college or university course.  So,  lets get started at 
the very beginning.     

     1 .1    WHAT IS  ECONOMICS?   

 The issues described in the introduction would not matter much if we lived in an econ-
omy of such plenty that there was always enough to fully satisfy everyones wants.  If 
we could always get all the things we wanted, it wouldnt be so important to be more 
productive in our work.  Rapid growth in health-care spending would not be such a 
problem if governments had no limits on what they could spend, or if there were not 
problems associated with high levels of government debt.  And there would be no need 
to trade with other countries if Canada could easily and cheaply produce coffee,  cloth-
ing,  electronic components,  and all those other things that we currently import from 
foreign lands.  But such an economy with unlimited products is  impossible.  Why?  

 The short answer is because we live in a world of  scarcity  .  Compared with the 
desires of individuals for things such as better food,  clothing,  housing, education,  clean 
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4 P A R T  1 : W H AT  I S  E C O N O M I C S ?

water and health care,  the existing supplies of resources are clearly inadequate.  They 
are sufficient to produce only a small fraction of the goods and services that we desire.  
This scarcity gives rise to the basic economic problem of choice.  If we cannot have 
everything we want,  we must choose what we will and will not have.  

 One definition of  economics   comes from the great economist Alfred Marshall 
(18421924)  ,  who we will encounter at several points in this book :  Economics is  a 
study of mankind in the ordinary business of life.  A more informative definition is:  

  Economics is  the study of the use of scarce resources to satisfy unlimited human 
wants.   

 Scarcity is  inevitable and is central to economic problems.  What are societys 
resources?  Why is scarcity inevitable?  What are the consequences of scarcity?  

   Resources  

 A societys resources are often divided into the three broad categories of land, labour,  
and capital.   Land  includes all natural endowments,  such as arable land, forests,  lakes,  
crude oil,  and minerals.   Labour   includes all mental and physical human resources,  
including entrepreneurial capacity and management skills.   Capital  includes all manu-
factured aids to production, such as tools,  machinery, and buildings.  Economists call 
such resources  factors of production   because they are used to produce the things that 
people desire.  We divide what is  produced into goods and services.   Goods   are tangible 
(e.g.,  cars and shoes),  and  services   are intangible (e.g.,  legal advice and education).  
People use goods and services to satisfy their wants.  The act of making them is called 
 production  ,  and the act of using them is called  consumption  .                  

   Scarcity and  Choice  

 For almost all of the worlds 7.3  billion people,  scarcity is  real and ever-present.  As we 
said earlier,  relative to our desires,  existing resources are inadequate;  there are enough 
to produce only a fraction of the goods and services that we want.  

 But arent the developed nations rich enough that scarcity is  no longer a problem?  
After all,  they are affluent  societies.  Whatever affluence may mean, however,  it does 
not mean the end of the problem of scarcity.  Canadian families that earn $80 000 per 
year,  approximately the average after-tax income for a Canadian family in 2016 but a 
princely amount by  world  standards,  have no trouble spending it on things that seem 
useful to them, and they would certainly have no trouble convincing you that their 
resources are scarce relative to their desires.  

 Because resources are scarce,  all  societies  face the problem of deciding what to 
produce and how much each person will  consume.  Societies  differ in who makes the 
choices  and how they are made,  but the need to  choose is  common to all.  Just as 
scarcity implies  the need for choice,  so  choice implies  the existence of cost.  A deci-
sion to have more of one thing requires  a  decision to have less  of something else.  
The less  of  something else  can be thought of as  the cost of having more of that 
one thing.  

    factors of production     Resources 

used  to produce goods and  

services;  frequently d ivided  into 

the basic categories of land, 

labour, and  capital .    

    goods     Tangible products, such  

as cars or shoes.    

    services     Intangible products, 

such  as legal  services and  

education.    

    production      The act of making 

goods or services.    

    consumption      The act of using 

goods or services to satisfy 

wants.    
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C H A P TE R  1 :  E C O N O M I C  I S S U E S  A N D  C O N C E P TS 5

 As simple as it may seem, the idea of 
opportunity cost is one of the central insights 
of economics.  Here is a precise definition:  The 
 opportunity cost   of choosing any one alternative 
is the value of the next best alternative that is  
given up.  That is,  it is the cost measured in terms 
of other goods and services that could have been 
obtained instead.  If, for example, resources that 
could have produced 20 km of road are best used instead to produce one hospital, the 
opportunity cost of a hospital is 20 km of road; looked at the other way round, the oppor-
tunity cost of 20 km of road is one hospital.    

   Opportunity Cost    To see how choice implies cost,  we look first at a trivial example 
and then at one that affects all of us;  both examples involve precisely the same funda-
mental principles.  

 Consider the choice David faces when he goes out for pizza and beer with his friends.  
Suppose that he has only $16 for the night and that each beer costs $4 and each slice 
of pizza costs $2.  David would like to have 4 slices of pizza and 3  beers, but this would 
cost $20 and is therefore unattainable given Davids scarce resources of $16.  There 
are several combinations,  however, that are attainable:  8  slices of pizza and 0 beers;  
6 slices of pizza and 1  beer;  4 slices of pizza and 2 beers;  2 slices of pizza and 3  beers; and 
0 slices of pizza and 4 beers.  

 Davids possible choices are illustrated in   Figure   1 -1   .  The numbers of slices of 
pizza are shown on the horizontal axis;  the numbers of beers are shown on the verti-
cal axis.  The downward-sloping line connects the five possible combinations of beer 
and pizza that use up all of Davids resources$16.  This is Davids  budget line.   Notice 
that point  A   shows a combination that lies out-
side the line because its total cost is more than 
$16;  Point  A   is   unattainable   to David.  If David 
could buy fractions of a beer and of a slice of 
pizza,   all  points that lie on or inside the line 
would be  attainable   combinations.   

 In this setting David can ask himself,  
What is the cost of one beer?  One answer 
is that the cost is  $4.  An equivalent answer,  
assuming that he wanted to spend all of this 
$16 on these two items, is  that the cost of one 
beer is  the two slices of pizza he must give up 
to get it.  In fact,  we say in this case that two 
slices of pizza is the  opportunity cost  of one 
beer,  since they are the opportunity David must 
give up to get one extra beer.     

    opportunity cost     The value of 

the next best alternative that is 

forgone when  one alternative is 

chosen.    

  Scarcity implies that choices must be made, and making choices implies the exis-
tence of costs.   

Unattainable 
combinations
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Get one 
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Give up two
slices of pizza
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      FIGURE   1-1      Choosing Between  Pizza and  Beer   

   Scarce resources force a choice among competing alternatives.   
Given a total of $16 to spend on $2 slices of pizza and $4 beers,  
some choices are unattainable,  such as point  A  .  The five points 
on the green line show  all  combinations that are attainable by 
spending the $16.  If it were possible to buy parts of a beer and 
parts of a slice of  pizza  ,  then all combinations on the line and 
in the green area would be attainable.  If the entire $16 is  to be 
spent,  the choice between more pizza and more beer involves an 
opportunity cost.  The  slope   of the green line reflects opportun-
ity costs.  The opportunity cost of one extra slice of pizza is  half 
of a beer;  the opportunity cost of one extra beer is  two slices 
of pizza.    

  Every time a choice is  made, opportunity 
costs are incurred.   
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6 P A R T  1 : W H AT  I S  E C O N O M I C S ?

 See  Applying Economic Concepts 1 -1   for an example of opportunity cost that 
should seem quite familiar to you:  the opportunity cost of getting a university degree.   

   Production  Possibi l ities Boundary    Although Davids choice between pizza and beer 
may seem to be a trivial consumption decision,  the nature of the decision is the same 
whatever the choice being made.  Consider,  for example,  the choice that any country 
must face between producing goods for final consumption (such as food and cloth-
ing)  and goods for investment purposes used to increase future production (such as 
machines and factories) .  

 If resources are fully and efficiently employed it is  not possible to have more of 
 both   consumption and investment goods.  As the country devotes more resources to 
producing consumption goods it must take resources away from producing investment 
goods.  The opportunity cost of the extra consumption goods is the value of the invest-
ment goods forgone.  

   APPLYI NG  ECONOM IC  CONCEPTS  1 -1  

 The Opportunity Cost of Your University Degree   

 The opportunity cost of choosing one thing is what 
must be given up as the best alternative.  Computing the 
opportunity cost of a college or university education is a 
good example to illustrate which factors are included in 
the computation of opportunity cost.  You may also be 
surprised to learn how expensive your university degree 
really is!   *     

 Suppose that a bachelors degree requires four years 
of study and that each year you spend $6500 for tuition 
feesapproximately the average at Canadian universi-
ties in 2016and a further $1500 per year for books and 
materials.  Does this mean that the cost of a university 
education is only $32 000?  Unfortunately not;  the true 
cost of a university degree to a student is much higher.  

 The key point is that the opportunity cost of a uni-
versity education does not include just the out-of-pocket 
expenses on tuition and books.  You must also take into 
consideration  what you are forced to give up   by choosing 
to attend university.  Of course,  if you were not study-
ing you could have done any one of a number of things,  
but the relevant one is  the one you would have chosen 
instead your best alternative to attending university.  

 Suppose your best alternative to attending univer-
sity was to get a job.  In this case, the opportunity cost 
of your university degree must include the earnings that 
you would have received had you taken that job.  Suppose 
your (after-tax)  annual earnings would have been $25 000 
per year, for a total of $100 000 if you had stayed at 
that job for four years.  To the direct expenses of $32 000,  
we must therefore add $100 000 for the earnings that 

you gave up by not taking a job.  This brings the true cost 
of your university degreethe opportunity costup to 
$132 000!  

 Notice that the cost of food, lodging,  clothing,  and 
other living expenses did not enter the calculation of the 
opportunity cost in this example.  The living expenses 
must be incurred in either casewhether you attend uni-
versity or get a job.  

 If the opportunity cost of a degree is so high,  why 
do students choose to go to university?  Maybe students 
simply enjoy learning and are prepared to incur the high 
cost to be in the university environment.  Or maybe they 
believe that a university degree will significantly increase 
their future earning potential.   In   Chapter   14   we will see 
that this is  true.   In this case,  they are giving up four years 
of earnings at one salary so that they can invest in build-
ing their skills in the hope of enjoying many more years 
in the future at a considerably higher salary.  

 Whatever the reason for attending college or univer-
sity,  the recognition that a post-secondary degree is very 
expensive should convince students to make the best use 
of their time while they are there.  Read on!  

  *   This box considers only the cost  to the student  of a university 
degree.   For reasons that will be discussed in detail in Part Six 
of this book, p    rovincial governments heavily subsidize post
secondary education in Canada.  Because of this subsidy,  the 
cost  to society   of a university degree is generally much higher 
than the cost to an individual student.  
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C H A P TE R  1 :  E C O N O M I C  I S S U E S  A N D  C O N C E P TS 7

 The shape of the production possibilities boundary in   Figure   1 -2   implies that an 
increasing amount of consumption goods must be given up to achieve equal successive 
increases in the production of investment goods.  This shape,  referred to as  concave   
to the origin,  indicates that the opportunity 
cost of either good increases as we increase the 
amount of it that is produced.  A straight-line 
boundary,  as in   Figure   1 -1   ,  indicates that the 
opportunity cost of one good stays constant,  
no matter how much of it is  produced.  

 The concave shape in   Figure   1 -2   is  the 
way economists usually draw a countrys 
production possibilities boundary.  The shape 
occurs because each factor of production is 
not equally useful in producing all goods.  To 
see why differences among factors of produc-
tion are so important,  suppose we begin at 
point  c   in   Figure   1 -2  ,  where most resources 
are devoted to the production of consumption 
goods,  and then consider gradually shifting 
more and more resources toward the produc-
tion of investment goods.  We might begin 
by shifting the use of iron ore and other raw 
materials.  These resources may not be very 
well suited to producing consumption goods 
( like food)  but may be essential for producing 
tools,  machinery, and factories.  This shift of 
resources will therefore lead to a small reduc-
tion in the output of consumption goods but 
a substantial increase in the output of invest-
ment goods.  Thus,  the opportunity cost of pro-
ducing more units of investment goods,  which 
is equal to the forgone consumption goods,  is 

 The choice is illustrated in   Figure   1 -2  .  Because resources are scarce,  some combina-
tionsthose that would require more than the total available supply of resources for 
their production-cannot be attained.  The negatively sloped curve on the graph div-
ides the combinations that can be attained from those that cannot.  Points above and to 
the right of this curve cannot be attained because there are not enough resources,  points 
below and to the left of the curve can be attained without using all of the available 
resources,  and points on the curve can just be attained if all the available resources are 
used efficiently.  The curve is called the  production possibilities boundary  .  (Sometimes 
boundary  is replaced with curve  or frontier. )  It has a negative slope because 
when all resources are being used efficiently,  producing more of one good requires 
producing less of others.     

    production  possibi l ities 

boundary     A curve showing 

which  alternative combinations 

of output can  be attained  

if al l  available resources 

are used  efficiently;  it is the 

boundary between  attainable 

and  unattainable output 

combinations.    
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      FIGURE   1-2      A Production  Possibi l i ties Boundary   

   The negatively sloped boundary shows the combinations that 
are attainable when all resources are used efficiently.   The pro-
duction possibilities boundary separates the attainable com-
binations of goods,  such as  a,  b,  c,   and  d,   from unattainable 
combinations,  such as  e   and  f .  Points  a,  b,   and  c   represent full 
and efficient use of societys resources.  Point  d  represents either 
inefficient use of resources or failure to use all the available 
resources.  If production changes from point  a   to point  b,   an 
opportunity cost is  involved.  The opportunity cost of producing 
D  x   more consumption goods is the necessary reduction in the 
production of investment goods equal to D  y  .    

  A production possibilities boundary illustrates three concepts:  scarcity, choice,  and 
opportunity cost.  Scarcity is  indicated by the unattainable combinations outside the 
boundary; choice,  by the need to choose among the alternative attainable points 
along the boundary; and opportunity cost,  by the negative slope of the boundary.   
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8 P A R T  1 : W H AT  I S  E C O N O M I C S ?

small.  But as we shift more and more resources toward the production of investment 
goods,  and therefore move along the production possibilities boundary toward point 
 a  ,  we must shift more and more resources that are actually quite well suited to the 
production of consumption goods,  like arable agricultural land.  As we produce more 
and more investment goods (by devoting more and more resources to producing them), 
the amount of consumption goods that must be forgone to produce one  extra   unit of 
investment goods rises.  That is,  the opportunity cost of producing one good rises as 
more of that good is produced.    

   Four Key Economic Problems  

 Modern economies involve millions of complex production and consumption activities.  
Despite this complexity,  the basic decisions that must be made are not very different 
from those that were made in ancient and primitive economies in which people worked 
with few tools and bartered with their neighbours.  In all cases,  scarcity,  opportunity 
cost,  and the need for choice play crucial roles.  Whatever the economic system, whether 
modern or ancient or complex or primitive,  there are four key economic problems.  

      What Is Produced  and  How?     This question concerns the  allocation   of scarce resources 
among alternative uses.  This  resource allocation   determines the quantities of various 
goods that are produced.  Choosing to produce a particular combination of goods means 
choosing a particular allocation of resources among the industries or regions producing 
the goods.  What determines which goods are produced and which ones are not?    

 Is  there some combination of the production of goods that is better  than others?  
If so,  should governments try to alter the pattern of production in this direction?   

      What Is Consumed  and  by Whom?     Economists seek to understand what determines 
the distribution of a nations total output among its people.  Who gets a lot,  who gets a 
little,  and why?  Should governments care about this  distribution   of consumption and,  
if so,  what tools do they have to alter it?  

 If production takes place on the production possibilities boundary,  then how about 
consumption?  Will the economy consume exactly the same goods that it produces?  Or 
will the countrys ability to trade with other countries permit the economy to consume 
a different combination of goods?   

      Why Are Resources Sometimes Idle?      Sometimes large numbers of workers are 
unemployed.  At the same time, the managers and owners of offices and factories could 
choose to produce more goods and services.  For some reason,  however,  these resour-
cesland, labour,  and factorieslie idle.  Thus,  in terms of   Figure   1 -2  ,  the economy 
sometimes operates inside its production possibilities boundary.  

 Why are resources sometimes idle?  Should governments worry about such idle 
resources,  or is  there some reason to believe that such occasional idleness is  necessary 
for a well-functioning economy?   

      I s  Productive Capacity Growing?      The capacity to produce goods and services grows 
rapidly in some countries,  grows slowly in others,  and actually declines in others.  
Growth in productive capacity can be represented by an outward shift of the pro-
duction possibilities boundary, as shown in   Figure   1 -3   .  If an economys capacity to 

    resource al location      The 

al location  of an  economys 

scarce resources among 

alternative uses.    

M01 A_RAGA3072_1 5_SE_P1 . indd   8 05/01 /1 6   5:04 PM



C H A P TE R  1 :  E C O N O M I C  I S S U E S  A N D  C O N C E P TS 9

produce goods and services is growing, some combinations that are unattainable today 
will become attainable in the future.  What are the determinants of such growth and can 
governments do anything to influence them?  

      Economics and  Government Pol icy  

 Questions relating to what is produced and how, and what is consumed and by whom, 
fall within the realm of microeconomics.   Microeconomics   is  the study of the causes 
and consequences of the allocation of resources as it is  affected by the workings of the 
price system and government policies that seek to influence it.  Questions relating to the 
idleness of resources and the growth of the economys productive capacity fall within 
the realm of macroeconomics.   Macroeconomics   is  the study of the determination of 
economic aggregates,  such as total output,  total employment,  and the rate of economic 
growth.        

 The design and effectiveness of government policy matters for each of our four key 
economic problems.  When asking what combination of goods and services is  produced 
in the economy, and whether some combinations might be better than others,  govern-
ment policy enters the discussion.   In later chapters we will   examine situations called 
 market failures,   which arise when free markets lead to too much of some goods being 
produced ( like pollution)  and too little of others ( like national parks) .  Government 
policy could be used to alter the allocation of 
the economys resources to correct these mar-
ket failures.  

 When asking who gets to consume the 
economys output,  it is  natural to discuss the 
 fairness   regarding the distribution of consump-
tion across individuals.  Do free markets lead to 
fair outcomes?  Can we even decide objectively 
what is  fair and what is  unfair?  We will see 
 throughout this book  that many government 
policies are designed with fairness in mind.  
We will also encounter an ongoing debate 
about how much the government should try 
to improve the fairness of market outcomes.  
Some argue that it is reasonable to do so;  
others argue that attempts to improve fairness 
often lead to reductions in market efficiency 
that impose large costs on society.  

 Government policy is also part of the dis-
cussion of why a nations resources are some-
times idle and what can be done to reduce such 
idleness.  For example,  when the Canadian 
economy entered a major global recession in 
2009,  the federal and provincial governments 
increased their spending significantly in an 
attempt to dampen the decline in aggregate 
output that was then occurring.  Some critics 
argue that such fiscal stimulus  packages can-
not increase overall output,  since the increase 

    microeconomics     The study of 

the causes and  consequences 

of the al location  of resources as 

i t is affected  by the workings of 

the price system.    

    macroeconomics     The study of 

the determination  of economic 

aggregates such  as total  output, 

employment, and  growth.    

   Economic growth shifts the boundary outward and makes it 
possible to produce more of all products.   Before growth in pro-
ductive capacity,  points  a,  b,   and  c   were on the production pos-
sibilities boundary and points  e   and  f  were unattainable.  After 
growth, points  e   and  f  and many other previously unattainable 
combinations are attainable.    
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      FIGURE   1-3       The Effect of Economic Growth  
on  the Production  Possibi l i ties 
Boundary   
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in government spending will simply displace private spending.  Others argue that reces-
sions are caused largely by a reduction in private spending,  and that an increase in 
government spending can be an effective replacement to sustain the level of economic 
activity.  Such debates lie at the heart of macroeconomic policy ,  and we have much to 
say about them in this book .    

    1 .2    THE COMPLEXITY OF MODERN  ECONOMIES   

 If you want a litre of milk,  you go to your local grocery store and buy it.  When the 
grocer needs more milk,  he orders it from the wholesaler,  who in turn gets it from the 
dairy,  which in turn gets it from the dairy farmer.  The dairy farmer buys cattle feed 
and electric milking machines,  and he gets power to run all his equipment by putting 
a plug into a wall outlet where the electricity is  supplied as he needs it.  The milking 
machines are made from parts manufactured in several different places in Canada, the 
United States,  and overseas.  The parts themselves are made from materials produced in 
a dozen or more countries.  

 As it is  with the milk you drink,  so it is  with everything else that you buy.  When 
you go to a store,  or shop online,  what you want is  normally available.  Those who 
make these products find that all  the required components and materials are available 
when they need themeven though these things typically come from many different 
parts of the world and are made by many people who have no direct dealings with 
one another.  

 Your own transactions are only a small part of the remarkably complex set of 
transactions that takes place every day in a modern economy.  Shipments arrive daily 
at our ports,  railway terminals,  and airports.  These shipments include raw materials,  
such as iron ore,  logs,  and oil;  parts,  such as automobile engines,  transistors,  and circuit 
boards;  tools,  such as screwdrivers,  lathes,  and digging equipment;  perishables,  such 
as fresh flowers,  coffee beans,  and fruit;  and all kinds of manufactured goods,  such as 
washing machines,  computers,  and cell phones.  Trains and trucks move these goods 
among thousands of different destinations within Canada.  Some go directly to consum-
ers.  Others are used by local firms to manufacture their productssome of which will 
be sold domestically and others exported to other countries.  Remarkably,  no one is 
actually  organizing  all of this economic activity.  

   The Nature of Market Economies  

 An  economy   is  a system in which scarce resourceslabour, land, and capitalare allo-
cated among competing uses.  Lets consider how this all happens in a market economy.  

   Self-Organizing    Early in the development of modern economics,  thoughtful observ-
ers wondered how such a complex set of decisions and transactions gets organized.  
Who coordinates the whole set of efforts?  Who makes sure that all the activities fit 
together,  providing jobs to produce the things that people want and delivering those 
things to where they are wanted?  The answer,  as we said above,  is  nobody!  

   A great insight of early economists was that an economy based on free-market 
transactions is     self-organizing.     
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 A market economy is self-organizing in the sense that when individ-
ual consumers and producers act independently to pursue their own self-
interests,  the collective outcome is coordinatedthere is  a  spontaneous 
economic order.  In that order,  millions of transactions and activities fit 
together to produce the things that people want within the constraints 
set by the resources that are available to the nation.  

 The great Scottish economist and political philosopher Adam Smith 
(17231790),   1    who was the first to develop this insight fully,  put it this 
way:   

  It is not from the benevolence of the butcher,  the brewer,  or the 
baker,  that we expect our dinner,  but from their regard to their own 
interest.  We address ourselves,  not to their humanity but to their 
self-love,  and never talk to them of our own necessities but of their 
advantages.   

 Smith is not saying that benevolence is unimportant.  Indeed,  he 
praises it in many other passages of his book.  He is saying, however,  that 
the massive number of economic interactions that characterize a modern 
economy are not all motivated by benevolence.  Although benevolence 
does motivate some of our actions,  often the very dramatic ones,  the 
vast majority of our everyday actions are motivated by self-interest.  Self-
interest is  therefore the foundation of economic order.      

   Efficiency    Another great insight,  which was hinted at by Smith and fully developed 
over the next century and a half,  was that this spontaneously generated economic order 
is  relatively  efficient .  Loosely speaking,  efficiency means that the resources available to 
the nation are organized so as to produce the various goods and services that people 
want to purchase and to produce them with the least possible amount of resources.  

 An economy organized by free markets behaves almost as if it were guided by 
an invisible hand,  in Smiths now-famous words.  This does not literally mean that 
a supernatural presence runs a market economy.  Instead it refers to the relatively effi-
cient order that emerges spontaneously out of the many independent decisions made by 
those who produce,  sell,  and buy goods and services.  The key to explaining this market 
behaviour is that these decision makers all respond to the same set of prices,  which are 
determined in markets that respond to overall conditions of national scarcity or plenty.  
Much of  this book   is  devoted to a detailed elaboration of how this market order is 
generated and how efficiently that job is done.  

 That free markets usually generate relatively efficient outcomes does not mean that 
they are  always   efficient or that everyone views the outcomes as desirable or even  fair .  
Free markets sometimes fail to produce efficient outcomes, and these failures often pro-
vide a motivation for government intervention.  In addition, many market outcomes may 
be efficient but perceived by many to be quite unfair.  For example,  we will see that an 
efficient labour market may nonetheless lead to large differentials in wages, with some 
individuals receiving low incomes while others receive enormous incomes.  So, while a 
central aspect of economics is the study of how markets allocate resources efficiently, 
much emphasis is also placed on what happens when markets fail in various ways.   

  1   Throughout this book,  we encounter many great economists from the past whose ideas shaped the disci-

pline of economics.  At the back of the book you will find a timeline that begins in the 1600s.  It contains brief 

discussions of many of these thinkers and places them in their historical context.  

      Adam Smith wrote  An Inquiry into the 
Nature and Causes of the Wealth of 
Nations  in 1776.  Now referred to by 
most people simply as  The Wealth of 
Nations,   it is considered to be the begin-
ning of modern economics.  
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   I ncentives and  Self-Interest    Lying at the heart of modern economies are  incentives   
and  self-interest .  Individuals generally pursue their own self-interest,  buying and selling 
what seems best for them and their families.  They purchase products that they want 
rather than those they dislike,  and they buy them when it makes sense given their time 
and financial constraints.  Similarly,  they sell products,  including their own labour ser-
vices,  in an attempt to improve their own economic situation.  When making such deci-
sions about what to buy or sell and at what prices,  people respond to  incentives  .  Sellers 
usually want to sell more when prices are high because by doing so they will be able to 
afford more of the things they want.  Similarly,  buyers usually want to buy more when 
prices are low because by doing so they are better able to use their scarce resources to 
acquire the many things they desire.  

 With self-interested buyers and sellers responding to incentives when determining 
what they want to buy and sell,  the overall market prices and quantities are determined 
by their collective interactions.  Changes in their preferences or productive abilities lead 
to changes in their desired transactions and thus to fluctuations in market prices and 
quantities.  

 Of course,  individuals are not motivated  only   by self-interest.  For most people,  
love,  faith,  compassion, and generosity play important roles in their lives,  especially 
at certain times.  Behavioural economists devote their research to better understand-
ing how these motivations influence individuals  economic behaviour.  But none of this 
detracts from the importance of understanding the crucial role played in a modern 
economy by incentives and self-interest.    

   The Decision  Makers and  Their Choices  

 Three types of decision makers operate in any economy.  The first is  consumers  .  Some-
times we think of consumers as being individuals and sometimes we think in terms of fam-
ilies or households.  Consumers purchase various kinds of goods and services with their 
income; they usually earn their income by selling their labour services to their employers.  

 The second type of decision maker is   producers  .  Producers may be firms that are 
interested in earning profits or they may be non-profit or charitable organizations.  In 
any case,  producers hire workers,  purchase or rent various kinds of material inputs and 
supplies,  and then produce and sell their products.  In the cases of charitable organiza-
tions,  their products are often distributed for free.  

 The third type of decision maker is   government .  Like producers,  governments 
hire workers,  purchase or rent material and supplies,  and produce goods and services.  
Unlike most producers,  however,  governments usually provide their goods and services 
at no direct cost to the final user;  their operations are financed not by revenue from the 
sale of their products but instead by the taxes they collect from individual consumers 
and producers.  In addition to producing and providing many goods and services,  gov-
ernments create and enforce laws,  and design and implement regulations that must be 
followed by consumers and producers.  

   How Are Decisions Made?     How do consumers,  producers,  and governments make 
decisions?   We will be examining how and why governments make decisions in detail 
throughout this book, so we will leave that until later.   For now, lets focus on how 
consumers and producers make their decisions.  Economists usually assume that con-
sumers  and producers  decisions are both maximizing  and marginal.  What does 
this mean?  
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   Maximizing Decisions.       Economists usually assume that consumers and producers 
make their decisions in an attempt to do as well as possible for themselves.  In the 
jargon of economics,  people are assumed to be  maximizers  .  When individuals decide 
how much of their labour services to sell to producers and how many products to buy 
from them, they are assumed to make choices designed to maximize their well-being,  or 
 utility  .  When producers decide how much labour to hire and how many goods to pro-
duce, they are assumed to make choices designed to maximize their  profits  .   We explore 
the details of utility and profit maximization in later chapters.    

   Marginal  Decisions.       Firms and consumers who are trying to maximize usually need to 
weigh the costs and benefits of their decisions  at the margin  .  For example,  when you 
consider buying a new shirt,  you know the  marginal cost  of the shirtthat is,  how 
much you must pay to get itand you need to compare that cost to the  marginal bene-
fit  that you will receivethe  extra   satisfaction you get from having that shirt.  If you are 
trying to maximize your utility,  you will buy the new shirt only if you think the benefit 
to you in terms of extra utility exceeds the marginal cost.  

 Similarly,  a producer attempting to maximize its profits and considering whether 
to hire an extra worker must determine the  marginal cost  of the workerthe extra 
wages that must be paidand compare it to the  marginal benefit  of the workerthe 
increase in sales revenues the extra worker will generate.  A producer interested in maxi-
mizing its profit will hire the extra worker only if the benefit in terms of extra revenue 
exceeds the cost in terms of extra wages.  

  In order to achieve their objectives,  maximizing consumers and producers make 
marginal decisions;  they decide whether they will be made better of  by buying or 
selling a little more or a little less of any given product.     

   The Flow of Income and  Expenditure      Figure   1 -4   shows the basic decision makers 
and the flows of income and expenditure that they set up.  Individuals own factors of 
production.  They sell the services of these factors to producers and receive payments 
in return.  These are their incomes.  Producers use the factor services that they buy to 
make goods and services.  They sell these to individuals,  receiving payments in return.  
These are the incomes of producers.  These basic flows of income and expenditure pass 
through markets.  Individuals sell the services of the factor that they own in what are 
collectively called  factor markets  .  When you get a part-time job during university,  you 
are participating in the factor marketin this case,  a market for labour.  Producers sell 
their outputs of goods and services in what are collectively called  goods markets  .  When 
you purchase a haircut,  an airplane ticket, or a new pair of shoes,  for example,  you are 
participating in the goods market.   

 The prices that are determined in these markets determine the incomes that are 
earned.  People who get high prices for their factor services earn high incomes;  those 
who get low prices earn low incomes.  The  distribution of income   refers to how the 
nations total income is distributed among its citizens.  This is  largely determined by the 
price that each type of factor service receives in factor markets.    

   Production  and  Trade  

 Individual producers decide which goods to produce and how to produce them.  Pro-
duction is a very complex process in any modern economy.  For example,  a typical 
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car manufacturer assembles a product out of thousands of 
individual parts.  It makes some of these parts itself.  Most 
are subcontracted to parts manufacturers,  and many of the 
major parts manufacturers subcontract some of their work 
to smaller firms.  The same is true for most other products 
you can imagine purchasing.  Such complex production dis-
plays two characteristics noted long ago by Adam Smith
 specialization   and the  division of labour  .  

   Special ization     In ancient huntergatherer societies and 
in modern subsistence economies,  most people make most 
of the things they need for themselves.  However,  from the 
time that people first engaged in settled agriculture and 
then began to live in towns,  people have specialized in 
doing particular jobs.  Artisan,  soldier,  priest,  and govern-
ment official were some of the earliest specialized occupa-
tions.  Economists call this allocation of different jobs to 
different people the  specialization of labour  .  There are two 
fundamental reasons why specialization is extraordinarily 
efficient compared with universal self-sufficiency.    

 First,  individual abilities differ,  and specialization 
allows individuals to do what they can do relatively well 
while leaving everything else to be done by others.  The 
economys total production is greater when people special-
ize than when they all try to be self-sufficient.  This is  true 
for individuals,  but it is  also true for entire countries,  and 
it is  one of the most fundamental principles in economics:  
the principle of  comparative advantage  .   A much fuller dis-
cussion of comparative advantage is found in   Chapter   32  ,  
where we discuss the gains from international trade.   

 The second reason why specialization is more efficient than self-sufficiency con-
cerns changes in peoples abilities that occur  because   they specialize.  A person who 
concentrates on one activity becomes better at it than someone who produces many 
different things.  This is  called  learning by doing .   

   The Division  of Labour    Throughout most of history each artisan who specialized 
in making some product made the whole of that product.  But over the last several 
hundred years,  many technical advances have made it efficient to organize produc-
tion methods into large-scale firms organized around what is  called the  division of 
labour  .  This term refers to specialization  within   the production process of a particular 
product.  For example,  in most mass-production factories,  work is divided into highly 
specialized tasks by using specialized machinery.  Each worker repeatedly does one or 
a few small tasks that represents only a small fraction of those necessary to produce 
any one product.     

   Money and  Trade    People who specialize in doing only one thing must satisfy most of 
their wants by consuming things made by other people.  In early societies the exchange 
of goods and services took place by simple mutual agreement among neighbours.  In the 
course of time,  however,  trading became centred on particular gathering places called 
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each  done by a  d ifferent worker.    
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      FIGURE   1-4       The Circular Flow of 
I ncome and  Expenditure   

   The red line shows the flow of goods and services;  
the blue line shows the payments made to pur-
chase these.   Factor services flow from individuals 
who own the factors ( including their own labour)  
through factor markets to firms that use them to 
make goods and services.  These goods and servi-
ces then flow through goods markets to those who 
consume them.  Money payments flow from firms 
to individuals through factor markets.  These pay-
ments become the income of individuals.  When 
they spend this income buying goods and servi-
ces,  money flows through goods markets back to 
producers.    
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markets.  For example,  the French markets or trade fairs of Champagne were known 
throughout Europe as early as the eleventh century.  Even now, many small towns in 
Canada have regular market days.  Today,  however,  the term market  has a much 
broader meaning, referring to any institutions that allow buyers and sellers to transact 
with each other,  which could be by meeting physically or by trading over the Internet.  
Also,  we use the term market economy  to refer to a society in which people special-
ize in productive activities and meet most of their material wants through voluntary 
market transactions with other people.  

  Specialization must be accompanied by trade.  People who produce only one thing 
must trade most of it with other people to obtain all the other things they want.   

 Early trading was by means of  barter  ,  the trading of goods directly for other goods.  
But barter is  costly in terms of time spent searching out satisfactory exchanges.  If a 
farmer has wheat but wants a hammer, he must find someone who has a hammer and 
wants wheat.  A successful barter transaction thus requires what is  called a  double 
coincidence of wants  .    

 Money eliminates the cumbersome system of barter by separating the transactions 
involved in the exchange of products.  If a farmer has wheat and wants a hammer, she 
merely has to find someone who wants wheat.  The farmer takes money in exchange.  Then 
she finds a person who wants to sell a hammer and gives up the money for the hammer.  

    barter     An  economic system in  

which  goods and services are 

traded  d irectly for other goods 

and  services.    

  Money greatly facilitates trade, which itself facilitates specialization.    

   G lobalization     Market economies constantly change,  largely as a result of the develop-
ment of new technologies and the new patterns of production and trade that result.  
Many of the recent changes are referred to as  globalization,   a  term often used loosely 
to mean the increased importance of international trade.

Though international trade dates back thousands of years,  what is  new 
in the last few decades is  the globalization of manufacturing.  Assembly of a 
product may take place in the most industrialized countries,  but the hundreds 
of component parts are manufactured in dozens of different countries and 
delivered to the assembly plant  just in time  for assembly.  

 Two major causes of globalization are the rapid reduction in transporta-
tion costs and the revolution in information technology that have occurred in 
the past 50 years.  The cost of moving products around the world fell greatly 
over the last half of the twentieth century because of containerization and the 
increasing size of ships.  Our ability to transmit and analyze data increased even 
more dramatically, while the costs of doing so fell sharply.  For example, today 
$1000 buys an ultra-slim tablet or laptop computer that has the same comput-
ing power as a mainframe  computer that in 1970 cost $10 million and filled a 
large room. This revolution in information and communication technology has 
made it possible to coordinate economic transactions around the world in ways 
that were difficult and costly 50 years ago and quite impossible 100 years ago.     

     The revolution in shipping and 
in computer technology has 
drastically reduced communica-
tion and transportation costs.  
This reduction in costs lies at the 
heart of globalization.

  Through the ongoing process of globalization, national economies are ever 
more linked to the global economy.   
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 Globalization comes with challenges,  however.  As Canadian firms relocate produc-
tion facilities to countries where costs are lower,  domestic workers are laid off and must 
search for new jobs,  perhaps needing retraining in the process.  The location of produc-
tion facilities in countries with lower environmental or human-rights records raises dif-
ficult questions about the standards that should be followed by Canadian-owned firms 
in foreign lands.  And firms often use the threat of relocation in an attempt to extract 
financial assistance from governments,  placing those governments in difficult positions.  
These concerns have led in recent years to anti-globalization protests  that have raised 
awareness of some of the costs associated with the process of globalization.   We have 
more to say about these issues in   Chapters   33    and     34  .      

    1 .3     I S  THERE AN  ALTERNATIVE TO 
THE MARKET ECONOMY?   

  In this chapter     we have discussed the elements of an economy based on free-market 
transactionswhat we call a  market economy  .  Are there any alternatives to this type of 
economy?  To answer this question we first need to identify various types of economic 
systems.  

   Types of Economic Systems  

 It is helpful to distinguish three pure types of economies,  called  traditional,  command,   
and  free-market economies  .  These economies differ in the way in which economic deci-
sions are coordinated.  But no actual economy fits neatly into one of these three categor-
iesall real economies contain some elements of each type.  

   Traditional  Economies    A  traditional economy   is  one in which behaviour is based 
primarily on tradition,  custom, and habit.  Young men follow their fathers  occupa-
tions.  Women do what their mothers did.  There is  little change in the pattern of goods 
produced from year to year,  other than those imposed by the vagaries of nature.  The 
techniques of production also follow traditional patterns,  except when the effects of an 
occasional new invention are felt.  Finally,  production is allocated among the members 
according to long-established traditions.    

 Such a system works best in an unchanging environment.  Under such static con-
ditions,  a system that does not continually require people to make choices can prove 
effective in meeting economic and social needs.  

 Traditional systems were common in earlier times.  The feudal system, under which 
most people in medieval Europe lived, was a largely traditional society.  Peasants,  arti-
sans,  and most others living in villages inherited their positions in that society.  They 
also usually inherited their specific jobs,  which they handled in traditional ways.   

   Command  Economies    In command economies,  economic behaviour is determined 
by some central authority,  usually the government,  or perhaps a dictator,  which makes 
most of the necessary decisions on what to produce,  how to produce it,  and who gets to 
consume which products and in what quantities.  Such economies are characterized by 
the  centralization   of decision making.  Because centralized decision makers usually cre-
ate elaborate and complex plans for the behaviour that they want to impose,  the terms 
 command economy   and  centrally planned econom  y are usually used synonymously.    

    traditional  economy     An  

economy in  which  behaviour is 

based mostly on  tradition.    

    command economy     An  

economy in  which  most 

economic decisions are made 

by a  central  planning authority.    
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 The sheer quantity of data required for the central planning of an entire modern 
economy is enormous,  and the task of analyzing it to produce a fully integrated plan 
can hardly be exaggerated.  Moreover,  the plan must be continually modified to take 
account not only of current data but also of future trends in labour and resource sup-
plies and technological developments.  This is  a notoriously difficult exercise,  not least 
because of the unavailability of all essential,  accurate,  and up-to-date information.  

 Until about 40 years ago,  more than one-third of the worlds population lived in 
countries that relied heavily on central planning.  Today, after the collapse of the Soviet 
Union and the rapid expansion of markets in China,  the number of such countries is 
small.  Even in countries in which central planning is the proclaimed system, as in Cuba 
and North Korea, increasing amounts of market determination are gradually being 
permitted.   

   Free-Market Economies    In the third type of economic system, the decisions about 
resource allocation are made without any central direction.  Instead, they result from 
innumerable independent decisions made by individual producers and consumers.  Such 
a system is known as a  free-market economy   or,  more simply,  a  market economy  .      In 
such an economy, decisions relating to the basic economic issues are  decentralized .  
Despite the absence of a central plan, these many decentralized decisions are nonethe-
less coordinated.  The main coordinating device is  the set of market-determined prices
which is why free-market systems are often called  price systems  .  

 In a pure market economy, all these decisions are made by buyers and sellers act-
ing through unhindered markets.  The government provides the background of defin-
ing property rights and protecting citizens against foreign and domestic enemies but,  
beyond that,  markets determine all resource allocation and income distribution.   

   M ixed  Economies    Economies that are fully traditional or fully centrally planned or 
wholly free-market are pure types that are useful for studying basic principles.  When 
we look in detail at any actual economy, however,  we discover that its economic behav-
iour is the result of some mixture of central control and market determination, with a 
certain amount of traditional behaviour as well.  

    free-market economy     An  

economy in  which  most 

economic decisions are made 

by private households and  firms.    

    mixed  economy     An  economy 

in  which  some economic 

decisions are made by firms and  

households and  some by the 

government.    

  In practice, every economy is  a  mixed economy  in the sense that it combines signi -
cant elements of all three systems in determining economic behaviour.    

  Furthermore,  within any economy, the degree of the mix varies from sector to sec-
tor.  For example,  in some planned economies,  the command principle was used more 
often to determine behaviour in heavy-goods industries,  such as steel,  than in agri-
culture.  Farmers were often given substantial freedom to produce and sell what they 
wanted in response to varying market prices.  

 When economists speak of a particular economy as being centrally planned, we 
mean only that the degree of the mix is weighted heavily toward the command prin-
ciple.  When we speak of one as being a market economy, we mean only that the degree 
of the mix is weighted heavily toward decentralized decision making.  

 Although no country offers an example of either system working alone, some 
economies,  such as those of Canada,  the United States,  France,  and Hong Kong, rely 
much more heavily on market decisions than others,  such as the economies of China,  
North Korea,  and Cuba.  Yet even in Canada,  the command principle has some sway.  
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Crown corporations,  legislated minimum wages,  rules and regu-
lations for environmental protection,  quotas on some agricultural 
outputs,  and restrictions on the import of some items are just a few 
examples.    

   The Great Debate  

 As we saw earlier,  in 1776 Adam Smith was one of the first people 
to analyze the operation of markets,  and he stressed the relative 
efficiency of free-market economies.  A century later,  another great 
economist and political philosopher,  Karl Marx (18181883),  
argued that although free-market economies would indeed be suc-
cessful in producing high levels of output,  they could not be relied 
on to ensure that this output would be fairly distributed among 
citizens.  He argued the benefits of a centrally planned system in 
which the government could ensure a more equitable distribution 
of output.  

 Beginning with the Soviet Union in the early 1920s,  many 
nations adopted systems in which conscious government central 
planning replaced the operation of the free market.  For almost a 
century, a great debate then raged on the relative merits of com-
mand economies versus market economies.  Along with the Soviet 
Union,  the countries of Eastern Europe and China were com-
mand economies for much of the twentieth century.  Canada, the 
United States,  and most of the countries of Western Europe were,  
and still are,  primarily market economies.  The apparent successes 
of the Soviet Union and China in the 1950s and 1960s,  includ-
ing the ability to mobilize considerable resources into heavy indus-

tries,  suggested to many observers that the command principle was at least as good for 
organizing economic behaviour as the market principle.  Over the long run,  however,  
planned economies proved to be a failure of such disastrous proportions that they ser-
iously depressed the living standards of their citizens.     

 During the last decade of the twentieth century,  most of the worlds centrally 
planned economies began the difficult transition back toward freer markets.  These 
transitions occurred at different paces in different countries,  but in most cases the 
initial few years were characterized by significant declines in output and employment.  
Twenty-five years later,  however,  most of the  transition  economies are experiencing 
growth rates above the ones they had in their final years as centrally planned econ-
omies.  Living standards are on the rise.  

 The large-scale failure of central planning suggests the superiority of decentralized 
markets over centrally planned ones as mechanisms for allocating an economys scarce 
resources.  Put another way, it demonstrates the superiority of mixed economies with 
substantial elements of market determination over fully planned command economies.  
However,  it does  not  demonstrate,  as some observers have asserted, the superiority of 
completely free-market economies over mixed economies.  

 There is no guarantee that completely free markets will,  on their own, handle such 
urgent matters as controlling pollution,  providing public goods ( like national defence),  
or preventing financial crises,  such as occurred in 2008  in most of the developed coun-
tries.  Indeed,  as we will see in later chapters,  much economic theory is devoted to 

     Karl Marx argued that free-market economies 
could not be relied on to ensure an equitable 
distribution of income.  He advocated a system 
of central planning in which government owns 
most of the means of production.
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explaining why free markets often  fail  to do these things.  Mixed economies,  with sig-
nificant elements of government intervention, are needed to do these jobs.  

 Furthermore,  acceptance of the free market over central planning does not provide 
an excuse to ignore a countrys pressing social issues.  Acceptance of the benefits of the 
free market still leaves plenty of scope to debate the most appropriate levels and types 
of government policies directed at achieving specific social goals.  It follows that there 
is  still considerable room for disagreement about the degree of the mix of market and 
government determination in any modern mixed economyroom enough to accom-
modate such divergent views as could be expressed by conservative,  liberal,  and mod-
ern social democratic parties.  

 So,  the first answer to the question about the existence of an alternative to the mar-
ket economy is no:  There is no  practical  alternative to a mixed system with major reli-
ance on markets but some government presence in most aspects of the economy.  The 
second answer is yes:  Within the framework of a mixed economy there are substantial 
alternatives among many different and complex mixes of free-market and government 
determination of economic life.   

   Government in  the Modern  Mixed  Economy  

 Market economies in todays advanced industrial countries are based primarily on vol-
untary transactions between individual buyers and sellers.  Private individuals have the 
right to buy and sell what they want,  to accept or refuse work that is offered to them, 
and to move where they want when they want.  However,  some of the most important 
institutions in our societies govern the transactions between buyers and sellers.  

  Key institutions are private property and freedom of contract, both of which must 
be maintained by active government policies.  The government creates laws of own-
ership and contract and then provides the institutions,  such as police and courts,  
to enforce these laws.   

 In modern mixed economies,  governments go well beyond these important basic 
functions.  They intervene in market transactions to correct what economists call  mar-
ket failures  .  These are well-defined situations in which free markets do not work well.  
Some products,  called  public goods,   are usually not provided at all by markets because 
their use cannot usually be restricted to those who pay for them.  Defence and police 
protection are examples of public goods.  In other cases,  private producers or consum-
ers impose costs called  externalities   on those who have no say in the transaction.  This 
is  the case when factories pollute the air and rivers.  The public is  harmed but plays no 
part in the transaction.  In yet other cases,  financial institutions,  such as banks,  mort-
gage companies,  and investment houses,  may indulge in risky activities that threaten 
the health of the entire economic system.  These market failures explain why govern-
ments sometimes intervene to alter the allocation of resources.  

 Also,  important issues of  equity   arise from letting free markets determine peoples 
incomes.  Some people lose their jobs because firms are reorganizing to become more 
efficient in the face of new technologies.  Others keep their jobs,  but the market places 
so little value on their services that they face economic deprivation.  The old and the 
chronically ill may suffer if their past circumstances did not allow them to save enough 
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to support themselves.  For many reasons of this sort,  almost everyone accepts some 
government intervention to redistribute income.  

 These are some of the reasons all modern economies are mixed economies.  
Throughout most of the twentieth century in advanced industrial societies,  the mix had 
been shifting toward more and more government participation in decisions about the 
allocation of resources and the distribution of income.  Starting in the early 1980s,  a 
worldwide movement began to reduce the degree of government participation in econ-
omies.  With the onset of the global financial crisis in 2008, however,  there has been 
some movement back toward a greater involvement of government in the economy.  
These shifts in the market/government mix, and the reasons for them, are some of the 
major issues that will be studied  in this book .     

    S U MMARY  

      1 .1      WHAT IS  ECONOMICS? LO 1    

     Scarcity is a fundamental problem faced by all economies.  
Not enough resources are available to produce all the 
goods and services that people would like to consume.   

    Scarcity makes it necessary to choose.  All societies must 
have a mechanism for choosing what goods and services 
will be produced and in what quantities.   

    The concept of opportunity cost emphasizes the prob-
lem of scarcity and choice by measuring the cost of 
obtaining a unit of one product in terms of the number 
of units of other products that could have been obtained 
instead.   

    A production possibilities boundary shows all the com-
binations of goods that can be produced by an economy 
whose resources are fully and efficiently employed.  
Movement from one point to another along the bound-
ary requires a reallocation of resources.   

    Four basic questions must be answered in all econ-
omies:  What is produced and how?  What is consumed 
and by whom?  Why are resources sometimes idle?  Is 
productive capacity growing?   

    Issues of government policy enter into discussions of all 
four questions.     

      1 .2          THE COMPLEXITY OF MODERN  ECONOMIES LO 2,  3,  4    

     A market economy is self-organizing in the sense that 
when individual consumers and producers act independ-
ently to pursue their own self-interest,  the collective out-
come is coordinated.   

    Incentives and self-interest play a central role for all 
groups of decision makers:  consumers,  producers,  and 
governments.   

    Individual consumers are assumed to make their deci-
sions in an effort to maximize their well-being or util-
ity.  Producers  decisions are assumed to be designed to 
maximize their profits.   

    The interaction of consumers and producers through 
goods and factor markets is illustrated by the circular 
flow of income and expenditure.   

    Modern economies are based on the specialization 
and division of labour,  which necessitate the exchange 
(trading)  of goods and services.  Exchange takes place in 
markets and is facilitated by the use of money.   

    Driven by the ongoing revolution in transportation 
and communications technology, the world economy is 
rapidly globalizing.     

      1 .3      I S  THERE AN  ALTERNATIVE TO THE MARKET ECONOMY? LO 5    

     We can distinguish three pure types of economies:  trad-
itional,  command, and free-market.  In practice,  all econ-
omies are mixed economies.   

    By the late 1980s,  most countries with centrally planned 
economies had failed to produce minimally acceptable 
living standards for their citizens.  These countries are 
now moving toward greater market determination and 
less state command in their economies.   

    Governments play an important role in modern mixed 
economies.  They create and enforce important back-
ground institutions such as private property and free-
dom of contract.  They intervene to correct market 
failures.  They also redistribute income in the interests 
of equity.      
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    Resources   
   Scarcity and the need for choice   
   Choice and opportunity cost   
   Production possibilities boundary   
   The self-organizing economy   

   Incentives and self-interest   
   Specialization   
   The division of labour   
   Trade and money   
   Globalization   

   Traditional economies   
   Command economies   
   Free-market economies   
   Mixed economies     

   KEY  CON CEPTS  

    STUDY EXERCISES 

  Make the grade with MyEconLab:  Study Exercises marked in  can be found on 
MyEconLab.  You can practise them as often as you want, and most feature step-by-
step guided instructions to help you find the right answer.   

#    MyEconLab    

            Fill in the blanks to make the following statements 
correct.  

    a.  The three general categories of any economys 
resources are             ,              ,  and             .  Economists 
refer to these resources as the              of production.   

   b.  When we use any resource,  the benefit given up by 
not using it in its best alternative way is known as 
the              of that resource.   

   c.  The concepts of scarcity,  choice,  and opportun-
ity cost can be illustrated by a curve known as 
the             .   

   d.  When looking at a production possibilities bound-
ary,  any point that is outside the boundary demon-
strates             .  The              slope of the production 
possibilities boundary demonstrates             .   

   e.  A straight-line production possibilities boundary 
(PPB)  indicates that the opportunity cost of each 
good is _______, no matter how much of that good 
is produced.  A PPB that is concave to the origin 
indicates that a(n)               amount of one good must 
be given up to produce more of the other good.   

   f.  Consider an economy producing two goods,  A 
and B,  with a PPB that is concave to the origin.  
As the economy produces more of good A and 
less of good B,  its opportunity cost of producing 
A             .      

            Consider your decision whether to go skiing for the 
weekend.  Suppose transportation, lift tickets, and 
accommodation for the weekend cost $300.  Suppose 
also that restaurant food for the weekend will cost $75.  
Finally, suppose you have a weekend job that you will 
have to miss if you go skiing, which pays you $120 (after 
tax)  for the one weekend day that you work.  What is the 
opportunity cost of going skiing?  Do you need any other 
information before computing the opportunity cost?    

            Suppose you own an outdoor recreation company and 
you want to purchase all-terrain vehicles (ATVs)  for 
your summer business and snowmobiles for your win-
ter business.  Your budget for new vehicles this year is 
$240 000.  ATVs cost $8000 each and snowmobiles 
cost $12 000 each.  

    a.  Draw the budget line for your purchase of new 
vehicles.   

   b.  What is the opportunity cost of one ATV?   
   c.  What is the opportunity cost of one snowmobile?   
   d.  Does the opportunity cost of one ATV depend on 

how many you purchase?  Why or why not?      

            Suppose one factory produces residential windows 
and doors.  The following scenarios describe various 
straight-line production possibilities boundaries for 
this  factory.  Each scenario describes the numbers of 
doors that could be produced in one day if all  the fac-
torys  resources were devoted to producing doors and 
the number of windows that could be produced in 
one day if all  the factorys  resources were devoted to 
producing windows.  For each scenario,  calculate the 
opportunity cost to the factory owner of producing 
one extra door.  

    a.  1000 windows; 250 doors  
   b.  500 windows; 500 doors  
   c.  1200 windows; 400 doors  
   d.  942 windows; 697 doors  
   e.  450 doors;  600 windows     

            Explain the three economic concepts illustrated by the 
production possibilities boundary.    

            Consider an economy that produces only food and 
clothing.  Its production possibilities boundary is 
shown below.    
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   c.  If the economy is producing 40 units of  X  and 600 
units of  Y,   what is the opportunity cost of produ-
cing an extra 20 units of  X ?   

   d.  Suppose now that the technology associated with 
producing good  Y  improves,  so that the maximum 
level of  Y  that can be produced from any given 
level of labour input increases by 10 percent.  
Explain (or show in a diagram)  what happens to 
the production possibilities curve.      

           For each of the following events,  describe the likely 
effect on the countrys production possibilities bound-
ary (PPB).  Start with a PPB like the one below and 
draw the likely change.   In each case,  specify the 
appropriate labels for both axes in the diagram.    

    

    a.  Suppose the country has a 10-year civil war that 
destroys much of its  infrastructure.   

   b.  Suppose a small country produces only food and 
clothing.  A new agricultural technology is then 
introduced that doubles the amount of food that 
can be produced per year.   

   c.  Suppose a small country produces only food and 
clothing.  An earthquake destroys many of the 
clothing factories,  but the ability to produce food 
is unaffected.   

   d.  The country admits approximately 250 000 immi-
grants  each year ,  many of whom join the labour 
force.      

            Explain why a technological improvement in the produc-
tion of one good means that a country can now pro-
duce more of  other  goods than it did previously.  Hint:  
Draw a countrys production possibilities boundary to 
help answer this question.    

            Suppose you and a friend are stranded on an island 
and must gather firewood and catch fish to survive.  
Through experience,  you know that if each of you 
spends an entire day on either activity,  the result is  
given in the following table:    

Fish Firewood (bundles)

You 6 3

Your friend 8 2
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    a.  If the economy is at point  A,   how many tonnes of 
clothing and how many tonnes of food are being 
produced?  At point  B  ?  At point  C ?   

   b.  What do we know about the use of resources when 
the economy is at point  A  ?  At point  B  ?  At point  C ?   

   c.  If the economy is at point  B,   what is the oppor-
tunity cost of producing one more tonne of food?  
What is the opportunity cost of producing one 
more tonne of clothing?   

   d.  What do we know about the use of resources at 
point  D  ?  How would it be possible for the econ-
omy to produce at point  D  ?      

            Choiceland has 250 workers and produces only two 
goods,   X  and  Y .  Labour is the only factor of produc-
tion, but some workers are better suited to producing 
 X  than  Y  (and vice versa).  The table below shows the 
maximum levels of output of each good possible from 
various levels of labour input.    

Number of 
Workers 

Producing  X 

Annual 
Production 

of  X 

Number of 
Workers 

Producing  Y 

Annual
Production

of  Y 

0 0 250 1300

50 20 200 1200

100 45 150 900

150 60 100 600

200 70 50 350

250 75 0 0

    a.  Draw the production possibilities boundary for 
Choiceland on a scale diagram, with the produc-
tion of  X  on the horizontal axis and the production 
of  Y  on the vertical axis.   

   b.  Compute the opportunity cost of producing an 
extra 15  units of  X  if the economy is initially 
producing 45  units of  X  and 900 units of  Y .  How 
does this compare to the opportunity cost if the 
economy were initially producing 60 units of  X   
and 600 units of  Y ?   
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   e.  the level of tuition fees at your college or university;  
your decision to attend that college or university     

           State and explain two reasons why the specialization 
of labour is more efficient than universal self-
sufficiency.    

            Consider the market for doctors  services.  In what way 
has this market taken advantage of the specialization 
of labour?    

            List the four main types of economic systems and their 
main attributes.    

            As we said in the text,  the average family income in 
Canada is about $80 000 per year.  Imagine a hypo-
thetical world in which  all  Canadian families had this 
income.  

    a.  In such a world,  would poverty exist in Canada?   
   b.  In such a world,  would scarcity exist in Canada?   
   c.  Explain the difference between poverty and 

scarcity.      

            Comment on the following statement:  One of 
the mysteries of semantics is  why the government
managed economies ever came to be called planned 
and the market economies unplanned.  It is  the former 
that are in chronic chaos,  in which buyers stand in 
line hoping to buy some toilet paper or soap.  It is  
the latter that are in reasonable equilibriumwhere 
if you want a bar of soap or a steak or a shirt or a 
car,  you can go to the store and find that the item is 
magically there for you to buy.  It is  the liberal econ-
omies that reflect a highly sophisticated planning 
system,  and the government-managed economies that 
are primitive and unplanned.           

    a.  What is the opportunity cost for you to gather 
an additional bundle of firewood?  What is your 
friends opportunity cost of gathering an extra 
bundle of firewood?   

   b.  Assuming that you and your friend specialize,  what 
allocation of tasks maximizes total output for your 
one day of joint effort?   

   c.  Suppose you both decide to work for two days 
according to the allocation in part (b) .  What is the 
total amount of output?  What would it have been 
had you chosen the reverse allocation of tasks?      

            In this chapter we used a simple idea of a production 
possibilities boundary to illustrate the concepts of 
scarcity,  choice,  and opportunity cost.  We assumed 
there were only two goodscall them  X  and  Y .  But we 
all know that any economy produces many more than 
just two goods.  Explain why the insights illustrated in 
  Figure   1 -2   are more general,  and why the assumption 
of only two goods is a useful one.    

            What is the difference between microeconomics and 
macroeconomics?    

            For each of the following situations,  explain how a 
change in the stated price  is likely to affect your 
incentives regarding the stated decision.  

    a.  the price of ski-lift tickets;  your decision to pur-
chase a ski-lift ticket  

   b.  the hourly wage for your weekend job;  the decision 
to not work and go skiing on the weekend instead  

   c.  the fine for speeding;  your decision to speed on the 
highway  

   d.  the weight of your course grade attached to an 
assignment;  your decision to work hard on that 
assignment  
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 Economic Theories,  Data,  
and  Graphs   

  I F  you follow the news,  whether online, TV, news-

paper,  or radio,  you are likely to hear the views 

of economists being discussedabout debt crises,  

unemployment,  income inequality,  attempts to reform 

the health-care system, environmental policy,  changes 

to corporate income-tax rates,  or a myriad of other 

issues.  Where do economists  opinions come from?  

Are they supported by hard evidence,  and if so,  why 

do economists sometimes disagree with each other 

over important issues?  

 Economics is  a social science,  and in this chapter we 

explore what it means to be scientific  in the study of 

economics.  Along the way we will learn much about 

theories,  predictions,  data,  testing,  and graphing

economists use all of these tools and techniques in 

their attempt to understand the economic world.  We 

begin with the important distinction between positive 

and normative statements.    

      2  

    CHAPTER  OUTLI NE  

      2 .1   POSITIVE AND NORMATIVE  STATEMENTS    

     2 .2    BU ILDING  AND TESTING  ECONOMIC 

THEORIES    

     2 .3   ECONOMIC DATA    

     2 .4  GRAPHING  ECONOMIC THEORIES      

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter, you  wi l l  be able to 

   1  d istingu ish  between  posi tive and  normative statements.   

  2  expla in  why and  how economists use theories to help them  

understand  the economy.   

  3  understand  the in teraction  between  economic theories and  

empirica l  observation .   

  4 identify several  types of economic data,  includ ing index num-

bers,  time-series and  cross-sectional  data,  and  scatter d iagrams.   

  5 see that the slope of a  l ine on  a  graph  relating two variables 

shows the margina l  response  of one variable to a  change in  

the other.     

24
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     2 .1    POSITIVE AND NORMATIVE STATEMENTS   

 Economists give two broad types of advice,  called  normative   and  positive  .  For example,  
they sometimes advise that the government ought to try harder to reduce unemploy-
ment.  When they say such things,  they are giving normative advice;  in this case,  they 
are making judgements about the value of the various things that the government could 
do with its limited resources and about the costs and benefits of reducing unemploy-
ment.  Advice that depends on a value judgement is normativeit tells others what they 
 ought  to do.  

 Another type of advice is  illustrated by the statement  If the government wants to 
reduce unemployment,  reducing employment-insurance benefits is  an effective way of 
doing so.  This is  positive advice.  It does not rely on a judgement about the value of 
reducing unemployment.  Instead,  the expert is saying,  If this is  what you want to do,  
here is  a way to do it.  

  Normative statements   depend on value judgements and cannot be evaluated solely 
by a recourse to facts.  In contrast,   positive statements   do not involve value judge-
ments.  They are statements about matters of fact,  and so disagreements about them 
are appropriately dealt with by an appeal to evidence.  The distinction between positive 
and normative is  fundamental to scientific progress.  Much of the success of modern 
science depends on the ability of scientists to separate their views on  what does happen   
in the world from their views on  what they would like to happen  .  For example,  until 
the eighteenth century almost everyone believed that Earth was only a few thousand 
years old.  Evidence then began to accumulate that Earth was billions of years old.  This 
evidence was hard for most people to accept,  since it ran counter to a literal reading of 
many religious texts.  Many did not want to believe the evidence.  Nevertheless,  scien-
tists,  many of whom were religious,  continued their research because they refused to 
allow their feelings about what they wanted to believe to affect their scientific search 
for the truth.  Eventually,  all scientists and most members of the public came to accept 
that Earth is about 4.5  billion years old.      

    normative statement     A 

statement about what ought 

to  be;  it is based  on  a  value 

judgement.    

    positive statement     A statement 

about what actual ly is, was, 

or wi l l  be;  i t is not based  on  a  

value judgement.    

  Distinguishing what is  actually true from what we would like to be true requires 
distinguishing between positive and normative statements.   

 Examples of both types of statements are given in   Table   2-1   .  All five positive state-
ments in the table are assertions about the nature of the world in which we live.  In 
contrast,  the five normative statements involve value judgements.  Notice two things 
about the positive/normative distinction.  First,  positive statements need not be true.  
Statement C is almost certainly false,  and yet it is  positive,  not normative.  Second, 
the inclusion of a value judgement in a statement does not necessarily make the state-
ment itself normative.  Statement D is a positive statement about the value judgements 
that people hold.  We could conduct a survey to check if people really do prefer low 
unemployment to low inflation.  We could ask them and we could observe how they 
voted.  There is  no need for the economist to rely on a value judgement to check the 
validity of the statement itself.   

 We leave you to analyze the remaining eight statements to decide precisely why 
each is either positive or normative.  Remember to apply the two tests.  First,  is  the 
statement only about actual or alleged facts?  If so,  it is  a positive one.  Second, are value 
judgements necessary to assess the truth of the statement?  If so,  it is normative.  
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   Disagreements Among Economists  

 Economists often disagree with one another in public discussions,  frequently because of 
poor communication.  They often fail to define their terms or their points of reference 
clearly,  and so they end up arguing past  each other,  with the only certain result being 
that the audience is left confused.  

 Another source of disagreement stems from some 
economists  failure to acknowledge the full state of 
their ignorance.  There are many points on which 
the evidence is far from conclusive.  In such cases,  
a responsible economist makes clear the extent to 
which his or her view is based on judgements about 
the relevant (and uncertain)  facts.  

 Many other public disagreements are based on 
the positive/normative distinction.  Different econo-
mists have different values,  and these normative 
views play a large part in most discussions of pub-
lic policy.  Many economists stress the importance of 
individual responsibility and argue,  for example,  that 
lower employment insurance benefits would be desir-
able because people would have a greater incentive to 
search for a job.  Other economists stress the need for 
a generous social safety net  and argue that higher 
employment insurance benefits are desirable because 
human hardship would be reduced.  In such debates,  

and there are many in economics,  it is  the responsibility of the economist to state clearly 
what part of the proffered advice is  normative and what part is  positive.     

 Because the world is complex and because no issue can be settled beyond any doubt,  
economists rarely agree unanimously on an issue.  Nevertheless,  there is  an impressive 
amount of agreement on many aspects of how the economy works and what happens 
when governments intervene to alter its workings.  A survey published in the  Amer-
ican Economic Review,   perhaps the most influential economics journal,  showed strong 

    TABLE   2-1      Positive and  Normative Statements    

Positive Normative

A Raising interest rates encourages people to save. F People should be encouraged to save.

B High rates of income tax encourage people to evade 
paying taxes.

G Governments should arrange taxes so that people 
cannot avoid paying them.

C Lowering the price of cigarettes leads people to 
smoke less.

H The government should raise the tax on cigarettes 
to discourage people from smoking.

D The majority of the population would prefer a 
policy that reduced unemployment to one that 
reduced inflation.

I Unemployment is a more important social problem 
than inflation.

E Government financial assistance to commercial 
banks is ineffective at preventing job losses.

J Government should not spend taxpayers  money 
on supporting commercial banks.

     Economists often disagree with one another in the media or at 
conferences,  but their debates are more often about normative 
issues than positive ones.
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agreement among economists on many propositions,  including Rent control leads 
to a housing shortage  (85  percent yes),  Tariffs usually reduce economic welfare  
(93  percent yes),  and A minimum wage increases unemployment among young 
workers  (79 percent yes) .  Notice that all these are positive rather than normative 
statements.  Other examples of these areas of agreement will be found in many places 
throughout this book.  

 Whether they agree or disagree with one another,  economists are in demand in 
many sectors of the economy.  See  Applying Economic Concepts 2-1   for a discussion of 
the many organizations that employ economists.       

   APPLYI NG  ECONOM IC  CONCEPTS    2 -1  

 Where Economists Work   

 This chapter discusses the theoretical and empirical 
tools that economists use.  After reading this material,  
you might wonder where economists find jobs and what 
kind of work they actually do.  The skills of economists 
are demanded in many parts of the economy by govern-
ments,  private businesses and crown corporations,  non-
profit organizations,  and universities.  

 In Ottawa and the provincial and territorial capitals,  
economists are hired in most government departments to 
analyze the effects of government policies and to design 
ways to improve those policies.  At Finance Canada, 
economists design and analyze the income-tax system and 
the effects of current spending programs.  At Environment 
Canada, they help design and evaluate policies aimed at 
reducing water and air pollution.  At Industry Canada, 
they study the sources of productivity growth and design 
policies to encourage innovation in the private sector.  At 
the Bank of Canada, economists research the link between 
interest rates,  the aggregate demand for goods and servi-
ces,  and the rate of increase in prices.  They also monitor 
developments in the global economy and their effects on 
the Canadian economy.  Statistics Canada employs many 
economists to design methods of collecting and analyzing 
data covering all aspects of Canadian society.  

 The analysis of economic policies also takes place in 
independent research organizations,  often called  think 
tanks.  The C.D.  Howe Institute in Toronto is one of 
Canadas best-known think tanks,  and it regularly pub-
lishes papers on topics ranging from monetary policy 
and the state of public pensions to the effects of immi-
gration and the challenges in reforming Canadas policies 
for foreign development assistance.  Other think tanks 
include the Institute for Research on Public Policy,  the 
Canadian Centre for Policy Alternatives,  the Fraser Insti-
tute,  the Centre for the Study of Living Standards,  and 

the Conference Board of Canada.  All of these independ-
ent and non-profit organizations hire economists to 
study economic issues and then write and edit the eco-
nomic publications that address them.  

 Private and public (crown)  corporations in many 
sectors of the economy also hire economists in a var-
iety of positions.  Economists at Canadian Pacific Rail-
way monitor how changes in world commodity prices 
will lead to changes in Canadian resource production 
and thus to changes in the demand for their rail trans-
port services.  Economists at Manitoba Hydro study the 
link between economic growth and electricity demand 
to help the firm with its long-run investment decisions.  
Those at Export Development Canada examine how 
economic and political risks in various countries influ-
ence the demand for the products of Canadian exporters.  
Economists at Bombardier are hired to determine how 
ongoing negotiations within the World Trade Organiza-
tion will affect tariff levels in various countries and how 
these changes will affect the demand for Bombardier j ets.  

 Finally,  many economists are hired by universi-
ties all over the world to teach students like you and to 
conduct research on a wide variety of economic topics.  
Some of this research is theoretical and some is empir-
ical,  using data to test economic theories.  Other aca-
demic economists focus their research on the design and 
implementation of better economic policy,  and often 
spend considerable time interacting with the economists 
employed by government departments.  

 Training in economics provides useful analytical 
skills that are valuable for learning about the workings 
of a complex economic world.  There is no shortage of 
demand for people who can think clearly and analytic-
ally about economic issues.  This course could well be the 
start of a great career for you.  Study hard!  
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    2 .2     BUILDING AND TESTING ECONOMIC 

THEORIES   

 The economic world is complex.  Many things are changing at the same time,  and it is  
difficult to distinguish cause from effect.  By examining data carefully,  however,  regu-
larities and trends can be detected.  To better understand these patterns in the data,  
economists develop  theories,   which they sometimes call  models  .  Theories are used to 
both explain events that have already happened and to help predict events that might 
happen in the future.  

   What Are Theories?  

 Theories are constructed to explain things.  For example,  economists may seek to 
explain what determines the quantity of eggs bought and sold in a particular month 
in Manitoba and the price at which they are sold.  Or they may seek to explain what 
determines the quantity of oil bought and sold around the world on a particular day 
and the price at which it is  traded.  As part of the answer to such questions,  economists 
have developed theories of demand and supplytheories that we will study in detail in 
the next three chapters.  These and all other theories are distinguished by their  variables,  
assumptions,   and  predictions  .  

   Variables    The basic elements of any theory are its variables.  A  variable   is  a well-
defined item, such as a price or a quantity,  that can take on different possible values.    

 In a theory of the egg market,  the variable  quantity of eggs   might be defined as the 
number of cartons of 12 Grade A large eggs.  The variable  price of eggs   is  the amount 
of money that must be given up to purchase each carton of eggs.  The particular values 
taken by those two variables might be 20 000 cartons per week at a price of $2.60 in 
July 2014, 18  000 cartons per week at a price of $2.75 in July 2015, and 19 500 car-
tons per week at a price of $2.95 in July 2016.  

 There are two broad categories of variables that are important in any theory.  An 
 endogenous variable   is  one whose value is determined within the theory.  An  exogenous 
variable   influences the endogenous variables but is  itself determined outside the theory.  
To illustrate the difference,  the price of eggs and the quantity of eggs are endogenous 
variables in our theory of the egg marketour theory is designed to explain them.  The 
state of the weather,  however,  is  an exogenous variable.  It may well affect the number 
of eggs consumers demand or producers supply,  but we can safely assume that the state 
of the weather is not influenced by the market for eggs.         

   Assumptions    A theorys assumptions concern motives,  directions of causation, and 
the conditions under which the theory is meant to apply.  

   Motives.       The theories we study in this book make the fundamental assumption that 
everyone pursues his or her own self-interest when making economic decisions.  Indi-
viduals are assumed to strive to maximize their  utility,   while firms are assumed to try 
to maximize their  profits  .  Not only are they assumed to know what they want,  but we 
also assume that they know how to go about getting it within the constraints they face.   

   Di rection  of Causation.       When economists assume that one variable is  related to another,  
they are usually assuming some causal link between the two.  For example,  when the 

    variable     Any wel l-defined  item, 

such  as the price or quantity of 

a  commodity, that can  take on  

various specific values.    

    endogenous variable     A variable 

that is explained  with in  a  theory. 

Sometimes cal led  an   induced 

variable   or a   dependent variable.      

    exogenous variable     A variable 

that is determined  outside the 

theory. Sometimes cal led  an  

 autonomous variable   or an  

 independent variable.      
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amount of wheat that producers want to supply is assumed to increase when the 
weather improves,  the causation runs from the weather to the supply of wheat.  Produ-
cers supply more wheat because the growing conditions improve;  they are not assumed 
to experience better weather as a result of their increased supply of wheat.   

   Conditions of Appl ication.       Assumptions are often used to specify the conditions under 
which a theory is meant to hold.  For example,  a theory that assumes there is no gov-
ernment  usually does not mean literally the absence of government but only that the 
theory is meant to apply when governments are not significantly affecting the situation 
being studied.  

 Although assumptions are an essential part of all theories,  students are often con-
cerned about those that seem unrealistic.  An example will illustrate some of the issues 
involved.  Much of the theory  that we are going to study in this book  uses the assump-
tion that owners of firms attempt to make as much money as they canthat is,  to 
maximize their profits.  The assumption of profit maximization allows economists to 
make predictions about the behaviour of firms,  such as firms will supply more output 
if the market price increases.  

 Profit maximization may seem like a rather crude assumption.  Surely,  for example,  
the managers of firms sometimes choose to protect the environment rather than pur-
sue certain highly polluting but profitable opportunities.  Does this not discredit the 
assumption of profit maximization by showing it to be unrealistic?  

 The answer is no;  to make successful predictions,  the theory does not require that 
managers be solely and unwaveringly motivated by the desire to maximize profits at 
all times.  All that is  required is that profits be a sufficiently important consideration 
that a theory based on the assumption of profit maximization will lead to explanations 
and predictions that are substantially correct.  It is  not always appropriate to criticize 
a theory because its assumptions seem unrealistic.  A good theory abstracts in a useful 
way;  a poor theory does not.  If a theory has ignored some genuinely important factors,  
its predictions will usually be contradicted by the evidence.  

  All theory is an abstraction from reality.  If it were not, it would merely duplicate 
the world in all its  complexity and would add little to our understanding of it.     

   Predictions    A theorys predictions are the propositions that can be deduced from 
it.  They are often called  hypotheses.   For example,  a prediction from a theory of the 
oil market is that a rise in the world price for oil will lead Canadian oil producers to 
produce and supply more oil.  Another prediction in the same market is  that a deci-
sion by the members of the OPEC cartel to reduce their annual output of oil will lead 
to an increase in the world price.   The economic logic behind such predictions will be 
explained in several chapters of this book; for now we can     proceed to see how econo-
mists  test  such predictions or hypotheses.    

   Testing Theories  

 A theory is tested by confronting its predictions with empirical evidence.  For example,  
is  an increase in the world price of oil  actually   followed by an increase in oil produc-
tion by Canadian producers?  A theory ceases to be useful when it cannot predict better 
than an alternative theory.  When a theory consistently fails to predict better than an 
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available alternative,  it is  either modified or replaced.    Figure   2-1    illustrates the inter-
action between theory and empirical observation that occurs in economics.  

      FIGURE   2-1      The Interaction  Between  Theory and  Empirical  Observation    
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   Theory and observation are in continuous interaction.   Starting (at the top left)  with the assumptions of a theory and 
the definitions of relevant terms,  the theorist deduces by logical analysis everything that is implied by the assumptions.  
These implications are the predictions or the hypotheses of the theory.  The theory is then tested by confronting its 
predictions with evidence.  If the theory is in conflict with facts,  it will usually be amended to make it consistent with 
those facts (thereby making it a better theory),  or it will be discarded, to be replaced by a superior theory.  The process 
then begins again:  The new or amended theory is subjected first to logical analysis and then to empirical testing.    

  The scienti c approach is central to the study of economics:  Empirical observation 
leads to the construction of theories,  theories generate speci c predictions, and the 
predictions are tested by more detailed empirical observation.    

   Statistical  Analysis    Most theories generate a prediction of the form  If  X  increases,  
then  Y  will also increase.  A specific example is   If national income rises,  the level 
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of employment will rise.  Statistical analysis can be used to test such predictions.  In 
practice,  the same data can be used simultaneously to test whether a relationship exists 
between  X  and  Y ,  and,  if it does exist,  to provide an estimate of the magnitude of that 
relationship.  

 Because economics is  primarily a non-laboratory science,  it lacks the controlled 
experiments central to such sciences as physics and chemistry.  Economics must there-
fore use millions of uncontrolled experiments  that are going on every day in the 
marketplace.  Households are deciding what to purchase given changing prices and 
incomes,  firms are deciding what to produce and how, and governments are involved in 
the economy through their various taxes,  subsidies,  and regulations.  Because all these 
activities can be observed and recorded,  a mass of data is  continually being produced 
by the economy.  

 The variables that interest economistssuch as the level of employment,  the price 
of a laptop,  and the output of automobilesare generally influenced by many forces 
that vary simultaneously.  If economists are to test their theories about relations among 
specific variables,  they must use statistical techniques designed for situations in which 
other things  cannot  be held constant.  Fortunately,  such techniques exist,  although their 
application is usually neither simple nor straightforward.  

 Later in this chapter we provide a discussion of some graphical techniques for 
describing data and displaying some of the more obvious relationships.  Further exam-
ination of data involves techniques studied in elementary statistics courses.  More 
advanced courses in econometrics deal with the array of techniques designed to test 
economic hypotheses and to measure economic relations in the complex circumstances 
in which economic evidence is often generated.   

   Correlation  Versus Causation     Suppose you want to  test your theorys  prediction 
that  If  X   increases,   Y  will  also  increase.  You are  looking for a   causal   relationship 
from  X   to   Y,   because a  change in  X   is  predicted to   cause   a  change in  Y.   When you 
look at the data,  suppose you find that  X   and  Y  are  positively correlatedthat is,  
when  X   rises,   Y  also  tends  to  rise.  Is  your theory supported?  It  might appear that 
way,  but there is  a  potential  problem.  

 A finding that  X  and  Y  are positively correlated means only that  X  and  Y  tend to 
move together.  This correlation is  consistent  with the theory that  X  causes  Y,   but it is  
 not  direct evidence of this causal relationship.  The causality may be in the opposite 
directionfrom  Y  to  X.   Or  X  and  Y  may have no direct causal connection;  they may 
instead be jointly caused by some third variable,   Z.   

 Here is  an example.  Suppose your theory predicts that individuals who get more 
education will earn higher incomes as  a resultthe causality in this  theory runs from 
education to income.  In the data,  suppose we find that education and income are 
positively correlated (as  they are) .  This  should not,  however,  be taken as  direct evi-
dence for the causal prediction.  The data are certainly consistent with that theory,  
but they are also consistent with others.  For example,  individuals  who grow up in 
higher-income households may buy  more education,  just as  they buy more clothes 
or entertainment.  In this  case,  income causes education,  rather than the other way 
around.  Another possibility is  that education and income are positively correlated 
because the personal characteristics  that lead people to become more educated
ability and motivationare the same characteristics  that lead to high incomes.  In this 
case,  the  causal  relationship runs from personal characteristics  to both income and 
education.  
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    2 .3    ECONOMIC DATA   

 Economists use real-world observations to test their theories.  For example,  did the 
amount that people saved last year riseas the theory predicts it should havewhen a 
large tax cut increased their after-tax incomes?  To test this prediction we need reliable 
data for peoples incomes and their savings.  

 Political scientists,  sociologists,  anthropologists,  and psychologists often collect 
for themselves the data they use to formulate and test their theories.  Economists are 
unusual among social scientists in mainly using data collected by others,  often govern-
ment statistical agencies.  In economics there is  a division of labour between collecting 
data and using them to test theories.  The advantage is that economists do not need to 
spend much of their scarce research time collecting the data they use.  The disadvantage 
is that they are often not as well informed about the limitations of the data collected by 
others as they would be if they had collected the data themselves.  

 After data are collected,  they can be displayed in various ways,  many of which we 
will see later in this chapter.  They can be laid out in tables.  They can be displayed in 
various types of graphs.  And when we are interested in relative movements rather than 

absolute ones,  the data can be expressed in  index 
numbers  .  We begin with a discussion of index 
numbers.  

   I ndex Numbers  

 Economists frequently look at data on prices or 
quantities and explore how specific variables 
change over time.  For example,  they may be inter-
ested in comparing the time paths of output in two 
industries:  steel and newsprint.  The problem is that 
it may be difficult to compare the time paths of the 
two different variables if we just look at the raw  
data.  

   Table    2-2    shows some hypothetical  data for 
the  volume of output in the  steel  and newsprint 
industries.  Because the two variables  are  meas-
ured in different units,  it  is  not immediately clear 
which of the two variables  is  more volatile  or 
which,  if either,  has  an upward or a  downward 
trend.   

 It is  easier to compare the two paths if we focus 
on  relative   rather than  absolute   changes.  One way 
to do this is  to construct some  index numbers  .    

    index number     A measure of 

some variable, conventional ly 

expressed  relative to a  base 

period, which  is assigned  the 

value 100.    

  Most economic predictions involve causality.  Economists must take care when test-
ing predictions to distinguish between correlation and causation.  Correlation can 
establish that the data are consistent with the theory; establishing causation usually 
requires advanced statistical techniques.      

    TABLE   2-2       Volume of Steel  and  Newsprint 
Output    

Year
Volume of Steel 

( thousands of tonnes)

Volume of 
Newsprint 

( thousands of rolls)

2007 200 3200

2008 210 3100

2009 225 3000

2010 215 3200

2011 250 3100

2012 220 3300

2013 265 3100

2014 225 3300

2015 255 3100

2016 230 3200

2017 245 3000

   Comparing the time paths of two data series is  difficult 
when absolute numbers are used.   Since steel output 
and newsprint output have quite different absolute 
numbers,  it is  difficult to detect which time series is  
more volatile.   
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   How to Build  an  Index Number    We start by taking the value of the variable at some 
point in time as the base  with which the values in other periods will be compared.  We 
call this the  base period .  In the present example,  we choose 2007 as the base year for 
both series.  We then take the output in each subsequent year,  called the given year,  
divide it by the output in the base year,  and then multiply the result by 100.  This gives 
us an index number for the output of steel and a separate index number for the output 
of newsprint.  For each index number,  the value of output in the base year is  equal to 
100.  The details of the calculations are shown in   Table   2-3   .   

 An index number simply expresses the value of some variable in any given year as 
a percentage of its value in the base year.  For example,  the 2017 index of steel output 
of 122.5  tells us that steel output in 2017 was 22.5  percent greater than in 2007.  In 
contrast,  the 2017 index for newsprint output of 93.8  tells us that newsprint output 
in 2017 was only 93.8  percent of the output in 2007that is,  output was 6.2 percent 
lower in 2017 than in 2007.  The results in   Table   2-3    allow us to compare the relative 
fluctuations in the two series.  It is apparent from the values in the table that the out-
put of steel has shown significantly more percentage variability than has the output of 
newsprint.  This is  also clear in   Figure   2-2  .   

 The formula of any index number is 

   
Value of index

in any given period
=

Absolute value in given period

Absolute value in base period
* 100   

 Care must be taken,  however,  when using index numbers.  The index number always 
tells you the percentage change compared with the base year,  but when comparing an 

    TABLE   2-3      Constructing Index Numbers    

Steel Newsprint

Year Procedure Index Procedure Index

2007 (200/200)  3  100 5 100.0 (3200/3200)  3  100 5 100.0

2008 (210/200)  3  100 5 105.0 (3100/3200)  3  100 5 96.9

2009 (225/200)  3  100 5 112.5 (3000/3200)  3  100 5 93.8

2010 (215/200)  3  100 5 107.5 (3200/3200)  3  100 5 100.0

2011 (250/200)  3  100 5 125.0 (3100/3200)  3  100 5 96.9

2012 (220/200)  3  100 5 110.0 (3300/3200)  3  100 5 103.1

2013 (265/200)  3  100 5 132.5 (3100/3200)  3  100 5 96.9

2014 (225/200)  3  100 5 112.5 (3300/3200)  3  100 5 103.1

2015 (255/200)  3  100 5 127.5 (3100/3200)  3  100 5 96.9

2016 (230/200)  3  100 5 115.0 (3200/3200)  3  100 5 100.0

2017 (245/200)  3  100 5 122.5 (3000/3200)  3  100 5 93.8

   Index numbers are calculated by dividing the value in the given year by the value in the 
base year and multiplying the result by 100 .  The 2017 index number for steel tells us that 
steel output in 2017 was 22.5  percent greater than in the base year,  2007.  The 2017 index 
number for newsprint tells us that newsprint output in 2017 was 93.8  percent of the out-
put in the base year,  2007.   
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index number across non-base years,  the percentage change in the index number is 
 not  given by the absolute difference in the values of the index number.  For example,  if 
you want to know how much steel output changed from 2011  to 2013,  we know from 
  Table   2-3    that the index number for steel output increased from 125.0 to 132.5.  But 
this is  not an increase of 7.5  percent.  The  percentage   increase in steel output is com-
puted as (132.5  2  125.0) >125.0 5  7.5 >125.0 5  0.06, or 6 percent.   

   More Complex Index Numbers    Perhaps the most famous index number used by 
economists is  the index of average pricesthe Consumer Price Index (CPI) .  This is  a 
price index of the  average   price paid by consumers for the typical basket of goods that 
they buy.  The inclusion of the word average,  however,  makes the CPI a more com-
plex index number than the ones we have constructed here.  

 With what you have just learned, you could construct separate index numbers for 
the price of beef,  the price of coffee,  and the price of orange juice.  But to get the Con-
sumer Price Index,  we need to take the  average   of these separate price indexes (plus 
thousands of others for the goods and services we have ignored here).  But it cannot be a 
simple average.  Instead, it must be a  weighted  average,  in which the weight assigned to 
each price index reflects the relative importance of that good in the typical consumers 
basket of goods and services.  For example,  since the typical consumer spends a tiny 
fraction of income on sardines but a much larger fraction of income on housing,  the 
weight on the sardines  price index in the CPI is  very small and the weight on the 
housing  price index is very large.  The result is  that even huge swings in the price 

      FIGURE   2-2      I ndex Values for Steel  and  Newsprint Output   
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   Comparing the time paths of two variables is  much easier when index numbers are used  .  Since both index numbers 
are equal to 100 in the base year,  relative volatility and trends become clear.  Steel output is clearly more volatile in 
percentage terms than newsprint output.  Steel output also has an upward trend, whereas newsprint output appears to 
have little or no trend.    
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of sardines have negligible effects on the 
CPI,  whereas much more modest chan-
ges in the price of housing have notice-
able effects on the CPI.  

  We will spend much more time dis-
cussing the Consumer Price Index when 
we study macroeconomics beginning in 
  Chapter   19   .  F    or now, keep in mind the 
usefulness of the simple index numbers 
we have constructed here.  They allow us 
to compare the time paths of different 
variables.    

   Graphing Economic Data  

 A single economic variable,  such as 
unemployment,  national income, or the 
average price of a house,  can come in 
two basic forms.  

   Cross-Sectional  and  Time-Series Data    The first is  called  cross-sectional data  ,  which 
means a number of different observations on one variable all  taken in different places 
at the same point in time.    Figure   2-3    shows an example.  The variable in the figure is 
the average selling price of a house in each of the 10 Canadian provinces in March 
2015.  The second type of data is  called  time-series data  .  It refers to observations of 
one variable at successive points in time.  The data in   Figure   2-4   show the unemploy-
ment rate for Canada from 1978  to 2015.  Note in   Figures   2-3    and     2-4   that in each 
case the figure is  showing the behaviour of a  single   economic variable.           

    cross-sectional  data     A set 

of observations of a  variable 

made at the same time across 

several  d ifferent un its (such  as 

households, firms, or countries).    

    time-series data     A set of 

observations of a  variable made 

at successive periods of time.    

      FIGURE   2-3       A Cross-Sectional  Graph  of Average House 
Prices for 10 Canadian  Provinces,  2015   
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  (  Source:   Adapted from MLS   Statistics 2015 The Canadian Real 
Estate Association;  www.crea.ca/content/national-average-price-map )    

      FIGURE   2-4       A Time-Series Graph  of the Canadian  Unemployment Rate,  19782015   
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  (  Source:   Annual average of monthly,  seasonally adjusted data from Statistics Canada, CANSIM Table 282-0087; 
both sexes,  15  years and over)    

M02_RAGA3072_1 5_SE_C02. indd   35 06/01 /1 6   4:22 PM



36 P A R T  1 : W H AT  I S  E C O N O M I C S ?

   Scatter Diagrams    Another way data can be  presented is  in  a   scatter diagram  .  It 
is  designed to  show the relation between two different variables.  To plot a  scatter 
diagram,  values  of one variable  are measured on the  horizontal  axis  and values  of 
the  second variable are  measured on the  vertical  axis.  Any point on the  diagram 
relates  a  specific value of one variable to  a  corresponding specific value of the 
other.    

 The data plotted on a  scatter diagram may be either cross-sectional data or 
time-series  data.  An example of the former is  shown in   Figure   2-5   .  The table in the 
figure shows hypothetical  data for the income and saving of 1 0  households  dur-
ing 2016,  and these data are plotted on a  scatter diagram.  Each point in the figure 
represents  one household,  showing its  income and its  saving.  The positive relation 
between the two stands  out.  The higher the households  income,  the higher its  sav-
ing tends  to  be.      

    2 .4   GRAPHING ECONOMIC THEORIES   

 Theories are built on assumptions about relationships between variables.  For example,  
the quantity of eggs demanded is assumed to fall as the price of eggs rises,  and the total 
amount an individual saves is  assumed to rise as his or her income rises.  How can such 
relations be expressed?  

   Functions  

 When one variable,   X,   is  related to another variable,   Y,   in such a way that to every 
value of  X   there is  only one possible value of  Y,   we say that  Y  is  a  function   of  X  .  When 

    scatter diagram     A graph  

showing two variables, one 

measured  on  the horizontal  and  

the other on  the vertical  axis. 

Each  point represents the values 

of the variables for a  particular 

unit of observation.    

    FIGURE   2-5      A Scatter Diagram of Household  Income and  Saving in  2016   
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   Saving tends  to  rise as  income rises.   The table  shows the amount of income earned by ten (hypothetical)  house-
holds  together with the amount they saved during the same year.  The scatter diagram plots  the income and saving 
for the ten households  listed in the table.  The number on each dot refers  to  the household in the corresponding 
row of the table.    
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we write this relation down, we are expressing a  functional relation   between the two 
variables.  

 Here is  a specific but hypothetical example.  Consider the relation between an 
individuals  annual income,  which we denote by the symbol  Y,   and the amount that 
person spends on goods and services during the year,  which we denote by the symbol 
 C   ( for consumption) .  Any particular example of the relation between  C   and  Y  can 
be expressed several ways:  in words,  in a table,  in a mathematical equation,  or in a 
graph.  

    Words.       When income is zero,  the person will spend $800 a year (either by borrowing 
the money or by spending past savings),  and for every extra $1  of income the person 
will increase spending by 80 cents.   

   Table.       This table shows selected values of the persons income and consumption.    

Annual Income Consumption Reference Letter

$          0 $    800  p  

2 500 2 800  q 

5 000 4 800  r 

7 500 6 800  s  

10 000 8  800  t 

   Mathematical  Equation.        C  5  $800 1  0.8  Y  is  the equation of the relation just described 
in words and displayed in the table.  As a check,  you can first see that when  Y  is  zero,  C   
is  $800.  Further,  you can see that every time  Y  increases by $1 ,  the level of  C   increases 
by 0.8($1 ),  which is 80 cents.   

   G raph .         Figure   2-6   shows the points from the preceding table and the line repre-
senting the equation given in the previous paragraph.  Comparison of the values on 
the graph with the values in the table,  and with the values derived from the equation 
just stated,  shows that these are alternative expressions of the same relation between 
 C   and  Y .      

   Graphing Functions  

 Different functions have different graphs ,  and we 
will see many of these in subsequent chapters .  
  Figure   2-6   is  an example of a relation in which the 
two variables move together.  When income goes 
up,  consumption goes up.  In such a relation the 
two variables are  positively related   to each other.  

   Figure   2-7   is  an example of variables that 
move in opposite directions.  As the amount spent 
on pollution reduction goes up, the amount of 
remaining pollution goes down.  In such a relation 
the two variables are  negatively related  to each 
other.   

 Both of these graphs are straight lines.  In such 
cases the variables are  linearly related  to each 
other (either positively or negatively).  

      FIGURE   2-6       I ncome and  Consumption     
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   The Slope of a Straight Line    Slopes are import-
ant in economics.  They show you how much one 
variable changes as the other changes.  The slope 
is defined as the amount of change in the variable 
measured on the vertical axis per unit change in 
the variable measured on the horizontal axis.  In 
the case of   Figure   2-7   it tells us how many tonnes 
of pollution, symbolized by  P,   are removed per 
dollar spent on reducing pollution,  symbolized 
by  E  .  Consider moving from point  A   to point  B   
in the figure.  If we spend $2000 more on clean-
up, we reduce pollution by 1000 tonnes.  This is  
0.5  tonnes per dollar spent.  On the graph the extra 
$2000 is indicated by  E,   the arrow indicating 
that  E   rises by 2000.  The 1000 tonnes of pollution 
reduction is indicated by  P,   the arrow showing 
that pollution falls by 1000.  (The Greek uppercase 
letter delta,  ,  stands for  the change in. )  To get 
the amount of pollution reduction per dollar of 
expenditure,  we merely divide one by the other.  In 
symbols this is   P  >  E  .  

      FIGURE   2-7       Linear Pol lution  Reduction    
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   Pollution as a linear function of clean-up expenditure.   
Between points  A   and  B   it costs $2000 to reduce pollution 
by 1000 tonnes.  The cost of pollution reduction is the same 
elsewhere on the line.  The slope of the line,  0.5,  indicates 
that any $1  expenditure on pollution clean-up reduces the 
amount of pollution by 0.5  tonnes.    

   If we let    X    stand for whatever variable is measured on the horizontal axis and    Y   
 for whatever variable is measured on the vertical axis,  the slope of a straight line 
is     Y  ,   X   .  [1 ]   1      

  1   Red numbers in square brackets indicate mathematical notes that are found in a separate section at the 
back of the book.  

 The equation of the line in   Figure   2-7   can be computed in two steps.  First,  note 
that when  E   5  0,  the amount of remaining pollution,  P,   is  equal to 6 (thousand tonnes).  
Thus,  the line meets the vertical axis (  E   5  0)  when  P   5  6.  Second, we have already 
seen that the slope of the line,   P  >  E,   is  equal to 20.5,  which means that for every 
one-unit increase in  E,  P   falls by 0.5  unit.  We can thus state the equation of the line as 

    P = 6 - 1 0.5 2 E     

 where both  P   and  E   are expressed as thousands of units (tonnes and dollars,  respectively).   

   Non-l inear Functions    Although it is  sometimes convenient to simplify the situation 
by assuming two variables to be linearly related,  this is seldom the case over their whole 
range.  Non-linear relations are much more common than linear ones.  In the case of 
reducing pollution,  it is usually quite cheap to eliminate the first units of pollution.  
Then,  as the environment gets cleaner and cleaner,  the cost of further clean-up tends to 
increase because more and more sophisticated and expensive methods need to be used.  
As a result,    Figure   2-8    is  more realistic than   Figure   2-7  .  Inspection of   Figure   2-8    shows 
that as more and more is spent,  the amount of pollution reduction for an additional 
$1  of clean-up expenditure gets smaller and smaller.  This is  shown by the diminishing 
slope of the curve as we move rightward along it.  For example,  as we move from point 
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 A   to point  B,   an increase in expenditure of $1000 is required to reduce pollution by 
1000 tonnes.  Thus,  each tonne of pollution reduction costs $1 .  But as we move from 
point  C  (where we have already reduced pollution considerably)  to point  D,   an extra 
$6000 must be spent in order to reduce pollution by 1000 tonnes.  At that point,  each 
tonne of pollution reduction therefore costs $6.   

 Economists call the change in pollution when a bit more or a bit less is  spent on 
clean-up the  marginal  change.  The figure shows that the slope of the curve at each 
point measures this marginal change.  It also shows that in the type of curve illustrated,  
the marginal change per dollar spent is diminishing as we spend more on pollution 
reduction.  There is  always a payoff to more expenditure over the range shown in the 
figure,  but the payoff diminishes as more is spent.  This relation can be described as 
 diminishing marginal response  .  We will see such relations many times in what follows, 
so we emphasize now that diminishing marginal response does not mean that the  total  
response is diminishing.  In   Figure   2-8   ,  the total amount of pollution continues to fall 
as more and more is spent on clean-up.  But diminishing marginal response does mean 
that the amount of pollution reduced per dollar of expenditure gets less and less as the 
total expenditure rises.  

   Figure   2-9   shows a graph in which the marginal response is increasing.  The graph 
shows the relationship between annual production costs and annual output for a firm 
that makes hockey sticks.  Notice that the more sticks produced annually,  the higher 
the firms total costs.  This is  shown by the positive slope of the line.  Notice also that as 
more and more hockey sticks are produced, the extra amount that the firm must pay to 
produce each extra stick rises.  For example,  as the firm moves from point  A   to point  B,   
annual costs rise by $30 000 in order to increase its annual output by 10 000 hockey 

      FIGURE   2-8      Non-l inear Pol lution  Reduction    
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   Pollution as a non-linear function of clean-up expenditure.   The slope of the curve changes as we move along it.  
Between points  A   and  B,   it costs $1000 to reduce pollution by 1000 tonnes.  Between points  C  and  D,   it costs $6000 
to reduce pollution by 1000 tonnes.  At point  Z,   the slope of the curve is equal to the slope of the straight line tangent 
to the curve at point  Z  .  The slope of the tangent line is 20.75 >1 .75  5  20.43.    
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sticks.  Each extra stick costs $3  ($30 000 >

10 000 5  $3) .  But when the firm is already 
producing many more hockey sticks,  such as at 
point  C,   its  factory is closer to its capacity and 
it becomes more costly to increase production.  
Moving from point  C  to point  D,   the firms 
annual costs increase by $150 000 in order to 
increase its annual output by 10 000 hockey 
sticks.  Each extra stick then costs $15  ($150 000
>10 000 5  $15).  This figure illustrates a case 
of  increasing marginal cost,   a  characteristic of 
production that we will see often  in this book .   

   Figures   2-8    and   2-9   show that with non-
linear functions the slope of the curve changes 
as we move along the curve.  For example,  in 
  Figure   2-8   ,  the slope of the curve falls as the 
expenditure on pollution clean-up increases.  In 
  Figure   2-9  ,  the slope of the curve increases as 
the volume of production increases.  

 How, exactly,  do we measure the slope of 
a curved line?  The answer is that we use the 
slope of a straight line  tangent to that curve   
at the point that interests us.  For example,  in 
  Figure   2-8   ,  if we want to know the slope of the 
curve at point  Z,   we draw a straight line that 
touches the curve  only   at point  Z  ;  this is  a tan-
gent line.  The slope of this line is 20.75 >1 .75 
5  20.43.  Similarly,  in   Figure   2-9  ,  the slope of 
the curve at point  Z   is  given by the slope of the 
straight line tangent to the curve at point  Z  .  
The slope of this line is  65 >8  5  8 .13.  

   For non-linear functions,  the slope of the curve changes as    X    changes.  Therefore,  
the marginal response of    Y    to a change in    X    depends on the value of    X   .     

   Functions with  a  Minimum or a  Maximum    So far,  all the graphs we have shown have 
had either a positive or a negative slope over their entire range.  But many relations 
change directions as the independent variable increases.  For example,  consider a firm 
that is  attempting to maximize its profits and is trying to determine how much output 
to produce.  The firm may find that its unit production costs are lower than the market 
price of the good, and so it can increase its profit by producing more.  But as it increases 
its level of production,  the firms unit costs may be driven up because the capacity of 
the factory is being approached.  Eventually,  the firm may find that extra output will 
actually cost so much that its profits are  reduced .  This is  a relationship that  we will 
study in detail in later chapters,  and it  is  illustrated in   Figure   2-10  .  Notice that when 
profits are maximized at point  A,   the slope of the curve is zero (because a tangent to the 
curve at point  A   is  horizontal),  and so the  marginal response   of profits to output is  zero.  

      FIGURE   2-9       I ncreasing Marginal  Production  
Costs   
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   Marginal costs increase as annual output rises.   From point  A   
to point  B,   an extra annual output of 10 000 hockey sticks 
increases annual costs by $30 000.  Each extra stick costs $3.  
From point  C  to point  D,   an extra output of 10 000 hockey 
sticks increases annual costs by $150 000.  Each extra hockey 
stick then costs $15.  This is  a case of increasing marginal cost.  
At point  Z,   the slope of the curve is equal to the slope of the 
straight line tangent to the curve at point  Z  .  The slope of the 
tangent line is 65/8  5  8 .13.    
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  Now consider an example of a function with a minimum.  You probably know 
that when you drive a car,  the fuel consumption per kilometre depends on your speed.  
Driving very slowly uses a lot of fuel per kilometre travelled.  Driving very fast also uses 
a lot of fuel per kilometre travelled.  The best fuel efficiencythe lowest fuel consump-
tion per kilometre travelledoccurs at a speed of approximately 95  kilometres per 
hour.  The relationship between speed and fuel consumption is shown in   Figure   2-11    
and illustrates a function with a minimum.  Note that at point  A   the slope of the curve 
is zero (because a tangent to the curve at point  A   is  horizontal),  and so the  marginal 
response   of fuel consumption to speed is zero.   

      FIGURE   2-11       Average Fuel  Consumption  as a  
Function  of Speed    
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   Average fuel consumption falls and then rises as speed 
increases.   Average fuel consumption in litres per kilo-
metre travelled is minimized at point  A   at a speed of 
approximately 95  kilometres per hour (km/h).  At speeds 
less than 95  km/h, the marginal response is negative
that is,  an increase in speed reduces fuel consumption 
per kilometre.  At speeds above 95  km/h, the marginal 
response is positivean increase in speed increases fuel 
consumption per kilometre.  At 95  km/h, the marginal 
response is zero and fuel consumption per kilometre is 
minimized.    

      FIGURE   2-10       Profits as a  Function  
of Output   
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   Profits  rise and then eventually fall as  output rises.   
When the firm is  producing fewer than 2500 units 
annually,  the marginal response of profit to output 
is  positivethat is,  an increase in output leads to 
an increase in profit.  Beyond 2500 units  annually,  
the marginal response is  negativean increase in 
output leads to a reduction in profit.  At point  A,   
profits  are maximized and the marginal response 
of profit to output is  zero.  Because the tangent at 
point  A   is  horizontal,  the slope of the curve is  zero 
at that point.    

   At either a minimum or a maximum of a function, the slope of the curve is  zero.  
Therefore, at the minimum or maximum the marginal response of   Y   to a change 
in   X   is  zero.      
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   A Final  Word   

 We have done much in this  chapter.  We have discussed why economists  develop 
theories  (or models)  to  help them understand economic events  in the real  world.  We 
have also discussed how they test their theories and how there is  a  continual back-
and-forth process  between empirical  testing of predictions and refining the theory.  
Finally,  we have devoted considerable time and space to exploring the many ways 
that data can be displayed in graphs and how economists  use graphs to illustrate 
their theories.  

 Many students find themselves intimidated when they are first confronted with all 
the details about graphing.  But try not to worry.  You may not yet be a master of all the 
graphing techniques that we have discussed in this chapter,  but you will be surprised at 
how quickly it all falls into place.  And, as is  true for most skills,  there is  no substitute 
for practice.   In the next three chapters we will encounter many graphs.  But we will start 
simply and then slowly attempt more complicated cases.   We are confident that in the 
process of learning some basic economic theories you will get enough practice in graph-
ing that you will very soon look back at this chapter and realize how straightforward 
it all is.     

    S U MM ARY  

    2 .1    POSITIVE AND NORMATIVE STATEMENTS LO 1    

     A key to the success of scientific inquiry lies in separat-
ing positive statements about the way the world works 
from normative statements about how one would like 
the world to work.   

    Normative statements involve value judgements and 
cannot be disproven.  Positive statements,  at least in 
principle,  can be disproven with an appeal to evidence.     

    2 .2    BU ILDING AND TESTING  ECONOMIC THEORIES LO 2,  3    

     Theories (sometimes called models)  are designed to 
explain and predict what we see.  A theory consists of a 
set of definitions of the variables to be discussed,  a set 
of assumptions about how things behave,  and the condi-
tions under which the theory is meant to apply.   

    A theory provides predictions of the type  If one event 
occurs,  then another event will also occur.   

    Theories are tested by checking their predictions against 
evidence.  In economics,  testing is almost always done 
using the data produced by the world of ordinary events.   

    Economists make use of statistical analysis when testing 
their theories.  They must take care to make the distinc-
tion between correlation and causation.   

    The progress of any science lies in finding better explan-
ations of events than are now available.  Thus,  in any 
developing science,  one must expect to discard some 
existing theories and replace them with demonstrably 
superior alternatives.     

    2 .3    ECONOMIC DATA LO 4    

     Index numbers express economic series in relative form.  
Values in each period are expressed in relation to the 
value in the base period, which is given a value of 100.   

    Economic data can be graphed in three different ways.  
Cross-sectional graphs show observations taken at the 

same time.  Time-series graphs show observations on 
one variable taken over time.  Scatter diagrams show 
many points,  each of which refers to specific observa-
tions on two different variables.     
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    2 .4   GRAPHING  ECONOMIC THEORIES LO 5    

     A functional relation can be expressed in words,  in a 
table giving specific values,  in a mathematical equation, 
or in a graph.   

    A graph of two variables has a positive slope when they 
both increase or decrease together and a negative slope 
when they move in opposite directions.   

    The marginal response of a variable gives the amount 
it changes in response to a change in a second variable.  

When the variable is measured on the vertical axis of a 
diagram, its marginal response at a specific point on the 
curve is measured by the slope of the line at that point.   

    Some functions have a maximum or minimum point.  At 
such points,  the marginal response is zero.      

    Positive and normative statements   
   Endogenous and exogenous variables   
   Theories and models   
   Variables,  assumptions, and predictions   

   Correlation versus causation   
   Functional relations   
   Positive and negative relations   
   between variables   

   Positively and negatively sloped curves   
   Marginal responses   
   Maximum and minimum values     

   KEY  CON CEPTS  

    STUDY EXERCISES 

  Make the grade with MyEconLab:  Study Exercises marked in  can be found on 
MyEconLab.  You can practise them as often as you want, and most feature step-by-step 
guided instructions to help you find the right answer.   

#  MyEconLab    

            Determine whether each of the following statements is 
positive or normative.  

    a.  The government should impose stricter regulations 
on the banking sector to avoid future financial 
crises.   

   b.  Financial aid to developing countries has no impact 
on per capita GDP in those countries.   

   c.  Tuition fee increases at Canadian universities lead 
to reduced access for low-income students.   

   d.  It is  unfair that Canadians have universal access to 
health care but not to dental care.   

   e.  Canadians currently have too much personal debt.      

            In the following examples,  identify the exogenous (or 
independent)  variable and the endogenous (or depend-
ent)  variable.  

    a.  The amount of rainfall on the Canadian prairies 
determines the amount of wheat produced in 
Canada.   

   b.  When the world price of coffee increases,  there 
is a change in the price of a cup of coffee at Tim 
Hortons.   

   c.  If student loans were no longer available,  there 
would be fewer students attending university.   

   d.  An increase in the tax on gasoline leads people to 
drive more fuel-efficient vehicles.      

            Fill  in the blanks to make the following statements 
correct.  

    a.  Economists have designed                      to better 
explain and predict the behaviour we observe in 
the world around us.   

   b.  A variable, such as price or quantity, that is deter-
mined within a theory is known as a(n)                       vari-
able.  A variable that is determined outside the theory 
is known as a(n)                       variable.   

   c.  When, based on a theory, we claim that If A occurs,  
then B will follow,  we are making a                      that 
can then be tested by                      observation.   

   d.  If we observe that when variable A decreases,  
variable B also decreases,  we can say that the two 
variables are                     .  We cannot necessarily 
say that there is a                      relationship between 
A and B.   

   e.  An important assumption that is made in eco-
nomics is that individuals and firms pursue their 
own                     .  We assume that individuals seek 
to maximize their                     and firms seek to 
maximize their                     .      
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           An examination of data reveals a positive correlation 
between the demand for new homes and the price of 
lumber.  Which of the following conclusions can be 
correctly inferred from the existence of this correla-
tion?  Why?  

    a.  An increase in the demand for homes causes an 
increase in the price of lumber.   

   b.  The observed correlation is  consistent with a 
theory that an increase in demand for new homes 
causes an increase in the price of lumber.      

            Use the appropriate graphtime-series,  cross-
sectional,  or scatter diagramto illustrate the eco-
nomic data provided in each part below.  

    a.  The Canadian-dollar price of one U.S.  dollar ( the 
exchange rate )  in 2011 :    

January 0.994

February 0.988

March 0.977

April 0.958

May 0.968

June 0.977

July 0.956

August 0.982

September 1 .003

October 1 .019

November 1 .026

December 1 .024

   b.  A comparison of average household expenditures 
across provinces in 2010:    

British Columbia $72 486

Alberta 84 087

Saskatchewan 69 237

Manitoba 66 330

Ontario 74 521

Quebec 61  536

New Brunswick 59 943

Nova Scotia 61  907

Prince Edward Island 58  194

Newfoundland and Labrador 60 139

   c.  Per capita growth rates of real GDP and invest-
ment rates for various countries,  averaged over the 
period 19502009:    

Country

Average 
Growth Rate 
(%  per year)

Average 
Investment Rate 
(%  of GDP)

Canada 2.0 18.2

Austria 3.1 22.0

Japan 4.0 26.6

United States 1 .9 18.1

United Kingdom 2.0 14.5

Spain 3.4 23.0

Norway 2.8 27.4

South Korea 5.1 27.2

Iceland 2.7 28.0

            Suppose you want to create a price index for the price 
of a particular physics textbook over ten years in 
your university bookstore.  The price of the book on 
September 1  of each year is as follows:    

Year Price ($) Year Price ($)

2000 85 2006 120

2001 87 2007 125

2002 94 2008 127

2003 104 2009 127

2004 110 2010 130
2005 112

    a.  The base year is 2000.  Construct a physics text-
book price index.   

   b.  What is the percentage increase in the price of the 
book between the base year and 2005?   

   c.  What is the percentage increase in the price of the 
book from 2007 to 2010?   

   d.  Are the data listed above time-series or cross-
sectional data?  Explain why.      

            Suppose you want to create a price index for the price 
of a personal pizza across several Canadian univer-
sity campuses,  as of March 1 ,  2016.  The data are as 
follows:    

University Price per Pizza

Dalhousie $6.50

Laval 5.95

McGill 6.00

Queens 8.00

Waterloo 7.50

Manitoba 5.50

Saskatchewan 5.75

Calgary 6.25

UBC 7.25

Victoria 7.00

M02_RAGA3072_1 5_SE_C02. indd   44 06/01 /1 6   4:22 PM



C H A P TE R  2 :  E C O N O M I C  TH E O R I E S ,  D A TA ,  A N D  G R A P H S 45

    a.  Using Calgary as the base university,  construct 
the Canadian university pizza price index.   

   b.  At which university is pizza the most expensive,  
and by what percentage is the price higher than in 
Calgary?   

   c.  At which university is pizza the least expensive,  
and by what percentage is the price lower than in 
Calgary?   

   d.  Are the data listed above time-series or cross-
sectional data?  Explain why.      

           According to Statistics Canada, Canadas exports and 
imports of energy (combined totals of fossil fuels,  
hydro, and nuclear,  all measured in petajoules)  over a 
five-year period were as follows:    

Exports Imports

2005 8662 3139

2006 8899 2977

2007 9331 3124

2008 9302 3010

2009 7902 2945

    a.  Using 2005 as the base year,  construct index num-
bers for each of exports and imports.   

   b.  Were exports or imports more volatile over this 
time period?  Explain how you know.   

   c.  Using your constructed index numbers,  what was 
the percentage change in exports and imports from 
2007 to 2009?   

   d.  Can you provide a possible explanation for why 
Canadas exports of energy fell so dramatically 
from 2007 to 2009?      

            Use the following figure to answer the questions below.  

 
X

Y

0 1

1

2

3

4

5

6

7

8

2 3 4 5 6 7 8

Line B

Line A

   

    a.  Is the slope of Line  A   positive or negative?  Line  B  ?   

   b.  Calculate the slope of Line  A  .  Write the equation 
describing the line in the form  Y  5   mX  +   b,   where 
 m   is  the slope of the line and  b   is  a constant term.   

   c.  Calculate the slope of Line  B  .  Write the equation 
describing the line in the form  Y  5   mX  +   b,   where 
 m   is  the slope of the line and  b   is  a constant term.      

            Suppose the relationship between the governments 
tax revenue (  T )  and national income (  Y )  is  represented 
by the following equation:   T  5  1 0  1  0.25  Y .  Plot this 
relationship on a scale diagram, with  Y  on the hori-
zontal axis and  T  on the vertical axis.  Interpret the 
equation.    

            Consider the following three specific functions for a 
functional relation between  X  and  Y :  

     i)  Y    5  50 1  2  X   
    ii)     Y    5  50 1  2  X  1  0.05  X  2    
    iii)   Y    5  50 1  2  X  2  0.05  X   2   

      a.   For the values of  X  of 0,  10,  20,  30,  40,  and 
50,  plot  X  and  Y  on a scale diagram for each 
specific function.  Connect these points with a 
smooth line.   

     b.   For each function, state whether the slope of the 
line is constant,  increasing,  or decreasing as the 
value of  X  increases.   

     c.   Describe for each function how the marginal 
change in  Y  depends on the value of  X .        

            For each of the functional relations listed below, plot 
the relations on a scale diagram (with  X  on the hori-
zontal axis and  Y  on the vertical axis)  and compute the 
slope of the line.  

     a.  Y    5  10 1  3  X   
    b.  Y    5  20 1  4  X   
    c.  Y    5  30 1  5  X   
    d.  Y    5  10 1  5  X      

            Suppose we divide Canada into three regions:  the 
West,  the Centre,  and the East.  Each region has an 
unemployment rate,  defined as the number of people 
unemployed, expressed as a fraction of that regions 
labour force.  The table that follows shows each 
regions unemployment rate and the size of its labour 
force.    

Unemployment
Region Rate Labour Force

West 5.5% 5.3  million

Centre 7.2% 8.4 million

East 12.5% 3.5  million

    a.  Compute an unemployment rate for Canada using 
a simple average of the rates in the three regions.  Is 
this the right  unemployment rate for Canada as 
a whole?  Explain why or why not.   
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   b.  Now compute an unemployment rate for Can-
ada using weights that reflect the size of that 
regions labour force as a proportion of the overall 
Canadian labour force.  Explain the difference in 
this unemployment rate from the one in part (a) .  
Is this a better  measure of Canadian unemploy-
ment?  Explain why.      

           Draw three graphs in which the dependent variable 
increases at an increasing rate,  at a constant rate,  and 
at a diminishing rate.  Then draw three graphs in which 
it decreases at an increasing,  constant,  and diminish-
ing rate.  State a real relation that each of these graphs 
might describe,  other than the ones given in the text of 
this chapter.    

            The following questions will provide practice working 
with simple linear functions.  All questions refer to a 
coordinate graph with the variable  X  on the horizontal 
axis and the variable  Y  on the vertical axis.  

    a.  If two points on a straight line are (  X  5  3 ,   Y  5  2)  
and (  X  5  12,   Y  5  5) ,  what is the slope of the line?   

   b.  If point  A   is  at (  X  5  20,   Y  5  20)  and point  B   is  at 
(  X  5  10,   Y  5  40),  what is the slope of the straight 
line joining points  A   and  B  ?   

   c.  What is  the slope of the function described by 
 Y  5  12 000 2  0.5  X ?   

   d.  What is the slope of a line described by  Y  5  6.5  X ?   
   e.  What is the slope of a line described by  Y  5  27 1  

3 .2 X ?   
   f.  What is the  Y -intercept of the function  Y  5  1000 

1   mX ?   
   g.  What is the  Y -intercept of the function  Y  5  2 100 

+  10 X ?   
   h.  What is the  X  -intercept of the function  Y  5  10  2  

0.1  X ?   
   i .  Suppose ABC Corp.  spends $100 000 per year 

on some basic level of advertising,  regardless of 
its revenues.  In addition,  the company spends 

15  percent of each dollar of revenue on extra 
advertising.  Write a mathematical equation that 
describes the functional relation between advertis-
ing (  A  )  and revenue (  R  ) .      

            The figure below shows a monthly cost curve for the 
production of Good  X .    
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    a.  Calculate the slope of this non-linear function at 
points  A  ,   B  ,  and  C .   

   b.  Is the marginal response of the cost of production 
of Good  X  to the change in the quantity produced 
of Good  X  increasing or decreasing?   

   c.  Is the slope of this function increasing or decreas-
ing as the volume of production increases?              
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 Demand,  Supply,  and  Price   

   WE  are now ready to study the important question 

of how markets work.  The answer leads us to develop 

a simple model of supply and demand.  And though 

there is much more to economics than just demand and 

supply (  as many following chapters will illustrate ) ,  this 

is  an essential starting point for understanding how a 

market economy functions.  

 As a first step,  we need to understand what deter-

mines the demand for and the supply of particular 

products.  Then we can see how demand and sup-

ply together determine the prices of products and 

the quantities that are bought and sold.  Finally,  we 

examine how the price system allows the economy to 

respond to changes in demand and supply.  The con-

cepts of demand and supply help us to understand the 

price systems successes and failures,  and the conse-

quences of many government policies.

This chapter deals with the basic elements of 

demand, supply,  and price.  In the next two chapters 

we use the theory of demand and supply to discuss 

such issues as the effects of gasoline taxes,  legislated 

minimum wages,  rent controls,  and the burden of 

payroll taxes.      

     3  

    CHAPTER  OUTLI NE  

    3 .1   DEMAND  

   3 .2   SUPPLY  

   3 .3   THE DETERMINATION  OF PRICE    

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter, you  wi l l  be able to 

   1  l i st the factors that determ ine the quanti ty demanded  of a  

good .   

  2  d istingu ish  between  a  sh i ft of the demand  curve and  a  move-

ment a long the demand  curve.   

  3  l i st the factors that determ ine the quanti ty suppl ied  of a  good .   

  4 d istingu ish  between  a  sh i ft of the supply curve and  a  move-

ment a long the supply curve.   

  5 expla in  the forces that d rive market price to equ i l ibrium,  and  

how equ i l ibrium  price i s  a ffected  by changes in  demand  and  

supply.     

      PART    2 :    AN  I N TRODUCTI ON  TO  DEMAND  AND  SU PPLY                      

47
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     3 .1    DEMAND   

 What determines the demand for any given product?  How have Canadian consumers 
responded to the recent declines in the prices of smartphones and tablet computers?  
How will they respond to the next sudden change in the price of gasoline or coffee?  We 
start by developing a theory designed to explain the demand for some typical product.  

   Quantity Demanded   

 The total amount of any particular good or service that consumers want to purchase 
during some time period is called the  quantity demanded   of that product.  It is  import-
ant to notice two things about this concept.  

 First,  quantity demanded is a  desired  quantity.  It is  the amount that consumers 
want to purchase when faced with a particular price of the product,  other products  
prices,  their incomes,  their tastes,  and everything else that might matter.  It may be dif-
ferent from the amount that consumers actually succeed in purchasing.  If sufficient 
quantities are not available,  the amount that consumers want to purchase may exceed 
the amount that they actually purchase.  (For example,  think of standing in line to 
purchase tickets to a show, only to find out that the show is sold out before you get to 
the head of the line.)  To distinguish these two concepts,  the term  quantity demanded  
is  used to refer to desired purchases,  and such phrases as  quantity bought  or  quantity 
exchanged  are used to refer to actual purchases.  

 Second, quantity demanded refers to a  flow   of purchases,  expressed as so much 
per period of time:  1  million units per day, 7 million per week, or 365 million per year.  
For example,  being told that the quantity of new cars demanded (at current prices)  in 
Canada is 50 000 means nothing unless you are also told the period of time involved.  
For a country as large as Canada, 50 000 cars demanded per day would be an enormous 
rate of demand, whereas 50 000 per year would be a very small rate of demand.    The 
important distinction between  stocks   and  flows   is  discussed in  Extensions in Theory 3-1  .    

 The total amount of some product that consumers in the relevant market want to 
buy during a given time period is influenced by the following important variables:   [2]   

      Products own price  
     Consumers  income  
     Prices of other products  
     Tastes  
     Population  
     Signi cant changes in weather   

 We will discuss the separate effects of each of these variables later in the chapter.  
For now, we focus on the effects of changes in the products own price.  But how do we 
analyze the distinct effect of changes in this one variable when all variables are likely to 
be changing at once?  Since this is  difficult to do, we consider the influence of the vari-
ables one at a time.  To do this,  we hold all variables constant except the products own 
price.  Then we let the products price vary and study how its change affects quantity 
demanded.  We can do the same for each of the other variables in turn, and in this way 
we can come to understand the importance of each variable.   

 Holding all other variables constant is  often described by the expressions other 
things being equal,  other things given,  or the equivalent Latin phrase,   ceteris 

    quantity demanded      The 

amount of a  good  or service that 

consumers want to purchase 

during some time period.    
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paribus.   When economists speak of the influence of the price of gasoline on the quan-
tity of gasoline demanded,  ceteris paribus,   they refer to what a change in the price of 
gasoline would do to the quantity of gasoline demanded  if all other variables that influ-
ence the demand for gasoline did not change  .   

   Quantity Demanded  and  Price   1      

 We are interested in studying the relationship between the quantity demanded of a 
product and that products price.  We therefore hold all other influences constant and 
ask, How will the quantity demanded of a product change as its price changes?  

   EXTENSI ONS  I N  THEORY   3 -1   

The Distinction Between Stocks and Flows 

 An important conceptual issue that arises frequently in 
economics is the distinction between  stock   and  flow   vari-
ables.  Economic theories use both,  and it takes a little 
practice to keep them straight.  

 As noted in the text, a flow variable has a time dimen-
sionit is so much  per unit of time  .  For example, the 
quantity of Grade A large eggs purchased in Edmonton is 
a flow variable.  No useful information is conveyed if we 
are told that the number purchased was 2000 dozen eggs 
unless we are also told the period of time over which these 
purchases occurred.  Two thousand dozen eggs per hour 
would indicate a much more active market in eggs than 
would 2000 dozen eggs per month.  

 In contrast,  a stock variable is a variable whose 
value has meaning  at a point in time.   Thus,  the number 
of eggs in the egg producers warehouse on a particular 
dayfor example,  10 000 dozen eggs on September 3,  
2016is a stock variable.  All those eggs are there at one 
time, and they remain there until something happens to 
change the stock held in the warehouse.  

 The terminology of stocks and flows can be under-
stood using an analogy to a bathtub.  At any moment, the 
tub holds so much water.  This is the  stock  ,  and it can be 

measured in terms of the volume of water,  say, 100 litres.  
There might also be water flowing into the tub from the 
tap; this  flow   is  measured as so much water per unit time, 
say, 10 litres per minute.  

 The distinction between stocks and flows is import-
ant.  Failure to keep them straight is a common source 
of error.  Note,  for example,  that a stock variable and a 
flow variable cannot be added together without speci-
fying some time period for which the flow persists.  We 
cannot add the stock of 100 litres of water in the tub to 
the flow of 10 litres per minute to get 110 litres.  The new 
stock of water will depend on how long the flow persists;  
if it lasts for 20 minutes,  the new stock will be 300 litres;  
if the flow persists for 60 minutes,  the new stock will be 
700 litres (or the tub will overflow! ).  

 The amount of income earned is a flow; it is  so 
much per year or per month or per hour.  The amount 
of a consumers expenditure is also a flowso much 
spent per week or per month or per year.  The amount of 
money in a bank account (earned, perhaps,  in the past 
but unspent)  is  a stockjust so many thousands of dol-
lars.  The key test is  always whether a time dimension is 
required to give the variable meaning.  

1    In this chapter we explore a products demand curve for the market as a wholewhat we often call the 

market demand curve.    In   Chapter   6    we discuss how this market demand curve is derived by adding up, or 

aggregating,   the demands of different individuals.   

  A basic economic hypothesis is  that the price of a product and the quantity 
demanded are related  negatively  ,  other things being equal.  That is,  the lower the 
price, the higher the quantity demanded; the higher the price, the lower the quan-
tity demanded.   
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 The great British economist Alfred Mar-
shall (18421924)  called this fundamental 
relation the  law of demand.   In   Chapter   6  ,  
we will derive the law of demand as a predic-
tion that follows from more basic assumptions 
about the behaviour of individual consumers.  
For now, lets simply explore why this relation-
ship seems reasonable.   Products are used to 
satisfy desires and needs, and there is almost 
always more than one product that will satisfy 
any desire or need.  Hunger may be alleviated 
by eating meat or vegetables; a desire for green 
vegetables can be satisfied by broccoli or spin-
ach.  The desire for a vacation may be satisfied 
by a trip to the ocean or to the mountains; the 
need to get there may be satisfied by different 
airlines, a bus, a car, or a train.  For any general 
desire or need, there are almost always many 
different products that will satisfy it.  

 Now consider what happens if income, 
tastes,  population, and the prices of all other products remain constant and the price of 
only one product changes.  As the price goes up,  that product becomes an increasingly 
expensive means of satisfying a desire.  Many consumers will decide to switch wholly 
or partly to other products.  Some consumers will stop buying it altogether,  others will 
buy smaller amounts,  and still others may continue to buy the same quantity.  But the 
overall effect is  that less will be demanded of the product whose price has risen.  For 
example,  as meat becomes more expensive,  some consumers will switch to meat substi-
tutes;  others may forgo meat at some meals and eat less meat at others.  Taken together 
as a group, consumers will want to buy less meat when its price rises.   

 Conversely,  as the price goes down, the product becomes a cheaper way of satisfy-
ing a desire.  Households will demand more of it as they substitute away from other 
products whose prices have not fallen.  For example,  if the price of tomatoes falls,  many 
shoppers will buy more tomatoes and less of other vegetables.   

   Demand Schedules and  Demand  Curves  

 A  demand schedule   is  one way of showing the relationship between quantity demanded 
and the price of a product,  other things being equal.  It is a table showing the quantity 
demanded at various prices.  

 The table in   Figure   3-1    shows a hypothetical demand schedule for apples.    2    It lists the 
quantity of apples that would be demanded at various prices, given the assumption that all 
other variables are held constant.  The table gives the quantities demanded for five selected 
prices, but in fact a separate quantity would be demanded at every possible price.  

    demand schedule     A table 

showing the relationship 

between  quantity demanded  

and  the price of a  commodity, 

other th ings being equal .    

     Changes in prices lead most consumers to alter their choices.  For 
example,  as prices for hotel rooms fall,  vacationers may be more likely 
to take weekend trips.

   2    We realize that apples are not a very exciting product to discuss,  and many students wonder why we do 

not instead use cell phones,  restaurant meals,  or cars as our hypothetical example.  The model of demand 

and supply,  however,  best applies to products that are demanded by many consumers and supplied by many 

producers,  each of which offers for sale a virtually identical (homogeneous)  version of the product.  For this 

reason, we have chosen a simple agricultural product,  but we could have illustrated the same principles with 

beef,  wheat,  copper,  newsprint,  oil,  and a whole host of what economists call commodities.  
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 A second method of showing the relationship between quantity demanded and 
price is  to draw a graph.  The five pricequantity combinations shown in the table are 
plotted in   Figure   3-1   .  Price is plotted on the vertical axis,  and the quantity demanded is 
plotted on the horizontal axis.  

 The curve drawn through these points is called a  demand curve  .  It shows the quan-
tity that consumers would like to buy at each price.  The negative slope of the curve 
indicates that the quantity demanded increases as the price falls.  Each point on the 
demand curve indicates a single pricequantity combination.  The demand curve as a 
whole shows something more.   

    demand curve     The graphical  

representation  of the 

relationship between  quantity 

demanded  and  the price of a  

commodity, other things being 

equal .    

    FIGURE   3-1      The Demand  for Apples

  Both the table and the graph show the total quantity of apples that would be demanded at various prices,   ceteris-
paribus  .  For example,  row  W  indicates that if the price of apples were $60 per bushel,  consumers would desire to 
purchase 65  000 bushels of apples per year,  holding constant the values of the other variables that affect quantity 
demanded.  The demand curve,  labelled  D,   relates quantity of apples demanded to the price of apples;  its negative slope 
indicates that quantity demanded increases as price falls.    
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($  per bushel)

Quantity Demanded 
(thousands of bushels 

per year)

 U 20 110
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 Y 100 40
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A Demand  Schedu le for Apples A Demand  Curve for Apples   

  The demand curve represents the relationship between quantity demanded and 
price, other things being equal;  its  negative slope indicates that quantity demanded 
increases when price decreases.   

 When economists speak of  demand  in a particular market,  they are referring not 
just to the particular quantity being demanded at the moment ( i.e.,  not just to one point 
on the demand curve)  but to the entire demand curveto the relationship between 
desired purchases and all the possible prices of the product.  

 The term  demand   therefore refers to the entire relationship between the quantity 
demanded of a product and the price of that product.  In contrast,  a single point on 
a demand schedule or curve is the quantity demanded at that point.  This distinction 
between demand  and quantity demanded  is an extremely important one and we 
will examine it more closely later in this chapter.  

    demand     The entire relationship 

between  the quantity of a  

commodity that buyers want to  

purchase and  the price of that 

commodity, other th ings being 

equal .    
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   Shifts in  the Demand  Curve    A demand curve is drawn with the assumption that 
everything except the products own price is  being held constant.  But what if other 
things change, as they often do?  For example,  consider an increase in average house-
hold income while the price of apples remains constant.  If consumers spend some of 
their extra income on apples,  the new quantity demanded cannot be represented by a 
point on the original demand curve.  It must be represented on a new demand curve 
that is  to the right of the old curve.  Thus,  a rise in income that causes more apples to 
be demanded  at each price   shifts the demand curve for apples to the right,  as shown in 
  Figure   3 -2  .  This shift illustrates the operation of an important general rule.   

      FIGURE   3-2      An  I ncrease in  the Demand  for Apples

 An increase in annual household income increases the quantity demanded at each price (for all normal goods).  This 
is  shown by the rightward shift in the demand curve,  from  D   0   to  D   1  .  When average income rises from $50 000 to 
$60 000 per year,  quantity demanded at a price of $60 per bushel rises from 65 000 bushels per year to 95  000 bushels 
per year.  A similar rise occurs at every other price.   
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  A change in any of the variables (other than the products own price)  that af ect the 
quantity demanded will shift the demand curve to a new position.   

 A demand curve can shift in two important ways.  In the first case,  more is desired 
at each pricethe demand curve shifts rightward so that each price corresponds to a 
higher quantity than it did before.  In the second case,  less is  desired at each pricethe 
demand curve shifts leftward so that each price corresponds to a lower quantity than 
it did before.    Figure   3-3    shows increases and decreases in demand, and the associated 
shifts in the demand curve.  

 Lets now consider five important causes of shifts in the demand curve.  

    1 .  Consumers  I ncome.     If  average   income rises,  consumers as a group can be expected to 
desire more of most products,  other things being equal.  Goods for which the quantity 
demanded increases when income rises are called  normal goods  ;  goods for which the 
quantity demanded falls when income rises are called  inferior goods  .  The term  normal 
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goods   reflects economists  empirical finding that the demand for most goods rises when 
income rises.  We therefore expect that a rise in average consumer income shifts the 
demand curve for most products to the right,  indicating that more will be demanded at 
any given price.  Such a shift is illustrated in   Figure   3-2  .  (We discuss normal and inferior 
goods in the next chapter.)   

   2 .  Prices of Other Goods.     We saw that the negative slope of a products demand curve 
occurs because the lower its price,  the cheaper the product becomes relative to other 
products that can satisfy the same needs or desires.  These other products are called 
 substitutes in consumption  .  Another way for the same change to come about is  that 
the price of the substitute product rises.  For example,  apples can become cheap relative 
to oranges either because the price of apples falls or because the price of oranges rises.  
Either change will increase the amount of apples that consumers want to buy as some 
consumers substitute away from oranges and toward apples.  Thus,  a rise in the price 
of a substitute for a product shifts the demand curve for the product to the right.  More 
will be demanded at each price.  

  Complements in consumption   are products that tend to be used jointly.  Cars and 
gasoline are complements;  so are golf clubs and golf balls,  and airplane flights to Cal-
gary and ski-lift tickets in Banff.  Because complements tend to be consumed together,  
a fall in the price of one will increase the quantity demanded of  both   products.  Thus,  a 
fall in the price of a complement for a product will shift that products demand curve 
to the right.  More will be demanded at each price.  For example,  a fall in the price of 
airplane trips to Calgary will lead to a rise in the demand for ski-lift tickets in Banff,  
even though the price of those lift tickets is  unchanged.  (The demand curve for ski-lift 
tickets will shift to the right.)   

   3 .  Tastes.      Tastes have a powerful effect on peoples desired purchases.  A change in 
tastes may be long-lasting,  such as the shift from typewrit-
ers to computers,  or it may be a short-lived fad as is  com-
mon with many electronic games.  In either case,  a change 
in tastes in favour of a product shifts the demand curve to 
the right.  More will be demanded at each price.  Of course,  
a change in tastes against some product has the opposite 
effect and shifts the demand curve to the left.   

   4.  Population.     If there is  an increase in population with 
purchasing power, the demands for all the products pur-
chased by the new people will rise.  Thus,  we expect that 
an increase in population will shift the demand curves for 
most products to the right,  indicating that more will be 
demanded at each price.   

   5 .  Sign ificant Changes in  Weather.     The demands for some 
products are affected by dramatic changes in the weather.  
During winter,  for example,  a cold snap will lead to 
increases in demand for electricity,  natural gas,  and other 
energy sources used to heat homes and buildings.  More 
snowfall will increase the demand by some people for ski 
vacations and for others their demand for beach vacations 
in southern destinations will increase.  During summer,  a 
hot spell increases the demand for air conditioners and 
the electricity to power them, and a dry spell will increase 
farmers  demand for water to irrigate their crops.      

    substitutes in  

consumption      Goods that can  

be used in  place of another 

good  to satisfy similar needs or 

desires.    

    Complements in  

consumption      Goods that tend  

to  be consumed  together.    

   A rightward shift in the demand curve from  D   0   
to  D   1   indicates an increase in demand; a left-
ward shift from  D   0   to  D   2   indicates a decrease in 
demand.   An increase in demand means that more 
is demanded at each price.  A decrease in demand 
means that less is  demanded at each price.    

      FIGURE   3-3      Shifts in  the Demand  Curve   
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   Movements Along the Curve Versus Shifts of the Whole Curve    Suppose you read 
in todays newspaper that a sharp increase in the world price of coffee beans has been 
caused by an increased worldwide demand for coffee.  Then tomorrow you read that 
the rising price of coffee is  reducing the typical consumers purchases of coffee,  as 
shoppers switch to other beverages.  The two stories appear to contradict each other.  
The first associates a rising price with rising demand; the second associates a rising 
price with declining demand.  Can both statements be true?  The answer is yesbecause 
the two statements actually refer to different things.  The first describes a shift in the 
demand curve;  the second describes a movement along the demand curve in response 
to a change in price.  

 Consider first the statement that the increase in the price of coffee has been caused 
by an increased demand for coffee.  This statement refers to a shift in the demand curve 
for coffeein this case,  a shift to the right,  indicating more coffee demanded at each 
price.  This shift,  as we will see later in this chapter,  will increase the price of coffee.  

 Now consider the second statementthat less coffee is  being bought because of 
its rise in price.  This refers to a movement along the  new   demand curve and reflects a 
change between two specific quantities demanded, one before the price increased and 
one afterward.  

 Possible explanations for the two stories are as follows:  

    1 .  A rise in population and income in coffee-drinking countries shifts the demand 
curve for coffee to the right.  This,  in turn, raises the price of coffee (for reasons we 
will soon study in detail) .  This was the first newspaper story.   

   2.  The rising price of coffee is  causing each individual household to cut back on its 
coffee purchases.  The cutback is represented by an upward movement to the left 
along the  new   demand curve for coffee.  This was the second newspaper story.    

 To prevent the type of confusion caused by our two newspaper stories,  economists 
use a specialized vocabulary to distinguish between shifts of demand curves and move-
ments along demand curves.  

 We have seen that demand  refers to the  entire   demand curve,  whereas quantity 
demanded  refers to a particular  point  on the demand curve.  Economists reserve the 
term  change in demand   to describe a change in the quantity demanded at  every   price.  
That is,  a change in demand refers to a shift of the entire demand curve.  The term 
 change in quantity demanded   refers to a movement from one point on a demand curve 
to another point,  either on the same demand curve or on a new one.    

    change in  demand     A change in  

the quantity demanded  at each  

possible price of the commodity, 

represented  by a  shift in  the 

whole demand  curve.    

    change in  quantity demanded     A 

change in  the specific quantity 

of the good  demanded, 

represented  by a  change from 

one point on  a  demand  curve 

to  another point, either on  the 

original  demand  curve or on  a  

new one.    

  A change in quantity demanded can result from a shift in the demand curve with 
the price constant,  from a movement along a given demand curve due to a change 
in the price,  or from a combination of the two.   [3]    

 We consider these three possibilities in turn.  
 An increase in demand means that the whole demand curve shifts  to the right;  at 

any given price,  an increase in demand causes an increase in quantity demanded.  For 
example,  in   Figure   3 -2   the shift in the demand curve for apples from  D   0   to  D   1   rep-
resents an increase in demand,  and at a price of $40 per bushel,  quantity demanded 
increases from 85  000 bushels  to 1 15  000 bushels,  as  indicated by the move from  V  
to   V 9 .  
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 A movement down and to the right along 
a demand curve represents an increase in quan-
tity demanded.  For example,  in   Figure   3-2  ,  
with the demand for apples given by the curve 
 D   1  ,  an increase in price from $40 to $60 per 
bushel causes a movement along  D   1   from  V 9  
to  W 9 ,  and quantity demanded decreases from 
115 000 bushels to 95  000 bushels.  

 When there is a change in demand  and  a  
change in the price, the overall change in quan-
tity demanded is the net effect of the shift in the 
demand curve and the movement along the new 
demand curve.    Figure   3-4   shows the combined 
effect of an increase in demand, shown by a 
rightward shift in the whole demand curve, and 
an upward movement to the left along the new 
demand curve caused by an increase in price.  The 
increase in demand causes an increase in quan-
tity demanded at the initial price, whereas the 
movement along the new demand curve causes 
a decrease in the quantity demanded.  Whether 
quantity demanded rises or falls overall depends 
on the relative magnitudes of these two changes.      

    3 .2    SUPPLY   

 What determines the supply of any given prod-
uct?  Why do Canadian oil producers extract 
and sell more oil when the price of oil is  high?  
Why do Canadian cattle ranchers raise and sell 
more beef when the price of cattle-feed falls?  
We start by developing a theory designed to 
explain the supply of some typical product.   

   Quantity Suppl ied   

 The amount of some good or service that producers want to sell in some time period is 
called the  quantity supplied   of that product.  Quantity supplied is a flow; it is  so much 
per unit of time.  Note also that quantity supplied is the amount that producers are will-
ing to offer for sale;  it is  not necessarily the amount that they succeed in selling, which 
is expressed by  quantity sold  or  quantity exchanged.   

 As a general rule,  any event that makes production of a specific product more 
profitable will lead firms to supply more of it.  The quantity supplied of a product is 
influenced by the following key variables:   [4]   

      Products own price  
     Prices of inputs  
     Technology  

    quantity supplied      The amount 

of a  commodity that producers 

want to  sel l  during some time 

period.    

      FIGURE   3-4       Shifts of and  Movements Along the 
Demand  Curve   
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  An increase in demand means that the demand curve shifts to 
the right,  and hence quantity demanded is  higher at each price.  
A rise in price causes a movement upward and to the left along 
the demand curve, and hence quantity demanded falls.  The 
demand curve is originally  D   0   and price is  p   0  ,  which means 
that quantity demanded is  Q   0  .  Suppose demand increases to 
 D   1  ,  which means that at any particular price,  there is a larger 
quantity demanded; for example,  at  p   0  ,  quantity demanded is 
now  Q   1  .  Now suppose the price rises above  p   0  .  This causes a 
movement up and to the left along  D   1  ,  and quantity demanded 
falls below  Q   1  .  As the figure is drawn, the quantity demanded 
at the new price  p   2   is  less than  Q   1   but greater than  Q   0  .  So in 
this case the combined effect of the increase in demand and 
the rise in price is an increase in quantity demanded from  Q   0   
to  Q   2  .    
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     Some government taxes or subsidies  
     Prices of other products  
     Number of suppliers   

 The situation with supply is the same as that with demand:  There are several influ-
encing variables,  and we will not get far if we try to discover what happens when they 
all change at the same time.  Again,  we use the convenient  ceteris paribus   assumption to 
study the influence of the variables one at a time.   

   Quantity Suppl ied  and  Price  

 We begin by holding all other influences constant and ask, How do we expect the total 
quantity of a product supplied to vary with its own price?  

  A basic economic hypothesis is  that the price of the product and the quantity sup-
plied are related  positively,   other things being equal.  That is,  the higher the prod-
ucts own price,  the more its producers will supply; the lower the price,  the less its  
producers will supply.   

  In later chapters we will derive this hypothesis as a prediction from more basic 
assumptions about the behaviour of individual profit-maximizing firms.  For now we 
simply n    ote that as the products price rises,  producing and selling this product becomes 
a more profitable activity.  Firms interested in increasing their profit will therefore 
choose to increase their supply of the product.   

   Supply Schedules and  Supply Curves  

 The general relationship just discussed can be illustrated by a  supply schedule  ,  which 
shows the relationship between quantity supplied of a  product and the price of 
the product,  other things being equal.  The table in   Figure   3 -5    presents  a  hypothet-
ical  supply schedule for apples.  A  supply curve  ,  the graphical representation of the 
supply schedule,  is  also illustrated in   Figure   3 -5   .  Each point on the supply curve 
represents  a  specific pricequantity combination;  however,  the whole curve shows 
something more.   

    supply schedule     A table 

showing the relationship 

between  quantity supplied  and  

the price of a  commodity, other 

th ings being equal .    

    supply curve     The graphical  

representation  of the 

relationship between  quantity 

suppl ied  and  the price of a  

commodity, other th ings being 

equal .    

  The supply curve represents the relationship between quantity supplied and price,  
other things being equal;  its positive slope indicates that quantity supplied increases 
when price increases.   

    When economists make statements about the conditions of  supply  ,  they are not 
referring just to the particular quantity being supplied at the momentthat is,  not 
to just one point on the supply curve.  Instead,  they are referring to the entire supply 
curve,  to the complete relationship between desired sales and all possible prices of the 
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product.   Supply   refers to the entire relationship between the quantity supplied of a 
product and the price of that product,  other things being equal.  A single point on the 
supply curve refers to the  quantity supplied  at that price.  

   Shifts in  the Supply Curve    A shift in the supply curve means that at each price there 
is  a change in the quantity supplied.  An increase in the quantity supplied at each price 
is  shown in   Figure   3-6  .  This change appears as a rightward shift in the supply curve.  In 
contrast,  a decrease in the quantity supplied at each price would appear as a leftward 
shift.  For supply,  as for demand, there is an important general rule:  

    supply     The entire relationship 

between  the quantity of some 

commodity that producers wish  

to  sel l  and  the price of that 

commodity, other th ings being 

equal .    

    FIGURE   3-5      The Supply of Apples
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A Supply Schedu le for Apples A Supply Curve for Apples     

 Both the table and the graph show the quantities that producers want to sell at various prices,   ceteris paribus  .   For 
example,  row  w   indicates that if the price of apples were $60 per bushel,  producers would want to sell 65  000 bushels 
per year.  The supply curve,  labelled  S  ,  relates quantity of apples supplied to the price of apples;  its positive slope indi-
cates that quantity supplied increases as price increases.

  A change in any of the variables (other than the products own price)  that af ects 
the quantity supplied will shift the supply curve to a new position.   

 Lets now consider five possible causes of shifts in supply curves.  

    1 .  Prices of Inputs.     All things that a firm uses to produce its outputs,  such as materials,  
labour,  and machines,  are called the firms  inputs  .  Other things being equal,  the higher 
the price of any input used to make a product,  the less profit there will be from mak-
ing that product.  We expect,  therefore,  that the higher the price of any input used by a 
firm, the less the firm will produce and offer for sale at any given price of the product.  
A rise in the price of inputs therefore shifts the supply curve for the product to the left,  
a fall in the price of inputs makes production more profitable and therefore shifts the 
supply curve to the right.   

   2 .  Technology.     At any given time,  what is  produced and how it is  produced depend 
on the state of knowledge.  Over time,  however,  knowledge changes.  The enormous 
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increase in production per worker that has been going on in industrial societies for 
over 200 years is  due largely to improved methods of production.  The Industrial 
Revolution is  more than a historical event;  it is  a  present reality.  Discoveries in chem-
istry have led to lower costs  of production for well-established products,  such as 
paints,  as  well  as  to a large variety of new products made of plastics  and synthetic 
fibres.  Silicon chips and fibre optics have radically changed products,  such as  cell 
phones,  computers,  and surgical devices,  and the consequent development of smaller 
computers has revolutionized the production and lowered the costs  of countless other 
non-electronic products.  

 Any technological innovation that decreases the amount of inputs needed per unit 
of output reduces production costs and hence increases the profits that can be earned 
at any given price of the product.  Because increased profitability leads to increased 
willingness to produce,  this change shifts the supply curve to the right.  

 A reduction or deterioration in technology is very rare,  although in the agricultural 
sector significant changes in weather can have a similar effect.  Drought,  excessive rain,  
or flooding can all massively reduce the supply of wheat and other crops growing in 
temperate climates.  In tropical climates,  hurricanes can wipe out a coffee or banana 
crop,  and a cold snap or frost can decimate the supply of fruit.   

   3 .  Government Taxes or Subsid ies.     We have seen that anything increasing firms  costs will 
shift the supply curve to the left,  and anything decreasing firms  costs will shift the sup-
ply curve to the right.   As we will see in later chapters,  g    overnments often levy special 
taxes on the production of specific goods,  such as gasoline,  cigarettes,  and alcohol.  
These taxes make the production and sale of these goods less profitable.  The result is  
that the supply curve shifts to the left.  

 For other goods,  governments  often subsidize  producersthat is,  they pay 
producers  a  specific amount for each unit of the  good produced.  This  often occurs 

      FIGURE   3-6      An  I ncrease in  the Supply of Apples

  A cost-saving innovation increases the quantity supplied at each price.   This is  shown by the rightward shift in the sup-
ply curve,  from  S   0   to  S   1  .  As a result of a cost-saving innovation, the quantity that is supplied at a price of $100 per 
bushel rises from 95 000 to 125 000 bushels per year.  A similar rise occurs at every price.   
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for agricultural  products,  especially in the United States  and the European Union.  
In such situations,  the  subsidy increases  the profitability of production and shifts 
the  supply curve to  the  right.  For example,  environmental  concerns  have led the 
U.S.  and Canadian governments  in  recent years  to  provide subsidies  for the  pro-
duction of biofuels.  These  subsidies  have caused the supply curve for biofuels  to 
shift to  the  right.   

   4.  Prices of Other Products.     Changes in the price of one product may lead to changes in 
the supply of some other product because the two products are either  substitutes   or 
 complements   in the production process.  

 A prairie farmer, for example,  can plant his field in wheat or oats.  If the market 
price of oats falls,  thus making oat production less profitable,  the farmer will be more 
inclined to plant wheat.  In this case,  wheat and oats are said to be  substitutes   in pro-
ductionfor every extra hectare planted in one crop, one fewer hectare can be planted 
in the other.  In this example,  a reduction in the price of oats leads to an increase in the 
supply of wheat.  

 An excellent example in which two products are  complements   in production is oil 
and natural gas,  which are often found together below Earths surface.  If the market 
price of oil rises,  producers will do more drilling and increase their production of oil.  
But as more oil wells are drilled, the usual outcome is that more of  both   natural gas 
and oil are discovered and then produced.  Thus,  the rise in the price of oil leads to an 
increase in the supply of the complementary productnatural gas.   

   5 .  Number of Suppl iers.     For given prices and technology,  the total amount of any prod-
uct supplied depends on the number of firms producing that product and offering it for 
sale.  If profits are being earned by current firms, then more firms will choose to enter 
this industry and begin producing.  The effect of this increase in the number of suppliers 
is  to shift the supply curve to the right.  Similarly,  if the existing firms are losing money,  
they will eventually leave the industry;  such a reduction in the number of suppliers 
shifts the supply curve to the left.      

   Movements Along the Curve Versus Shifts of the Whole Curve    As with demand, it 
is  important to distinguish movements along supply curves from shifts of the whole 
curve.  Economists reserve the term  change in supply   to describe a shift of the whole 
supply curvethat is,  a change in the quantity that will be supplied at every price.  
The term  change in quantity supplied   refers to a movement from one point on a sup-
ply curve to another point,  either on the same supply curve or on a new one.  In other 
words,  an increase in supply means that the whole supply curve has shifted to the right,  
so that the quantity supplied at any given price has increased; a movement up and to 
the right along a supply curve indicates an increase in the quantity supplied in response 
to an increase in the price of the product.    

    change in  supply     A change in  

the quantity supplied  at each  

possible price of the commodity, 

represented  by a  shift in  the 

whole supply curve.    

    change in  quantity supplied  

    A change in  the specific quantity 

suppl ied, represented  by a  

change from one point on  a  

supply curve to  another point, 

either on  the original  supply 

curve or on  a  new one.    

  A change in quantity supplied can result from a change in supply with the price 
constant,  a movement along a given supply curve because of a change in the price,  
or a combination of the two.   

 An exercise you might find useful is  to construct a diagram similar to   Figure   3-4  ,  
emphasizing the difference between a shift of the supply curve and a movement along 
the supply curve.     
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    3 .3    THE DETERMINATION  OF PRICE   

 So far we have considered demand and supply separately.  We now come to a key question:  
How do the two forces of demand and supply interact to determine price?  Before consid-
ering this question, you should know that the demand-and-supply model does  not  apply 
to all markets.  See  Applying Economic Concepts 3-1   for a discussion of why the model in 
this chapter applies well to apples (and many other commodities)  but not to many more 
interesting products, such as iPhones (and a whole range of differentiated  products).  

   The Concept of a  Market  

 Originally,  the term  market  designated a physical place where products were bought 
and sold.  We still use the term this way to describe such places as Granville Island Mar-
ket in Vancouver,  Kensington Market in Toronto,  or Jean Talon Market in Montreal.  
Once developed,  however,  theories of market behaviour were easily extended to cover 
products,  such as wheat or oil,  that can be purchased anywhere in the world at a price 
that tends to be uniform the world over.  Today we can also buy and sell most consumer 
products in markets that exist online.  The idea that a  market  must be a single geo-
graphic location where consumers can go to buy something became obsolete long ago.   

 For present purposes,  a  market   may be defined as existing in any situation (such 
as a physical place or an electronic medium)  in which buyers and sellers negotiate the 
exchange of goods or services.  

 Individual markets differ in the degree of  competition   among the various buyers and 
sellers.  In the next few chapters we will examine markets in which the number of buyers 
and sellers is sufficiently large that no one of them has any appreciable influence on the 
market price.  This is a rough definition of what economists call  perfectly competitive 
markets.    Starting in   Chapter   10  ,  we will consider the behaviour of markets in which there 
are small numbers of either sellers or buyers.  But our     initial theory of markets, based on 
the interaction of demand and supply, will be a very good description of the markets for 
such things as wheat, pork, newsprint, coffee, copper, oil,  and many other commodities.   

   Market Equi l ibrium  

 The table in   Figure   3 -7   brings together the demand and supply schedules from   Figures  
 3-1    and   3 -5   .  The quantities of apples demanded and supplied at each price can now be 
compared.  

 There is  only one price,  $60 per bushel,  at which the quantity of apples demanded 
equals the quantity supplied.  At prices less than $60 per bushel,  there is a shortage of 
apples because the quantity demanded exceeds the quantity supplied.  This is a situa-
tion of  excess demand  .  At prices greater than $60 per bushel,  there is  a surplus of 
apples because the quantity supplied exceeds the quantity demanded.  This is  a situation 
of  excess supply  .  This same story can also be told in graphical terms.  The quantities 
demanded and supplied at any price can be read off the two curves;  the excess supply 
or excess demand is shown by the horizontal distance between the curves at each price.    

 To examine the determination of market price,  lets suppose first that the price is  
$100 per bushel.  At this price,  95  000 bushels are offered for sale,  but only 40 000 
bushels are demanded.  There is  an excess supply of 55  000 bushels per year.  Apple sell-
ers are then likely to cut their prices to get rid of this surplus.  And purchasers,  observing 

    market     Any situation  in  which  

buyers and  sel lers can  negotiate 

the exchange of goods or 

services.    

    excess demand     A situation  

in  which, at the given  price, 

quantity demanded  exceeds 

quantity supplied.    

    excess supply     A situation  

in  which, at the given  price, 

quantity supplied  exceeds 

quantity demanded.    
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the stock of unsold apples,  will begin to offer less money for the product.  In other 
words,   excess supply causes downward pressure on price  .  

 Now consider the price of $20 per bushel.  At this price,  there is excess demand.  
The 20 000 bushels produced each year are snapped up quickly,  and 90 000 bushels 
of desired purchases cannot be made.  Rivalry between would-be purchasers may lead 
them to offer more than the prevailing price to outbid other purchasers.  Also,  sellers 
may begin to ask a higher price for the quantities that they do have to sell.  In other 
words,   excess demand causes upward pressure on price  .  

 Finally,  consider the price of $60.  At this price,  producers want to sell 65  000 
bushels per year,  and purchasers want to buy that same quantity.  There is  neither a 
shortage nor a surplus of apples.  There are no unsatisfied buyers to bid the price up,  
nor are there unsatisfied sellers to force the price down.  Once the price of $60 has been 
reached,  therefore,  there will be no tendency for it to change.  

   APPLYI NG  ECONOM IC  CONCEPTS    3 -1  

 Why Apples but Not iPhones?   

 The demand-and-supply model that we have developed 
in this chapter does  not  apply to the markets for all 
goods and services,  and there is a good reason why our 
example throughout the chapter has been apples and not,  
for example,  iPhones,  cars,  brand-name clothing,  or even 
textbooks.  Three conditions must be satisfied in order 
for price determination in a market to be well described 
by the demand-and-supply model.  

    1 .  There must be a large number of consumers of 
the product,  each one small relative to the size 
of the market.   

   2.  There must be a large number of producers of 
the product,  each one small relative to the size 
of the market.   

   3 .  Producers must be selling identical or homoge-
neous  versions of the product.    

 The first assumption ensures that no single con-
sumer is large enough to influence the market price 
through their buying actions.  This is  satisfied in most 
markets,  although there are important exceptions.  For 
example,  Canadian provincial governments are dom-
inant purchasers of prescription drugs in Canada, and 
their  market power  tends to keep prices below what they 
would otherwise be.  

 The second assumption ensures that no single 
producer is large enough to influence the market price 
through their selling actions.  There are many markets in 
which this is  not true.  For example,  DeBeers controls the 
sale of a large fraction of the worlds rough diamonds,  
and thus it can alter the market price through its sales 

restrictions.  Hydro Quebec is the sole producer of elec-
tricity in the province of Quebec and sets the price that 
consumers pay.  In contrast,  most producers of fruits and 
vegetables are very small relative to the size of the market 
and have no ability to influence the market price.  

 The third assumption ensures that there will be a 
single price in the market because producers have no 
ability to  differentiate   their product from those of other 
producers.  This condition is satisfied in many markets 
for commoditiessteel,  aluminum, copper,  wheat,  oil,  
natural gas,  lumber,  newsprint,  beef,  pork,  etc.  But it is  
 not  satisfied in the markets for many consumer prod-
ucts such as smartphones and other electronic devices,  
cars and motorcycles,  clothing,  and fast food and other 
restaurant meals.  In these cases,  each producer sells a 
different version of the product and spends considerable 
advertising resources trying to convince consumers to 
purchase their version.  In these markets,  differentiated 
products sell at different prices.  

 When  all three   conditions are satisfied,  economists 
use the demand-and-supply model to explain the deter-
mination of market price and quantity.  This model has 
proven to be very successful in explaining outcomes in 
markets such as oil,  steel,  copper,  wheat,  soybeans,  beef,  
pork,  newsprint,  lumber,  foreign currencies,  financial 
assets like stocks and bondsand apples!  

 So be careful when you try to apply the demand-
and-supply model.  It works very well in describing the 
events in many markets,  but not so well for others.   Later 
chapters in this book will examine the more complex 
markets for which we need a more advanced model.   
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 Equilibrium implies a state of rest,  or balance,  between opposing forces.  The  equi-
librium price   is  the one toward which the actual market price will tend.  Once estab-
lished,  it will persist until it is  disturbed by some change in market conditions that shifts 
the demand curve,  the supply curve,  or both.  

    equil ibrium price     The price 

at which  quantity demanded  

equals quantity supplied. Also 

cal led  the  market-clearing price  .     

   FIGURE   3-7      The Equi l ibrium Price of Apples

  The equilibrium price corresponds to the intersection of the demand and supply curves.   At any price above $60, 
there is excess supply and thus downward pressure on price.  At any price below $60, there is excess demand and thus 
upward pressure on price.  Only at a price of $60 is there no pressure for price to change.  Equilibrium occurs at point 
 E,   at a price of $60 and quantity exchanged equal to 65  000 bushels.   
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Demand  and  Supply Schedu les Demand  and  Supply Curves   

  The price at which the quantity demanded equals the quantity supplied is  called the 
equilibrium price,  or the market-clearing price.  [5]   

 Any price at which the market does not clearthat is,  quantity demanded does 
not equal quantity suppliedis called a  disequilibrium price  .  Whenever there is  either 
excess demand or excess supply in a market,  that market is  said to be in a state of  dis-
equilibrium  ,  and the market price will be changing.    

   Figure   3-7   makes it clear that the equilibrium price occurs where the demand and 
supply curves intersect.  Below that price,  there is  excess demand and hence upward 
pressure on the existing price.  Above that price,  there is  excess supply and hence down-
ward pressure on the existing price.    3       

    d isequil ibrium price     A price at 

which  quantity demanded  does 

not equal  quantity suppl ied.    

    d isequil ibrium     A situation  in  a  

market in  which  there is excess 

demand  or excess supply.    

   3    When economists graph a demand (or supply)  curve,  they put the variable to be explained (the depend-
ent variable)  on the horizontal axis and the explanatory variable (the independent variable)  on the vertical 
axis.  This is backward  to what is  usually done in mathematics.  The rational explanation of what is now 
economists  odd practice is  buried in the history of economics and dates back to Alfred Marshalls  Principles 
of Economics   (1890)   [6]  .  For better or worse,  Marshalls scheme is now used by all economists,  although 
mathematicians never fail to wonder at this example of the odd ways of economists.  
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   Changes in  Market Equi l ibrium  

 Changes in any of the variables, other than price,  
that influence quantity demanded or supplied 
will cause a shift in the demand curve, the sup-
ply curve, or both.  There are four possible shifts:  
an increase in demand (a rightward shift in the 
demand curve),  a decrease in demand (a leftward 
shift in the demand curve),  an increase in supply (a 
rightward shift in the supply curve),  and a decrease 
in supply (a leftward shift in the supply curve).   

 To discover the effects of each of the pos-
sible curve shifts,  we use the method known as 
 comparative statics  .    4     With this method, we derive 
predictions about how the  endogenous   variables (equilibrium price and quantity)  will 
change following a change in a single  exogenous   variable ( the variables whose changes 
cause shifts in the demand and supply curves) .  We start from a position of equilibrium 
and then introduce the change to be studied.  We then determine the new equilibrium 
position and compare it with the original one.  The difference between the two positions 
of equilibrium must result from the change that was introduced, because everything 
else has been held constant.  

 The changes caused by each of the four possible curve shifts are shown in 
  Figure   3-8   .  Study the figure carefully.  Previously,  we had given the axes specific labels,  
but because it is  now intended to apply to any product,  the horizontal axis is simply 
labelled Quantity.  This means quantity per period in whatever units output is  meas-
ured.  Price,  the vertical axis,  means the price measured as dollars per unit of quantity 
for the same product.   

 The effects of the four possible curve shifts are as follows:  

    1 .  An increase in demand causes an increase in both the equilibrium price and the 
equilibrium quantity exchanged.   

   2.  A decrease in demand causes a decrease in both the equilibrium price and the 
equilibrium quantity exchanged.   

   3 .  An increase in supply causes a decrease in the equilibrium price and an increase in 
the equilibrium quantity exchanged.   

   4.  A decrease in supply causes an increase in the equilibrium price and a decrease in 
the equilibrium quantity exchanged.    

 Demonstrations of these effects are given in the caption to   Figure   3-8   .  The intuitive 
reasoning behind each is as follows:  

     1 .  An increase in demand (the demand curve shifts to the right).     An increase in 
demand creates a shortage at the initial equilibrium price,  and the unsatisfied buy-
ers bid up the price.  This rise in price causes a larger quantity to be supplied,  with 
the result that at the new equilibrium more is exchanged at a higher price.   

    comparative statics     The 

derivation  of predictions by 

analyzing the effect of a  change 

in  a  single exogenous variable 

on  the equi l ibrium.    

  4   The term  static   is  used because we are not concerned with the actual path by which the market goes from 

the first equilibrium position to the second, or with the time taken to reach the second equilibrium.  Analysis 

of these movements would be described as dynamic analysis.  
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     Many commodities like those listed here are actively traded in 
international markets and their equilibrium prices fluctuate daily.

Source:  Based on the data from Commodities & Futures,  TMX 
Money, tmx.quotemedia.com/futures.php.  Accessed August 22,  
2012.    
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    2.  A decrease in demand (the demand curve shifts to the left).     A decrease in demand 
creates a surplus at the initial equilibrium price,  and the unsuccessful sellers bid 
the price down.  As a result,  less of the product is  supplied and offered for sale.  At 
the new equilibrium, both price and quantity exchanged are lower than they were 
originally.   

    3 .  An increase in supply ( the supply curve shifts to the right).     An increase in supply 
creates a surplus at the initial equilibrium price,  and the unsuccessful suppliers 
force the price down.  This drop in price increases the quantity demanded, and the 
new equilibrium is at a lower price and a higher quantity exchanged.   

    4.  A decrease in supply (the supply curve shifts to the left).     A decrease in supply cre-
ates a shortage at the initial equilibrium price that causes the price to be bid up.  
This rise in price reduces the quantity demanded, and the new equilibrium is at a 
higher price and a lower quantity exchanged.    

 By using the tools we have learned in this chapter,  we can link many real-world 
events that cause demand or supply curves to shift and thus lead to changes in market 
prices and quantities.  For example,  economic growth in rapidly developing countries 
like China and India leads to increases in global demand for a wide range of products 
such as steel,  cement,  copper,  and glass.  Ceteris paribus,  this economic growth will 

      FIGURE   3-8      Shifts in  Demand  and  Supply Curves   

   Shifts in either demand or supply curves will generally lead to changes in equilibrium price and quantity.   In part ( i) ,  
suppose the original demand and supply curves are  D   0   and  S,   which intersect to produce equilibrium at  E   0  ,  with a price 
of  p   0   and a quantity of  Q   0  .  An increase in demand shifts the demand curve to  D   1  ,  taking the new equilibrium to  E   1  .  
Price rises to  p   1   and quantity rises to  Q   1  .  Starting at  E   0  ,  a decrease in demand shifts the demand curve to  D   2  ,  taking 
the new equilibrium to  E   2  .  Price falls to  p   2   and quantity falls to  Q   2  .  

 In part ( ii) ,  the original demand and supply curves are  D   and  S   0  ,  which intersect to produce equilibrium at  E   0  ,  with 
a price of  p   0   and a quantity of  Q   0  .  An increase in supply shifts the supply curve to  S   1  ,  taking the new equilibrium to 
 E   1  .  Price falls to  p   1   and quantity rises to  Q   1  .  Starting at  E   0  ,  a decrease in supply shifts the supply curve from  S   0   to  S   2  ,  
taking the new equilibrium to  E   2  .  Price rises to  p   2   and quantity falls to  Q   2  .    
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increase the equilibrium prices of these products.  For another example,  consider the 
rapid development of hydraulic fracturing (fracking)  in the United States.  In recent 
years,  use of this technology has led to an enormous increase in the supply of natural 
gas in the North American market,  which, ceteris paribus,  has caused a decrease in the 
equilibrium price.  

 It is  worth noting that real-world demand and supply shifts are often not isolated 
events.  More realistic is  that one event causes a shift in the demand curve while some 
other event occurring at the same time causes a shift in the supply curve.  For example,  
an increase in Calgarys population may lead to an increase in demand for residential 
accommodation while,  at the same time,  increased construction of condos and houses 
increases the supply.  If these demand and supply shifts occur at the same time and 
are of the same magnitude,  there may be no noticeable effect on the equilibrium price 
(although equilibrium quantity would increase).  

 Readers are referred to several Study Exercises at the end of this chapter to work 
through examples of demand and supply shifts,  and the predicted effects on equilib-
rium price and quantity.   

   A Numerical  Example  

 Changes in market equilibrium can also be examined by using a simple algebraic model.  
For example,  consider the (hypothetical)  wholesale market for potatoes in Atlantic 
Canada in 2016.  The price is the dollar price per 100 kg and the quantity is the number 
of 100 kg units ( in thousands) .  The demand and supply curves are:  

  Q   D   5  100 2  3  p   
   Q   S   5  20 1  2  p   

 Notice that the many things shifting the demand curve (such as income, tastes,  
etc.)  are not explicitly shown in the demand equation.  Instead,  their effect is already 
represented in the constant term of 100.  The demand equation shows that for every 
$1  increase in the price,  quantity demanded falls by 3000 units per year.  Similarly,  the 
many things shifting the supply curve are not shown explicitly,  but their effect is  shown 
inside the constant term of 20.  From the supply equation it is  clear that each $1  increase 
in the price leads to an increase in quantity supplied of 2000 units per year.  

 In order to determine the market equilibrium, we need to find the single price at 
which  Q   D   5   Q   S  .  By setting  Q   D  5   Q   S  ,  we get:  

 100 2  3  p   5  20 1  2  p   

 which can be rewritten to get:  

 80 5  5  p  
  p   5  16 

 The equilibrium price for potatoes is  therefore $16 per 100 kg unit.  To find the equilib-
rium quantity,  we substitute this price into either  the demand or supply equation.  Using 
the demand equation,  we get 

  Q   D   5  1 00 2  3 (16)  5  52 

 So the equilibrium quantity of potatoes in Atlantic Canada in 2016 is 52 000 units (of 
100 kg each).  Readers are directed to the Study Exercises at the end of this chapter to 
work through other algebraic and numerical examples of market equilibrium.   
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   Relative Prices  

 The theory we have developed explains how individual prices are determined by the 
forces of demand and supply.  To facilitate matters,  we have made  ceteris paribus   
assumptions.  Specifically,  we have assumed the constancy of all prices except the one 
we are studying.  This assumption forces us to make the distinction between  absolute   
prices and  relative   prices.  

 The price of a product is  the amount of money that must be spent to acquire one 
unit of that product.  This is  called the  absolute price   or  money price.   A  relative price   is  
the ratio of two absolute prices;  it expresses the price of one good in terms of (relative 
to)  another.    

 We have been reminded several times that what matters for demand and supply 
is the price of the product in question  relative to the prices of other products  ;  that is,  
what matters is  the relative price.  For example,  if the price of carrots rises while the 
prices of other vegetables are constant,  we expect consumers to reduce their quantity 
demanded of carrots as they substitute toward the consumption of other vegetables.  In 
this case,  the  relative   price of carrots has increased.  But if the prices of carrots and all 
other vegetables are rising at the same rate,  the relative price of carrots is constant.  In 
this case we expect no substitution to take place between carrots and other vegetables.  

    relative price     The ratio of the 

money price of one commodity 

to  the money price of another 

commodity;  that is, a  ratio of 

two absolute prices.    

    absolute price     The amount of 

money that must be spent to 

acquire one unit of a  commodity. 

Also cal led  money price.    

    S U MMARY  

    3 .1        DEMAND LO 1,  2    

     The amount of a product that consumers want to pur-
chase is called  quantity demanded .  It is  a flow expressed 
as so much per period of time.  It is  determined by tastes,  
income, the products own price,  the prices of other 
products,  and population.   

    The relationship between quantity demanded and price 
is represented graphically by a demand curve that 
shows how much will be demanded at each market 
price.  Quantity demanded is assumed to increase as the 
price of the product falls,  other things held constant.  
Thus,  demand curves are negatively sloped.   

    A shift in a demand curve represents a change in the 
quantity demanded at each price and is referred to as a 
 change in demand .   

    An increase in demand means the demand curve shifts 
to the right;  a decrease in demand means the demand 
curve shifts to the left.   

    It is  important to make the distinction between a 
movement along a demand curve (caused by a change 
in the products price)  and a shift of a demand curve 
(caused by a change in any of the other determinants of 
demand).     

      3 .2      SUPPLY LO 3,  4     

     The amount of a good that producers wish to sell is  
called  quantity supplied .  It is  a flow expressed as so 
much per period of time.  It depends on the products 
own price,  the costs of inputs,  the number of suppliers,  
government taxes or subsidies,  the state of technology, 
and prices of other products.   

    The relationship between quantity supplied and price 
is represented graphically by a supply curve that shows 
how much will be supplied at each market price.  Quan-
tity supplied is assumed to increase as the price of the 
product increases,  other things held constant.  Thus,  
supply curves are positively sloped.   

  In microeconomics,  whenever we refer to a change in the price of one product,  we 
mean a change in that products relative price,  that is,  a change in the price of that 
product relative to the prices of all other goods.      
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      3 .3      THE DETERMINATION  OF PRICE LO 5     

     The  equilibrium price   is  the price at which the quantity 
demanded equals the quantity supplied.  At any price 
below equilibrium, there will be excess demand; at any 
price above equilibrium, there will be excess supply.  
Graphically,  equilibrium occurs where the demand and 
supply curves intersect.   

    Price rises when there is excess demand and falls when 
there is excess supply.  Thus,  the actual market price 
will be pushed toward the equilibrium price.  When it is  
reached, there will be neither excess demand nor excess 
supply,  and the price will not change until either the 
supply curve or the demand curve shifts.   

    A shift in the supply curve indicates a change in the 
quantity supplied at each price and is referred to as a 
 change in supply.    

    An increase in supply means the supply curve shifts to 
the right;  a decrease in supply means the supply curve 
shifts to the left.   

    By using the method of  comparative statics,   we can 
determine the effects of a shift in either demand or 
supply.  An increase in demand raises both equilibrium 
price and equilibrium quantity;  a decrease in demand 
lowers both.  An increase in supply raises equilibrium 
quantity but lowers equilibrium price;  a decrease in sup-
ply lowers equilibrium quantity but raises equilibrium 
price.   

    The absolute price of a product is its price in terms of 
money; its relative price is its price in relation to other 
products.      

    It is  important to make the distinction between a move-
ment along a supply curve (caused by a change in the 
products price)  and a shift of a supply curve (caused by 
a change in any of the other determinants of supply).     

    Stock and flow variables   
    Ceteris paribus   or other things being 
equal    

   Quantity demanded   
   Demand schedule and demand 
curve   

   Change in quantity demanded versus 
change in demand   

   Quantity supplied   
   Supply schedule and supply curve   
   Change in quantity supplied versus 
change in supply   

   Equilibrium, equilibrium price,  and 
disequilibrium   

   Comparative statics   
   Relative and absolute prices     

   KEY  CON CEPTS  

    STUDY EXERCISES  

  Make the grade with MyEconLab:  Study Exercises marked in  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

# MyEconLab    

            Fill  in the blanks to complete the statements about a 
supply-and-demand model,  as applied in the following 
situations.  

    a.  Consider the market for cement in Toronto.  If,   cet-
eris paribus,   half the producers in this market shut 
down, the                    curve for cement will shift to 
the                   ,  indicating a(n)                     in                   .   

   b.  Consider the market for Canadian softwood lum-
ber (a normal good).  If,   ceteris paribus,   average 
incomes in both Canada and the United States 
rise over several years,  the                    curve for 

lumber will shift to the                 ,  indicating a(n)
                  in                 .   

   c.  Consider the market for Quebec artisanal cheeses.  
If,   ceteris paribus,   the price of imported cheeses 
from France rises significantly,  the                    curve 
for Quebec cheeses will shift to the                   ,  
indicating a(n)                     in                   .   

   d.  Consider the market for milk in the United States.  
If,   ceteris paribus,   the U.S.  government decreases 
subsidies to dairy farmers,  the                    curve for 
milk will shift to the                   ,  indicating a(n)
                    in                   .   
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   e.  Consider the world market for shipping containers.  
If,   ceteris paribus,   the price of steel (a major input)  
rises,  the                    curve for shipping contain-
ers will shift to the                   ,  indicating a(n)
                    in                   .   

   f.  Consider the market for hot dog buns.  If,   cet-
eris paribus,   the price of wieners doubles,  the
                    curve for hot dog buns will shift to 
the                   ,  indicating a(n)                     in                   .      

           Fill in the blanks to make the following statements 
correct.  

     a.  Ceteris paribus  ,  the price of a product and the 
quantity demanded are related                   .   

    b.  Ceteris paribus  ,  the price of a product and the 
quantity supplied are related                   .   

   c.  At any price above the equilibrium price there will 
be excess                   .  At any price below the equi-
librium price there will be excess                   .   

   d.  The equilibrium price is the price at which quantity 
demanded                    quantity supplied.   

   e.  An increase in demand for some product will usu-
ally cause its equilibrium price to                    and 
also cause an increase in                   .   

   f.  A decrease in the supply of some product will usu-
ally cause its equilibrium price to                    and 
also cause a decrease in                   .      

            The following table shows hypothetical demand 
schedules for sugar for three separate months.  To help 
make the distinction between changes in demand and 
changes in quantity demanded, choose the wording to 
make each of the following statements correct.  

Quantity Demanded 
for Sugar ( in kilograms)

Price/kg October November December

$1 .50 11  000 10 500 13  000

1 .75 10 000 9 500 12 000

2.00 9 000 8  500 11  000

2.25 8  000 7 500 10 000

2.50 7 000 6 500 9 000

2.75 6 000 5 500 8  000

3.00 5 000 4 500 7 000

3.25 4 000 3  500 6 000

3.50 3  000 2 500 5 000

    a.  When the price of sugar rises from $2.50 to $3.00 
in the month of October there is a(n)  (  increase/
decrease  )  in (  demand for/quantity demanded of )  
sugar of 2000 kg.   

   b.  We can say that the demand curve for sugar 
in December shifted (  to the right/to the left )  of 

Novembers demand curve.  This represents a(n)  
(  increase/decrease  )  in demand for sugar.   

   c.  An increase in the demand for sugar means that 
quantity demanded at each price has (  increased/
decreased ) ,  while a decrease in demand for sugar 
means that quantity demanded at each price has 
(  increased/decreased ) .   

   d.  In the month of December,  a price change for sugar 
from $3.50 to $2.75  per kilogram would mean 
a change in (  demand for/quantity demanded of )  
sugar of 3000 kg.   

   e.  Plot the three demand schedules on a graph and 
label each demand curve to indicate whether it is  
the demand for October,  November,  or December.      

            Classify the effect of each of the following as ( i)  
a change in the demand for fish or ( ii)  a change 
in the quantity of fish demanded.  Illustrate each 
diagrammatically.  

    a.  The government of Canada closes the Atlantic cod 
fishery.   

   b.  People buy less fish because of a rise in fish prices.   
   c.  The Catholic Church relaxes its ban on eating meat 

on Fridays.   
   d.  The price of beef falls  and, as a result,  consumers 

buy more beef and less fish.   
   e.  Fears of mercury poisoning lead locals to shun fish 

caught in nearby lakes.   
   f.  It is  generally alleged that eating fish is better for 

ones health than eating meat.      

            Are the following two observations inconsistent?  

    a.  Rising demand for housing causes prices of new 
homes to soar.   

   b.  Many families refuse to buy homes as prices 
become prohibitive for them.      

            Consider households  demand for chicken meat.  For 
each of the events listed below, state and explain the 
likely effect on the demand for chicken.  How would 
each event be illustrated in a diagram?  

    a.  A medical study reports that eating chicken reduces 
the likelihood of suffering from particular types of 
heart problems.   

   b.  A widespread bovine disease leads to an increase in 
the price of beef.   

   c.  Average household income increases.      

            For each of the following statements,  determine 
whether there has been a change in supply or a change 
in quantity supplied.  Draw a demand-and-supply dia-
gram for each situation to show either a movement 
along the supply curve or a shift of the supply curve.  

    a.  The price of Canadian-grown peaches skyrockets 
during an unusually cold summer that reduces the 
size of the peach harvest.   
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   b.  An increase in income leads to an increase in the 
price of family-restaurant meals,  and to an increase 
in their sales.   

   c.  Technological improvements in electronic publish-
ing lead to price reductions for e-books and an 
increase in e-book sales.   

   d.  A low-carb diet becomes popular and leads to a 
reduction in the price of bread and less bread being 
sold.      

           The following supply and demand schedules describe a 
hypothetical Canadian market for potash.  

Price 
($  per tonne)

Quantity 
Supplied 

(million tonnes)

Quantity 
Demanded 

(million tonnes)

280 8.5 12.5

300 9.0 11 .0

320 9.5 9.5

340 10.0 8.0

360 10.5 6.5

380 11 .0 5.0

    a.  What is the equilibrium price of potash?   
   b.  How much potash would actually be purchased if 

the price was $280 per tonne?   
   c.  How much potash would actually be sold if the 

price was $360 per tonne?   
   d.  At a price of $280 per tonne,  is  there excess supply 

or demand?  How much?   
   e.  At a price of $360 per tonne,  is  there excess supply 

or demand?  How much?   
 f.    If the price is $280 per tonne,  describe the forces 

that will cause the price to change.   
   g.  If the price is $360 per tonne,  describe the forces 

that will cause the price to change.      

            The following diagram describes the hypothetical 
demand and supply for canned tuna in Canada in 2016.  

 

0.50

 0

1 .00

1 .50

2.00

2.50

3.00

4.00

4.50

3.50

1 2 3 4 5 8 9 10 11 126 7

Quantity (millions of cans)

 P
ri
ce
 (
d
o
ll
a
rs
 p
er
 c
a
n
)

S

D

   

    a.  Suppose the price of a can of tuna is $4.00.  What is 
the quantity demanded?  What is the quantity sup-
plied?  At this price,  is  there a shortage or a surplus?  
By what amount?   

   b.  Suppose the price of a can of tuna is $1 .50.  What is 
the quantity demanded?  What is the quantity sup-
plied?  At this price,  is  there a shortage or a surplus?  
By what amount?   

   c.  What is the equilibrium price and quantity in this 
market?      

            Consider the world market for a particular quality of 
coffee beans.  The following table shows the demand 
and supply schedules for this market.  

Price 
(per 

Quantity 
Demanded

Quantity 
Supplied

kilogram) (millions of kilograms per year)

$2.00 28 10

$2.40 26 12

$3.10 22 13.5

$3.50 19.5 19.5

$3.90 17 22

$4.30 14.5 23.5

    a.  Plot the demand and supply schedules on a diagram.   
   b.  Identify the amount of excess demand or supply 

associated with each price.   
   c.  Identify the equilibrium price in this market.   
   d.  Suppose that a collection of national governments 

were somehow able to set a minimum price for 
coffee equal to $3.90 per kilogram.  Explain the 
outcome in the world coffee market.      

            Early in 2011 ,  the world price of copper reached a 
record high of over $10 000 per tonne.  Two events 
appeared to lie behind this high price.  First,  Chinas 
rapid economic growth and the massive building of 
infrastructure.  Second, an explosion closed a major 
Chilean port used for shipping a substantial fraction of 
the worlds copper output.  Use a demand-and-supply 
diagram to illustrate these events in the copper market,  
and explain how each event shifts either the demand 
curve or the supply curve.    

            There has been explosive growth in the demand for the 
green leafy vegetable kale in recent years,  as consum-
ers learned of its health benefits.  The demand curve 
has shifted significantly rightward.  However,  the price 
of a bunch of kale in the grocery store has been fairly 
stable.  Draw a demand-and-supply diagram showing 
the market for kale,  and explain how the price of kale 
could remain stable in the face of such an enormous 
growth in demand.  (Hint:  there are two possible scen-
arios in which the equilibrium price does not change.)    
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           Consider the world market for wheat.  Suppose there 
is a major failure in Russias wheat crop because of a 
severe drought.  Explain the likely effect on the equi-
librium price and quantity in the world wheat market.  
Also explain why Canadian wheat farmers certainly 
benefit from Russias drought.  The following diagrams 
provide a starting point for your analysis.  
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            Assume you have the following information for the 
global market for agricultural commodity X.  For each 
scenario,  use demand and supply analysis to provide 
a likely explanation for the change in market equilib-
rium.  The prices are per bushel and the quantities are 
millions of bushels.  

Scenario August 2015 August 2016

a.  p  *  5  $142  Q  *  5  315  p  *  5  $180  Q  *  5  315

b.  p  *  5  $142  Q  *  5  315  p  *  5  $128  Q  *  5  360

c.  p  *  5  $142  Q  *  5  315  p  *  5  $135  Q  *  5  275

d.  p  *  5  $142  Q  *  5  315  p  *  5  $142  Q  *  5  400

            This question requires you to solve a supply-and-
demand model algebraically.  Letting  p   be the price of 

the product,  suppose the demand and supply functions 
for some product are given by 

    QD
= 100 - 3p    

    QS
= 10 + 2p    

    a.  Plot both the demand curve and the supply curve.   
   b.  What is the condition for equilibrium in this 

market?   
   c.  By imposing the condition for equilibrium, solve 

for the equilibrium price.   
   d.  Substitute the equilibrium price into either the 

demand or the supply function to solve for the 
equilibrium quantity.  Check to make sure you get 
the same answer whether you use the demand func-
tion or the supply function.   

   e.  Now suppose there is an increase in demand so 
that the new demand function is given by 

   QD
= 180 - 3p    

   Compute the new equilibrium price and quantity.  
Is your result consistent with the  law  of demand?   

   f.  Now suppose that with the new demand curve in 
place,  there is an increase in supply so that the new 
supply function is given by  Q    S    5  90 1  2  p  .  Com-
pute the new equilibrium price and quantity.      

            Find the equilibrium price and quantity for each of the 
following pairs of demand and supply functions.  

     a.  Q   D   5  10 2  2  P    Q   S   5  5  1  3  P    
    b.  Q   D   5  1270 2  10 P    Q   S   5  1000 1  20  P    
    c.  Q   D   5  100 2  0.25  P    Q   S   5  40 1  0.25  P    
    d.  Q   D   5  6000 2  0.2 P    Q   S   5  4000 1  0.8  P    
    e.  Q   D   5  10 000 2  100 P    Q   S   5  100 P                  
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 What Macroeconomics 

Is All  About   

 DURING the mid-2000s,  the economies of 

Canada,  the United States,  Europe,  and Asia were 

growing quickly,  unemployment was low, and it 

appeared to many that there was nothing but smooth 

economic sailing ahead.  Then in 2007,  house prices in 

the United States,  which had been rising quickly over 

the previous decade,  began to falland sharply.  Banks 

and other financial institutions that had invested 

heavily in mortgage-backed securities were in trouble,  

and some very large ones in Europe and the United 

States went bankrupt.  The world economy entered its 

deepest recession in 70 years.  

 In the fall of 2008, government leaders of the 

worlds largest economies,  a group of countries 

known as the G20, met in Washington,  D.C.  They 

discussed large-scale policy interventions to prevent a 

repeat of the Great Depression, the massive decline 

in economic activity that occurred between 1929 and 

1933  and that had enormous economic, political,  and 

social consequences for years to come.  The G20 lead-

ers agreed to take many actions to stave off such an 

economic disaster,  including increasing the level of 

government spending,  reducing interest rates through 

aggressive central-bank actions,  supporting their fail-

ing financial institutions,  and avoiding the imposition 

of new tariffs and other protectionist measures.  

 Why did the U.S.  housing collapse lead to serious 

problems for banks,  and why did these problems lead 

to a global recession?  How can various actions by 

governments help to dampen the scale of recession 

and what are the side effects of such large-scale policy 

interventions?  These are central questions in macro-

economics,  and the events of 20072010 show just 

how important these issues are.  The next several 

chapters are devoted to understanding the essential 

elements of  macroeconomics  .  

       1 9  

    CHAPTER  OUTLI NE  

      1 9.1  KEY MACROECONOMIC VARIABLES    

    1 9.2  GROWTH  VERSUS FLUCTUATIONS       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

      1     d e ne the key macroeconomic variables:  nationa l  income,  

unemployment,  productivi ty,  in a tion ,  in terest rates,  exchange 

rates,  and  net exports.   

     2     understand  that most macroeconomic issues are about ei ther 

long-run  growth  or short-run   uctuations,  and  that government 

pol icy i s  relevant for both .    

      PART    7   :  AN  I N TRODUCTI ON  TO  M ACROECONOM I CS            

441
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  Macroeconomics   is  the study of the behaviour and performance of the economy as a 
whole.  Whereas the detail that occurs in individual markets is  the concern of micro-
economics,  macroeconomics is  concerned with the behaviour of economic  aggregates   
and  averages  ,  such as total output,  total investment,  total exports,  and the price level,  
and with how they may be influenced by government policy.  Their behaviour results 
from activities in many different markets and from the combined behaviour of millions 
of different decision makers.     

 In return for suppressing some valuable detail about individual markets,  studying 
macroeconomics allows us to view the big picture.  When aggregate output rises,  the 
output of many commodities and the incomes of many people rise with it.  When the 
unemployment rate rises,  many workers suffer reductions in their incomes.  When sig-
nificant disruptions occur in the credit markets,  interest rates rise and borrowers find it 
more difficult to finance their desired purchases.  Such movements in economic aggre-
gates matter for most individuals because they influence the health of the industries in 
which they work.  These are the reasons why macroeconomic issues are prominent in 
the news and public discussions,  and why we study macroeconomics.  

 It will become clear as we proceed through this chapter  (and later ones)   that macro-
economists consider two different aspects of the economy.  They think about the  short-
run   behaviour of macroeconomic variables,  such as output,  employment,  and inflation,  
and about how government policy can influence these variables.  This concerns,  among 
other things,  the study of  business cycles  .  They also examine the long-run behaviour of 
the same variables,  especially the long-run path of aggregate output.  This is  the study of 
 economic growth   and is concerned with explaining how investment and technological 
change affect our material living standards over long periods of time.    

   A full understanding of macroeconomics requires understanding the nature of 
short-run  uctuations as well as the nature of long-run economic growth.      

    1 9.1  KEY MACROECONOMIC VARIABLES  

 In this chapter,  we discuss several important macroeconomic variables,  with an empha-
sis on what they mean and why they matter for our well-being.   Here and in   Chapter   20   
we     also explain how the key macroeconomic variables are measured.   The remainder of 
this book     is  about the causes and consequences of changes in each of these variables,  
the many ways in which they interact,  and the effects they have on our well-being.  

   Output and  Income  

 The most comprehensive measure of a nations overall level of economic activity is the 
value of its total production of goods and services,  called  national product ,  or some-
times just called  output .    

   One of the most important ideas in economics is  that the production of goods and 
services generates income.   

  macroeconomics     The study of 

the determination  of economic 

aggregates, such  as total  output, 

total  employment, the price 

level , and  the rate of economic 

growth. 

 As a matter of convention, economists define their terms so that,  for the nation as 
a whole,  all of the economic value that is  produced ultimately belongs to someone in 

M1 9A_RAGA3072_1 5_SE_P7. indd   442 08/01 /1 6   1 2:1 0 PM



C H A P TE R  1 9 :  W H A T  M A C R O EC O N O M I C S  I S  A LL  A B O U T 443

the form of an income claim on that value.  For example,  if a firm produces $100 worth 
of ice cream, that $100 becomes income for the firms workers,  the firms suppliers of 
material inputs,  and the firms owners.  The value of national product is  by definition   
equal to the value of national income.  

 There are several related measures of a nations total output and total income.  
 Their various definitions,  and the relationships among them, are discussed in detail 
in the next chapter.   In this chapter,  we use the generic term  national income   to refer 
to both the value of total output and the value of the income claims generated by the 
production of that output.  

   National  Income:  Aggregation     To measure national income we add up the  values   
of the many different goods and services produced.  We cannot add tonnes of steel to 
loaves of bread, but we can add the dollar value of steel production to the dollar value 
of bread production.  We begin by multiplying the number of units of each good pro-
duced by the price at which each unit is sold.  This yields a dollar value of production 
for each good.  We then sum these values across all the different goods and services 
produced in the economy to give us the quantity of total output,  or national income, 
 measured in dollars  .  This is  usually called  nominal national income  .      

 A change in nominal national income can be caused by a change in either the 
physical quantities or the prices on which it is  based.  To determine the extent to which 
any change is due to quantities or to prices,  economists calculate  real national income  .  
This measures the value of individual outputs,  not at current prices,  but at a set of 
prices that prevailed in some base period.    

 Nominal national income is often referred to as  current-dollar national income  .  
Real national income is often called  constant-dollar national income  .  Real national 
income tells us the value of current output measured at constant pricesthe sum of 
the quantities valued at prices that prevailed in the base period.  Since prices are held 
constant when computing real national income, changes in real national income from 
one year to another reflect  only   changes in quantities.  Comparing real national incomes 
of different years therefore provides a measure of the change in the quantity of output 
that has occurred during the intervening period.   

   National  Income:  Recent H istory    One of the most commonly used measures of 
national income is called  gross domestic product  (  GDP  ) .  GDP can be measured in 
either real or nominal terms; we focus here on real GDP.   The details of its calculation 
will be discussed in   Chapter   20   .  

 Part ( i)  of   Figure   19-1    shows real national income produced by the Canadian econ-
omy since 1965; part ( ii)  shows its annual percentage change for the same period.  The 
GDP series in part ( i)  shows two kinds of movement.  The major movement is a positive 
trend that increased real output by approximately four times since 1965.  This is  what 
economists refer to as  long-term economic growth  .   

 A second feature of the real GDP series is   short-term fluctuations   around the trend.  
Overall growth so dominates the real GDP series that the fluctuations are hardly visible 
in part ( i)  of   Figure   19-1   .  However,  as can be seen in part ( ii) ,  the growth of GDP has 
never been smooth.  In most years,  GDP increases,  but in 1982,  1991 ,  and 2009,  GDP 
actually decreased,  as shown by the negative rate of growth in the figure.  Periods in 
which real GDP actually falls are called  recessions  .     

 The  business cycle   refers to this continual ebb and flow of business activity that 
occurs around the long-term trend.  For example,  a single cycle will usually include an 

  nominal  national  income    Total  

national  income measured  

in  current dol lars. Also cal led  

 current-dollar national income  .  

  real  national  income    National  

income measured  in  constant 

(base-period)  dol lars. I t changes 

only when  quantities change. 

  recession     A fal l  in  the level  of 

real  GDP. Often  defined  precisely 

as two consecutive quarters of 

negative growth  in  real  GDP. 

  business cycle    Fluctuations of 

real  national  income around  its 

trend  value that fol low a  more or 

less wavel ike pattern. 
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interval of quickly growing output,  followed by an interval of slowly growing or even 
falling output.  The entire cycle may last for several years.  No two business cycles are 
exactly the samevariations occur in duration and magnitude.  Some expansions are 
long and drawn out.  Others come to an end before high employment and industrial 
capacity are reached.  Nonetheless,  fluctuations are similar enough that it is  useful to 
identify common factors,  as is  done in  Applying Economic Concepts 1 9-1  .      

   Potential  Output and  the Output Gap    National output (or income)  represents what 
the economy  actually   produces.  An important related concept is  the level of output 
the economy would produce if all resourcesland, labour,  and capitalwere fully 
employed.    1     This concept is usually called  potential output  .  The value of potential out-
put must be estimated using statistical techniques whereas the value of actual output 
can be measured directly.  For this reason,  there is often disagreement among researchers 
regarding the level of potential output,  owing to their different estimation approaches.  
In terms of notation, we use  Y  to denote the economys actual output and  Y *  to denote 
potential output.     

 The  output gap   measures the difference between potential output and actual output,  
and is computed as  Y   Y * .  When actual output is less than potential output  (Y <  Y * ) ,  
the gap measures the market value of goods and services that are not produced because 
the economys resources are not fully employed.  When  Y  is  less than  Y * ,  the output gap 
is called a  recessionary gap  .  When actual output exceeds potential output  (Y >  Y * ) ,  

  potential  output (  Y 
*
)     The 

real  GDP that the economy 

would  produce if i ts productive 

resources were fu l ly employed. 

Also cal led   potential GDP .  

  output gap    Actual  output minus 

potential  output,  Y    Y * .  

  recessionary gap    A situation  in  

which  actual  output is less than  

potential  output,  Y  <   Y * .  
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      FIGURE   19-1      Growth  and  Fluctuations in  Real  GDP,  19652014   

   Real GDP measures the quantity of total output produced by the nations economy during a year.   Real GDP is plotted 
in part ( i) .  With only a few interruptions,  it has risen steadily since 1965, demonstrating the long-term growth of the 
Canadian economy.  Short-term fluctuations are obscured by the long-term trend in part ( i)  but are highlighted in part 
( ii) .  The growth rate fluctuates considerably from year to year.  The long-term upward trend in part ( i)  reflects the posi-
tive average growth rate in part ( ii) ,  shown by the dashed line.   

  (  Source:   Adapted from Statistics Canada, CANSIM database,  Table 380-0106.)    

   1     Full employment  refers to a situation in which the factor markets display neither excess demand nor excess 

supply.  We say more about full employment shortly.  
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the gap measures the market value of production in excess of what the economy can 
produce on a sustained basis.   Y  can exceed  Y *  because workers may work longer 
hours than normal or factories may operate an extra shift.  When  Y  exceeds  Y *  there 
is  often upward pressure on wages and prices,  and thus we say the output gap is an 
 inflationary gap  .          

    Figure   19-2   shows the path of potential GDP since 1985.  The upward trend reflects 
the growth in the productive capacity of the Canadian economy over this period,  caused 
by increases in the labour force,  capital stock,  and the level of technological knowledge.  
The figure also shows actual GDP (reproduced from   Figure   19-1   ) ,  which has kept 
approximately in step with potential GDP.  The distance between the two, which is the 
output gap,  is  plotted in part ( ii)  of   Figure   19-2  .  Fluctuations in economic activity are 
apparent from fluctuations in size of the output gap.    

   Why National  Income Matters    National income is an important measure of economic 
performance.  Short-run movements in the business cycle receive the most attention in 
politics and in the press,  but most economists agree that long-term growthas reflected 
by the growth of  potential GDP  is in many ways the more important of the two.  

 Recessions are associated with unemployment and lost output.  When actual GDP 
is below potential GDP, economic waste and human suffering result from the failure to 
fully employ the economys resources.  Booms, although associated with high employ-
ment and high output,  can bring problems of their own.  When actual GDP exceeds 
potential GDP, inflationary pressure usually ensues,  causing concern for any govern-
ment committed to keeping inflation low.  

  inflationary gap    A situation  in  

which  actual  output exceeds 

potential  output,  Y  >   Y * .  
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      FIGURE   19-2      Potential  GDP and  the Output Gap,  19852014   

   Potential and actual GDP both display an upward trend.   The output gap measures the difference between an econ-
omys potential output and its actual output;  the gap is expressed here as a percentage of potential output.  Since 1985, 
potential and actual GDP have almost doubled.  The output gap in part ( ii)  shows clear fluctuations.  Shaded areas show 
inflationary and recessionary gaps.   

  (  Source:   Authors calculations based on data from Statistics Canada, CANSIM database, Table 380-0106.  Output gap:  
 www.bankofcanada.ca .)    
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 The long-run trend in real per capita national income is an important determin-
ant of improvements in a societys overall standard of living.  When income per person 
grows,  each generation can expect,  on average,  to be better off than preceding ones.  
For example,  over the period shown in   Figure   19-1   ,  per capita income has grown at 
an average rate of about 1 .5  percent per year.  Even at such a modest growth rate,  the 
average persons lifetime income will be about  twice   that of his or her grandparents.  

 Although economic growth makes people materially better off  on average  ,  it does 
not necessarily make  every   individual better offthe benefits of growth are never shared 
equally by all members of the population.  For example, if growth involves significant chan-
ges in the structure of the economy, such as a shift away from agriculture and toward 
manufacturing (as happened in the first part of the twentieth century), or away from 
manufacturing toward some natural resources (as has happened in recent years), then these 
changes will reduce some peoples material living standards for extended periods of time.    

   APPLYI NG  ECONOM IC  CONCEPTS  1 9 -1  

 The Terminology of Business Cycles   

 The accompanying figure shows a stylized business cycle,  
with real GDP fluctuating around a steadily rising level 
of potential GDPthe economys normal capacity to 
produce output.  We begin our discussion of terminology 
with a trough.  
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 A  trough   is  characterized by unemployed resources 
and a level of output that is low in relation to the econ-
omys capacity to produce.  There is a substantial amount 
of unused productive capacity.  Business profits are low; 
for some individual companies,  they are negative.  Confi-
dence about economic prospects in the immediate future 
is lacking,  and, as a result,  many firms are unwilling to 
risk making new investments.  

 The process of  recovery   moves the economy out of 
a trough.  The characteristics of a recovery are many:  
run-down or obsolete equipment is  replaced;  employ-
ment,  income,  and consumer spending all begin to rise;  

and expectations become more favourable.  Investments 
that once seemed risky may be undertaken as firms 
become more optimistic about future business pros-
pects.  Production can be increased with relative ease 
merely by re-employing the existing unused capacity 
and unemployed labour.  

 Eventually the recovery comes to a  peak   at the top of 
the cycle.  At the peak, existing capacity is used to a high 
degree; labour shortages may develop, particularly in cat-
egories of key skills,  and shortages of essential raw materi-
als are likely.  As shortages develop, costs begin to rise, but 
because prices rise also, business remains profitable.  

 Peaks are eventually followed by slowdowns in eco-
nomic activity.  Sometimes this is  just a slowing of the 
increase in income, while at other times the slowdown 
turns into a  recession  .  A recession, or contraction, is  a 
downturn in economic activity.  Common usage defines 
a recession as a fall in real GDP for two successive quar-
ters.  As output falls,  so do employment and household 
incomes.  Profits drop, and some firms encounter finan-
cial difficulties.  Investments that looked profitable with 
the expectation of continually rising income now appear 
unprofitable.  It may not even be worth replacing cap-
ital equipment as it wears out because unused capacity is 
increasing steadily.  In historical discussions,  a recession 
that is deep and long lasting is often called a  depression  ,  
such as the Great Depression in the early 1930s,  dur-
ing which aggregate output fell by 30 percent and the 
unemployment rate increased to 20 percent!  

 These terms are non-technical but descriptive:  The 
entire falling half of the business cycle is often called a 
 slump  ,  and the entire rising half is  often called a  boom  .  
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   Employment,  Unemployment,  and  the Labour Force  

 National income and employment are closely related.  If more output is  to be produced, 
either more workers must be used in production or existing workers must produce 
more.  The first change means a rise in employment;  the second means a rise in output 
per person employed,  which is a rise in  productivity  .  In the short run,  changes in pro-
ductivity tend to be very small;  most short-run changes in output are accomplished by 
changes in employment.  Over the long run,  however,  changes in both productivity and 
employment are significant.  

  Employment   denotes the number of adult workers (defined in Canada as workers 
aged 15  and over)  who have jobs.   Unemployment   denotes the number of adult workers 
who are not employed but who are actively searching for a job.  The  labour force   is  the 
total number of people who are either employed or unemployed.  The  unemployment 
rate   is  the number of unemployed people expressed as a fraction of the labour force:          

   Unemployment rate =
Number of people unemployed

Number of people in the labour force
 * 100 percent   

 The number of people unemployed in Canada is estimated from the Labour Force 
Survey conducted each month by Statistics Canada.  People who are currently without 
a job but who say they have searched actively for one during the sample period are 
recorded as unemployed.  

   Frictional,  Structural ,  and  Cycl ical  Unemployment    When the economy is at poten-
tial GDP, economists say there is   full employment .  But for two reasons there will still 
be some unemployment even when the economy is at potential GDP.  

 First,  there is a constant turnover of individuals in given jobs and a constant change 
in job opportunities.  New people enter the workforce;  some people quit their jobs;  
others are fired.  It may take some time for these people to find jobs.  So at any point in 
time, there is  unemployment caused by the normal turnover of labour.  Such unemploy-
ment is called  frictional unemployment .  

 Second, because the economy is constantly adapting to shocks of various kinds,  
at any moment there will always be some mismatch between the characteristics of the 
labour force and the characteristics of the available jobs.  The mismatch may occur,  
for example,  because labour does not currently have the skills that are in demand or 
because labour is not in the part of the country where the demand is located.  This is  
a mismatch between the  structure   of the supplies of labour and the  structure   of the 
demands for labour.  Such unemployment is therefore called  structural unemployment .    

  employment    The number of 

persons 15 years of age or older 

who have jobs. 

  unemployment    The number of 

persons 15 years of age or older 

who are not employed and  are 

actively searching for a  job. 

  labour force    The number of 

persons employed  plus the 

number of persons unemployed. 

  unemployment rate 

   Unemployment expressed  as a  

percentage of the labour force. 

   Even when the economy is  at full employment,  some unemployment exists 
because of natural turnover in the labour market and mismatch between jobs and 
workers.    

 Full employment is said to occur when the  only   unemployment is frictional and struc-
tural, a situation that corresponds to actual GDP being equal to potential GDP.  When 
actual GDP does not equal potential GDP, the economy is not at full employment.  In these 
situations there is some  cyclical  unemployment.  Cyclical unemployment rises and falls 
with the ebb and flow of the business cycle.  

Unemployment also has  seasonal  fluctuations.  For example,  workers employed in 
the fishing industry often are unemployed during the winter,  and ski instructors may be 
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unemployed in the summer.  Because these seasonal fluctuations are relatively regular 
and therefore easy to predict,  Statistics Canada  seasonally adjusts   the unemployment 
statistics to remove these fluctuations,  thereby revealing more clearly the cyclical and 
trend movements in the data.  For example,  suppose that,  on average, the Canadian 
unemployment rate increases by 0.3  percentage points in December.  Statistics Can-
ada would then adjust the December unemployment rate so that it shows an increase 
only if the increase in the  unadjusted  rate exceeds 0.3  percentage points.  In this way,  
the seasonally adjusted December unemployment rate is  reported to increase only if 
unemployment rises by more than its normal seasonal increase.  All the unemployment 
(and other macroeconomic)  data shown in this book are seasonally adjusted.   

   Employment and  Unemployment:  Recent H istory      Figure   19-3    shows the trends in 
the labour force,  employment,  and unemployment since 1960.  Despite booms and 
slumps,  employment has grown roughly in line with the growth in the labour force.  
Although the long-term trend dominates the employment data,  the figure also shows 
that the short-term fluctuations in the unemployment rate have been substantial.  The 
unemployment rate has been as low as 3 .4 percent in 1966 and as high as 12 percent 
during the deep recession of 1982.  Part ( ii)  of   Figure   19-3    also shows that there has been 
a slight upward trend in the unemployment rate over the past 50 years.   In   Chapter   30   
we discuss how some structural changes in the economy can help explain this trend.     

   Why Unemployment Matters    The social significance of unemployment is enormous 
because it involves economic waste and human suffering.  Human effort is  the least 
durable of economic commodities.  If a fully employed economy has 18  million people 
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      FIGURE   19-3      Labour Force,  Employment,  and  Unemployment,  19602015   

   The labour force and employment have grown since 1960 with only a few interruptions.   The unemployment rate 
responds to the cyclical behaviour of the economy.  The labour force and the level of employment in Canada have both 
tripled since 1960.  Booms are associated with a low unemployment rate and slumps with a high unemployment rate.   

  (  Source:   These data are from Statistics Canadas CANSIM database,  Table 282-0087.  Labour force:  Series V2062810.  
Employment:  Series V2062811 .  Unemployment rate is based on authors calculations.)    
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who are willing to work,  their services must either be used this year or wasted.  When 
only 16 million people are actually employed, one years potential output of 2 million 
workers is  lost forever.  In an economy in which there is  not enough output to meet 
everyones needs,  such a waste of potential output is  cause for concern.  

 The loss of income associated with unemployment is clearly harmful to individuals.  
In some cases, the loss of income pushes people into poverty.  But this lost income does not 
capture the full cost of unemployment.  A persons spirit can be broken by a long period 
of searching for work but being unable to find it.  Research has shown that crime, mental 
illness, and general social unrest tend to be associated with long-term unemployment.  

 In the not-so-distant past,  only personal savings, private charity,  or help from 
friends and relatives stood between the unemployed and starvation.  Today, employment 
insurance and social assistance (welfare)  have created a safety net,  particularly when 
unemployment is for short periods,  as is most often the case in Canada.  However,  when 
an economic slump lasts long enough, some unfortunate people exhaust their employ-
ment insurance and lose part of that safety net.  Short-term unemployment can be a feas-
ible though difficult adjustment for many; long-term unemployment can be a disaster.    

   Productivity  

   Figure   19-1    shows that Canadian real GDP 
has increased relatively steadily for many 
years,  reflecting steady growth in the countrys 
productive capacity.  This long-run growth has 
had three general sources.  First,  as shown in 
  Figure   19-3   ,  the level of employment has increased 
significantly.  Rising employment generally 
results from a rising population,  but at times is  
also explained by an increase in the proportion of 
the population that chooses to participate in the 
labour force.  Second, Canadas stock of physical 
capitalthe buildings,  factories,  and machines 
used to produce outputhas increased more 
or less steadily over time.  Third,   productivity   
in Canada has increased in almost every year 
since 1960.  

 Productivity is  a measure of the amount 
of output that the economy produces per 
unit of input.  Since there are many inputs to 
productionland, labour,  and capitalwe can 
have several different measures of productivity.  
One commonly used measure is   labour produc-
tivity  ,  which is the amount of real GDP pro-
duced per unit of labour employed.  The amount 
of labour employed can be measured either as 
the total number of employed workers or by the 
total number of hours worked.    

   Productivity:  Recent H istory      Figure   19-4   
shows two measures of Canadian labour pro-
ductivity since 1976.  The first is the amount of 

  labour productivity    The level  

of real  GDP d ivided  by the level  

of employment (or total  hours 

worked). 

   Rising labour productivity is an important contributor to rising 
material living standards.   The figure shows two measures of 
labour productivity:  real GDP per employed worker and real 
GDP per hour worked.  The first is expressed in  thousands   of 
2007 dollars per worker and has increased at an average annual 
rate of 0.95 percent.  The second is expressed in 2007 dollars 
per hour and has grown at the annual rate of 1 .2 percent.   

  (  Source:   All data are based on authors calculations using 
Statistics Canadas CANSIM database.  Real GDP:  Table 
380-0106.  Total weekly hours worked:  Table 282-0028.  
Employment:  Table 282-0002.)    
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real GDP per employed worker (expressed in thousands of 2007 dollars) .  In 2014, real 
GDP per employed worker was $97 417.  The second measure shows the amount of 
real GDP per  hour worked  ( expressed in 2007 dollars) .  In 2014,  real GDP per hour 
worked was $56.89.   

 The second is a more accurate measure of productivity because the average number 
of hours worked per employed worker changes over time.  In addition to fluctuating 
over the business cycle,  it has shown a long-term decline,  from about 1820 hours per 
year in 1976 to about 1680 hours per year in 2014.  The second measure of productivity 
takes account of these changes in hours worked,  whereas the first measure does not.  

 One pattern is immediately apparent for both measures of productivity.  There has 
been a significant increase in labour productivity over the past four decades.  Real GDP 
per employed worker increased by 44.9 percent from 1976 to 2014, an annual average 
growth rate of 0.95  percent.  Real GDP per hour worked increased by 55.4 per cent 
over the same period,  an annual average growth rate of 1 .2 percent.   

   Why Productivity Matters    Productivity growth is the single largest cause of rising 
material living standards over long periods of time.  Over periods of a few years,  chan-
ges in average real incomes have more to do with the ebb and flow of the business 
cycle than with changes in productivity;  increases in employment during an economic 
recovery and reductions in employment during recessions explain much of the short-
run movements in average real incomes.  As is  clear from   Figure   19-1   ,  however,  these 
short-run fluctuations are dwarfed over the long term by the steady upward trend in 
real GDPan upward trend that comes in large part from rising productivity.  

 Why is the real income for an average Canadian this year so much greater than it 
was for the average Canadian 50 or 100 years ago?  Most of the answer lies in the fact 
that the Canadian worker today is vastly more productive than was his or her counter-
part in the distant past.  This greater productivity comes partly from the better physical 
capital with which Canadians now work and partly from their greater skills.  The higher 
productivity for todays workers explains why their  real wages   ( the purchasing power 
of their earnings)  are so much higher than for workers in the past.  

 The close connection between productivity growth and rising material living stan-
dards explains the importance that is now placed on understanding the determinants 
of productivity growth.  It is  a very active area of economic research,  but there are still 
many unanswered questions.   In   Chapter   25    we address the process of long-run growth 
in real GDP and explore the determinants of productivity growth .    

   I nflation  and  the Price Level   

 Inflation means that prices of goods and services are going up,  on average  .  If you are a 
typical reader of this book, inflation has not been very noticeable during your lifetime.  
When your parents were your age,  however,  high inflation was a major economic prob-
lem.  (Some countries have had their economies almost ruined by very high inflation,  
called  hyperinflation  .   We will say more about this in   Chapter   26  . )   

 For studying inflation,  there are two related but different concepts that are some-
times confused, and it is  important to get them straight.  The first is  the  price level  ,  
which refers to the average level of all prices in the economy and is given by the symbol 
 P  .  The second is the rate of  inflation  ,  which is the rate at which the price level is rising.      

 To measure the price level,  the economic statisticians at Statistics Canada construct 
a  price index  ,  which averages the prices of various commodities according to how 

  price level     The average level  

of a l l  prices in  the economy, 

expressed  as an  index number. 

  inflation    A rise in  the average 

level  of a l l  prices (the price 

level). 
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important they are.  The best-known price index in Canada is the  Consumer Price Index 
(CPI)  ,  which measures the average price of the goods and services bought by the typical 
Canadian household.   Applying Economic Concepts 1 9-2   shows how a price index such 
as the CPI is  constructed.       

As we saw in   Chapter   2   ,  a  price index is a pure numberit does not have any units.  
Yet as we all know, prices in Canada are expressed in dollars.  When we construct a 
price index, the units (dollars)  are eliminated because the price index shows the price of 

  Consumer Price Index (CPI)     An  

index of the average prices of 

goods and  services commonly 

bought by households. 

   APPLYI NG  ECONOM IC  CONCEPTS  1 9 -2  

 How the CPI  Is Constructed   

 Although the details are somewhat more complicated,  
the basic idea behind the Consumer Price Index is 
straightforward, as is  illustrated by the following hypo-
thetical example.  

 Suppose we want to discover what has happened to 
the overall cost of living for typical university students.  
Assume that a survey of student behaviour in 2006 shows 
that the average university student consumed only three 
goodspizza, coffee, and photocopyingand spent a 
total of $200 a month on these items, as shown in   Table   1   .  

     TABLE 1        Expenditure Behaviour in  2006    

Product Price
Quantity 
per Month

Expenditure 
per Month

Photocopies $0.10 per sheet 140 sheets  $14.00

Pizza  8.00 per pizza  15  pizzas  120.00

Coffee    0.75  per cup 88  cups    66.00 

Total 
expenditure

$200.00

 By 2016 in this example,  the price of photocopy-
ing has fallen to 5  cents per copy, the price of pizza has 
increased to $9.00,  and the price of coffee has increased 
to $1 .00.  What has happened to the cost of living over 
this 10-year period?  In order to find out,  we calculate the 
cost of purchasing the 2006 bundle of goods at the prices 
that prevailed in 2016, as shown in   Table   2   .  

 The total expenditure required to purchase the 
bundle of goods that cost $200.00 in 2006 has risen to 
$230.00.  The increase in required expenditure is $30.00,  
which is a 15  percent increase over the original $200.00.  

 If we define 2006 as the base year for the student 
price index  and assign an index value of 100 to the 
cost of the average students expenditure in that year,  the 
value of the index in 2016 is 115.  Thus,  goods and ser-
vices that cost $100.00 in the base year cost $115.00 in 
2016, exactly what is implied by   Table   2   .  

     TABLE   2    2006 Expenditure Behaviour at 
2016 Prices         

Product Price
Quantity 
per Month

Expenditure 
per Month

Photocopies $0.05 per sheet 140 sheets   $7.00

Pizza   9.00 per pizza  15  pizzas  135.00

Coffee 1 .00 per cup 88  cups    88.00 

Total 
expenditure

$230.00

 The Consumer Price Index, as constructed by Sta-
tistics Canada, is  built on exactly the same principles 
as the preceding example.  In the case of the CPI,  many 
thousands of consumers are surveyed, and the prices 
of thousands of products are monitored, but the basic 
method is the same:  

    1.  Survey the consumption behaviour of consumers.   

   2.  Calculate the cost of the goods and services pur-
chased by the average consumer in the year in which 
the original survey was done.  De ne this as the base 
period of the index.   

   3.  Calculate the cost of purchasing the same bundle of 
goods and services in other years.   

   4.  Divide the result of Step 3  ( in each year)  by the 
result of Step 2,  and multiply by 100.  The result is  
the value of the CPI for each year.    

 The CPI is not a perfect measure of the cost of living 
because it does not automatically account for ongoing 
quality improvements or for changes in consumers  
expenditure patterns.  Changes of this type require the 
underlying survey of consumer expenditure to be updated 
from time to time to make sure that the expenditure pat-
terns in the survey more closely match consumers  actual 
expenditure patterns.  
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a basket of goods at some specific time  relative to the price of the same basket of goods   
 in some base period .  Currently,  the base year for Statistics Canadas calculation of the 
CPI is 2002,  which means that the price of the basket of goods is set to be 100 in 2002.  
If the CPI in 2014 is computed to be 125.2,  the meaning is that the price of the basket 
of goods is 25.2 percent higher in 2014 than in 2002.    

   Since the price level is  measured with an index number, its  value at any speci c time 
has meaning only when it is  compared with its  value at some other time.    

 By allowing us to compare the general price level at different times,  a price index,  
such as the CPI,  also allows us to measure the rate of inflation.  For example,  the value 
of the CPI in March 2015 was 126.3  and in March 2014 it was 124.8.  The  rate of infla-
tion   during that one-year period,  expressed in percentage terms,  is equal to the change 
in the price level divided by the initial price level,  times 100:  

    Rate of inflation =

126.3 - 124.8

124.8
* 100 percent

 = 1 .2 percent    

   I nflation:  Recent H istory    The rate of inflation in Canada is currently around 
2 percent per year and has been near that level since the early 1990s.  But during the 
1970s and 1980s inflation in Canada was both high and unpredictable from year to 
year.  It was a serious macroeconomic problem.  

   Figure   19-5    shows the CPI and the inflation rate (measured by the annual rate of 
change in the CPI)  from 1960 to 2015.  What can we learn from this figure?  First,  we 
learn that the price level has not fallen at all since 1960 ( in fact,  the last time it fell 
was in 1953,  and even then it fell only slightly) .  The cumulative effect of this sequence 
of repeated increases in the price level is  quite dramatic:  By 2015, the price level was 
more than six times as high as it was in 1960.  In other words,  you now pay more than 
$6 for what cost $1  in 1960.  The second thing we learn is that,  although the price level 
appears in the figure to be smoothly increasing,  the rate of inflation is actually quite 
volatile.  The increases in the inflation rate into double-digit levels in 1974 and 1979 
were associated with major increases in the world prices of oil and foodstuffs and with 
loose monetary policy.  The declines in inflation in the early 1980s and 1990s were 
delayed responses to major recessions,  which were themselves brought about to a large 
extent by policy actions designed to reduce the existing inflation.   (We will say much 
more about this in   Chapters   28    and      29   .  )     

    Why Inflation Matters    Money is the universal yardstick in our economy.  This does 
not mean that we care only about moneyit means simply that we measure  economic 
values   in terms of money,  and we use money to conduct our economic affairs.  Things 
as diverse as wages,  share values in the stock market,  the value of a house,  and a 
universitys financial endowment are all stated in terms of money.  We value money,  
however,  not for itself but for what we can purchase with it.  The terms  purchasing 
power of money   and  real value of money   refer to the amount of goods and services that 
can be purchased with a given amount of money.  The purchasing power of money is 

  purchasing power of money    The 

amount of goods and  services 

that can  be purchased  with  a  

unit of money. 
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 In reality, inflation is rarely fully anticipated 
or fully unanticipated.  Usually there is some infla-
tion that is expected but also some that comes as 
a surprise.  As a result,  some adjustments in wages 
and prices are made by firms, workers, and consumers, but not all the adjustments that 
would be required to leave the economys allocation of resources unaffected.   We will see 
later, in our discussions of monetary policy and inflation in   Chapters   28    and     29  ,  how the 

 When analyzing the effects  of infla-
tion,  economists  usually make the distinction 
between  anticipated   and  unanticipated   inflation.  
If households  and firms fully anticipate inflation 
over the coming year,  they will  be  able  to  adjust 
many nominal  prices  and wages  so  as  to  main-
tain their real  values.  In this  case,  inflation will 
have fewer real  effects  on the economy than if it 
comes unexpectedly.  For example,  if both work-
ers  and firms expect 2  percent inflation over the 
coming year,  they can agree to  increase nominal 
wages  by 2  percent,  thus  leaving wages constant 
in real  terms.  

  Unanticipated  inflation,  on the other hand, 
generally leads to more changes in the real value 
of prices and wages.  Suppose workers and firms 
expect 2 percent inflation and they increase nom-
inal wages accordingly.  If actual inflation ends up 
being 5  percent,  real wages will be reduced and 
the quantities of labour demanded by firms and 
supplied by workers will change.  As a result,  the 
economys allocation of resources will be affected 
more than when the inflation is anticipated.    

negatively related to the price level.  For example,  
if the price level doubles,  a dollar will buy only 
half as much, whereas if the price level halves,  a 
dollar will buy twice as much.  Inflation reduces 
the real value of anything whose  nominal value   is  
 fixed  in dollar terms.  Thus,  the real value of a $20 
bill,  a savings account,  or the balance that is  owed 
on a student loan is reduced by inflation.      

   The rate of inflation measures the annual rate of increase in 
the price level.   The trend in the price level has been upward 
over the past half-century.  The rate of inflation has varied 
from almost 0 to more than 12 percent since 1960.   

  (  Source:   Based on authors calculations using data from 
Statistics Canadas CANSIM database:  Series V41690973, 
monthly seasonally adjusted consumer price index.  The 
figures shown are annual averages of the monthly data.)    

      FIGURE   19-5       The Price Level  and  the 

Inflation  Rate,  19602015   
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   In ation reduces the purchasing power of 
money.  It also reduces the real value of any 
sum  xed in nominal (dollar)  terms.    

   Anticipated in ation has a smaller ef ect on 
the economy than unanticipated in ation.    
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distinction between anticipated and unanticipated inflation helps us to understand the 
costs associated with  reducing  inflation.     

   I nterest Rates  

 If a bank lends you money,  it will charge you  interest  for the privilege of borrowing 
the money.  If,  for example,  you borrow $1000 today,  repayable in one years time,  you 
may also be asked to pay $6.67 per month in interest.  This makes $80 in interest over 
the year,  which can be expressed as an interest rate of 8  percent per annum.  

 The  interest rate   is  the price that is  paid to borrow money for a stated period of 
time.  It is  expressed as a percentage amount per year per dollar borrowed.  For example,  
an interest rate of 8  percent per year means that the borrower must pay 8  cents per year 
for every dollar that is  borrowed.    

 There are many interest rates.  A bank will lend money to a large business customer 
at a lower rate than it will lend money to youthere is  a lower risk of not being repaid.  
The rate charged on a loan that is  not to be repaid for a long time will usually differ 
from the rate on a loan that is  to be repaid quickly.  

 When economists speak of  the  interest rate,  they mean a rate that is  typical of all 
the various interest rates in the economy.  Dealing with only one interest rate suppresses 
much interesting detail.  However,  because interest rates usually rise and fall together,  
at least for major changes,  following the movement of one rate allows us to consider 
changes in the general level of interest rates.  The  prime interest rate  ,  the rate that banks 
charge to their best business customers,  is  noteworthy because when the prime rate 
changes,  most other rates change in the same direction.  Another high-profile interest 
rate is  the  bank rate  ,  the interest rate that the Bank of Canada (Canadas central bank)  
charges on short-term loans to commercial banks such as the Royal Bank or the Bank 
of Montreal.  The interest rate that the Canadian government pays on its short-term 
borrowing is also a rate that garners considerable attention.  

   I nterest Rates and  Inflation     How does inflation affect interest rates?  To begin 
developing an answer,  imagine that your friend lends you $100 and that the loan is 
repayable in one year.  The amount you pay her for making this  loan,  measured in 
dollar terms,  is  determined by the  nominal interest rate  .  If you pay her $108  in one 
years  time,  $100 will  be repayment of the amount of the loan (which is  called the 
 principal  )  and $8  will  be payment of the interest.  In this  case,  the nominal interest 
rate is  8  percent per year.    

 How much purchasing power has your friend gained or lost by making this loan?  
The answer depends on what happens to the price level during the year.  The more the 
price level rises,  the worse off your friend will be and the better the transaction will 
be for you.  This result occurs because the more the price level rises,  the less valuable 
are the dollars that you use to repay the loan.  The  real interest rate   measures the return 
on a loan in terms of purchasing power.    

 If the price level remains constant over the year,  the real rate of interest your friend 
earns would also be 8  percent,  because she can buy 8  percent more goods and services 
with the $108  you repay her than with the $100 she lent you.  However,  if the price level 
rises by 8  percent,  the real rate of interest would be zero because the $108  you repay 
her buys the same quantity of goods as the $100 she originally gave up.  If she is  unlucky 
enough to lend money at 8  percent in a year in which prices rise by 10 percent,  the real 
rate of interest she earns is 2 percent.  The repayment of $108  will purchase 2 percent 
fewer goods and services than the original loan of $100.    

  interest rate    The price paid  

per dol lar borrowed  per period  

of time, expressed  either as a  

proportion  (e.g. , 0.06)  or as a  

percentage (e.g. , 6 percent). 

  nominal  interest rate    The price 

paid  per dol lar borrowed  per 

period  of time. 

  real  interest rate    The nominal  

rate of interest adjusted  for the 

change in  the purchasing power 

of money. Equal  to the nominal  

interest rate minus the rate of 

inflation. 
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 For example, a nominal interest rate of 8  percent 
combined with a 2 percent rate of inflation (a real 
rate of 6 percent)  is a much greater real burden on 
borrowers than a nominal rate of 16 percent com-
bined with a 14 percent rate of inflation (a real rate 
of 2 percent).    Figure   19-6   shows the nominal and 
real interest rates paid on short-term government 
borrowing since 1965.    

   I nterest Rates and  Credit Flows     A loan repre-
sents a flow of credit between lenders and borrow-
ers,  with the interest rate representing the price of 
this credit.  Credit is  essential to the healthy func-
tioning of a modern economy.  Most firms require 
credit at some pointto finance the construction 
of a factory,  to purchase inventories of intermedi-
ate inputs,  or to continue paying their workers in 
a regular fashion even though their revenues may 
arrive at irregular intervals.  Most households also 
require credit at various timesto finance the pur-
chase of a home or car or to finance a childs uni-
versity education.  

 Banks play a crucial role in the economy by 
 intermediating  between those households and 
firms that have available funds and those house-
holds and firms that require funds.  In other words,  
banks play a key role in making the credit mar-
ketin channelling the funds from those who 
have them to those who need them.  

 During normal times,  these credit markets 
function very smoothly and most of us notice 
little about them.  While there are fluctuations in 
the price of credit ( the interest rate) ,  they tend to be relatively modest.  In the fall of 
2008,  however,  credit markets in the United States,  Canada,  and most other countries 
were thrown into turmoil by the sudden collapse of several large financial institutions,  
mainly in the United States and Europe.  As a result,  many banks became reluctant to 
lend to any but the safest borrowers, mostly out of fear that the borrowers would go 
bankrupt before they could repay the loan.  The flows of credit slowed sharply and 
market interest rates spiked upward, reflecting the greater risk premium required by 
lenders.  The reduction in the flow of credit was soon felt by firms who needed credit 
in order to finance material or labour inputs,  and the effect was a reduction in produc-
tion and employment.  This  financial crisis  ,  by interrupting the vital flows of credit,  
was an important cause of the recession that enveloped the global economy in late 
2008  and through 2009.   We will discuss banking and the flow of credit in more detail 
in   Chapter   26   .   

   The burden of borrowing depends on the real,  
not the nominal, rate of interest.    

      FIGURE   19-6       Real  and  Nominal  I nterest Rates,  
19652015   
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   Inflation over the past five decades has meant that the 
real interest rate has always been less than the nominal 
interest rate  .  The data for the nominal interest rate show 
the average rate on three-month Treasury bills in each 
year since 1965.  The real interest rate is calculated as the 
nominal interest rate minus the actual rate of inflation 
over the same period.  Through the early 1970s,  the real 
interest rate was negative,  indicating that the inflation 
rate exceeded the nominal interest rate.  The 1980s saw 
real interest rates rise as high as 8  percent.  Since then, real 
rates have declined again to levels closer to the long-term 
historical average.  With the onset of the major global 
recession in 2008, both real and nominal interest rates 
fell below their long-term averages.   

  (  Source:   Based on Nominal interest rate:  3-month Treas-
ury bill rate, Statistics Canada, CANSIM database,  
Table 176-0043.  Real interest rate is based on authors 
calculation of CPI inflation, using Statistics Canada 
Table 326-0020.)    
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   Why Interest Rates Matter    Changes in real interest rates affect the standard of living 
of savers and borrowers.  Many retirees, for example, rely on interest earnings from their 
stock of accumulated assets to provide much of their income, and thus benefit when real 
interest rates rise.  In contrast, borrowers are made better off with low real interest rates.  
This point was dramatically illustrated during the 1970s when homeowners who had long-
term fixed-rate mortgages benefited tremendously from several years of high and largely 
unanticipated inflation, which resulted in  negative   real interest rates (see   Figure   19-6  ) .  

 Interest rates also matter for the economy as a whole.   As we will see in   Chapter   21   ,  
r eal interest rates are an important determinant of the level of investment by firms.  Chan-
ges in real interest rates lead to changes in the cost of borrowing and thus to changes in 
firms investment plans.  Such changes in the level of desired investment have important 
consequences for the level of economic activity.   We will see in   Chapters   27   and     28    how 
the Bank of Canada influences interest rates as part of its objective of controlling inflation .    

   The I nternational  Economy  

 Two important variables reflecting the importance of the global economy to Canada 
are the  exchange rate   and  net exports  .  

   The Exchange Rate    If you are going on a holiday to France,  you will need euros to 
pay for your purchases.  Many of the larger banks,  as well as any foreign-exchange 
office,  will make the necessary exchange of currencies for you;  they will sell you euros 
in return for your Canadian dollars.  If you get 0.72 euros for each dollar that you 
give up, the two currencies are trading at a rate of 1  dollar =  0.72 euros or,  expressed 
another way, 1  euro =  1 .38  dollars.  This was,  in fact,  the actual rate of exchange 
between the Canadian dollar and the euro in June of 2015.  

 As our example shows,  the exchange rate can be defined either as dollars per euro 
or euros per dollar.  In this book we adopt the convention of defining the  exchange rate   
between the Canadian dollar and any foreign currency as the number of Canadian dol-
lars required to purchase one unit of foreign currency.      

  exchange rate    The number 

of units of domestic currency 

required  to  purchase one unit of 

foreign  currency. 

   The exchange rate is  the number of Canadian dollars required to purchase one unit 
of foreign currency.    2        

 The term  foreign exchange   refers to foreign currencies or claims on foreign cur-
rencies,  such as bank deposits,  cheques,  and promissory notes,  that are payable in 
foreign money.  The  foreign-exchange market   is  the market in which foreign exchange 
is tradedat a price expressed by the exchange rate.       

   Depreciation  and  Appreciation     A rise in the exchange rate means that it takes   more   
Canadian dollars to purchase one unit of foreign currencythis  is  a   depreciation   of 
the Canadian dollar.  Conversely,  a  fall  in the exchange rate means that it takes   fewer   
Canadian dollars  to purchase one unit of foreign currencythis  is  an  appreciation   
of the dollar.      

  foreign exchange    Foreign  

currencies that are traded  on  

the foreign-exchange market. 

  foreign-exchange market    The 

market in  which  d ifferent 

national  currencies are traded. 

  depreciation    A rise in  the 

exchange rateit takes more 

units of domestic currency to  

purchase one unit of foreign  

currency. 

  appreciation     A fal l  in  the 

exchange rateit takes fewer 

units of domestic currency to  

purchase one unit of foreign  

currency. 

  2   The media often use a reverse definition of the exchange ratethe number of units of foreign currency that 

can be purchased with one Canadian dollar.  It is  up to the student,  then, to examine carefully the definition 

that is  being used by a particular writer or speaker.  In this book the exchange rate is defined as the number 

of Canadian dollars required to purchase one unit of foreign currency because this measure emphasizes that 

foreign currency, like any other good or service,  has a price in terms of Canadian dollars.  In this case,  the 

price has a special namethe exchange rate.  
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   Figure   19-7   shows the path of the Can-
adianU.S.  exchange rate since 1970.  Since 
more than 75 percent of Canadas trade is 
with the United States,  this is  the exchange 
rate most often discussed and analyzed in 
Canada.  In countries with trade more evenly 
spread across several trading partners,  more 
attention is paid to what is  called a  trade-
weighted exchange rate  this is  a weighted-
average exchange rate between the home 
country and its trading partners,  where the 
weights reflect each partners share in the 
home countrys total trade.  In Canada,  the 
path of such a trade-weighted exchange rate 
is  virtually identical to the CanadianU.S.  
exchange rate shown in   Figure   19-7  ,  reflect-
ing the very large proportion of total Can-
adian trade with the United States.   

 As we will see in later chapters,  both 
domestic policy and external events have 
important effects on the Canadian exchange 
rate.  For example,  most economists believe 
that the appreciation of the Canadian dollar 
between 1986 and 1992 was caused in part 
by the Bank of Canadas efforts to reduce 
the rate of inflation.  The Banks policy was 
controversial at the time, not least because of 
the effect it had on the exchange rate and the 
many export-oriented firms that were harmed by Canadas strong dollar.   We examine 
the link between monetary policy and exchange rates in detail in   Chapters   27   and      28   .   

 The depreciation of the Canadian dollar in the late 1990s is  thought by most 
economists to have resulted from a nearly 30 percent decline in the world prices of 
commodities,  many of which are important Canadian exports.  The appreciation of the 
Canadian dollar during the 20022012 period was associated with sharp increases in 
commodity prices.  In both cases,  the commodity prices were being driven by changes 
in global economic growth,  illustrating the important point that events in faraway 
lands can have dramatic effects on the Canadian exchange rate.   We examine the link 
between world commodity prices and the Canadian exchange rate in   Chapter   34    .   

   Exports and  Imports    Canada has long been a trading nation,  buying many goods 
and services  from other countriesCanadas   imports  and also selling many goods 
and services to other countriesCanadas   exports  .    Figure   1 9-8    shows the dollar 
value of Canadas  exports,  imports,  and  net exports   since 1970.  Net exports are the 
difference between exports and imports and are often called the  trade balance  .  

  Canadian exports and imports have increased fairly closely in step with each other 
over the past 45 years.  The trade balance has therefore fluctuated mildly over the years,  
but it has stayed relatively small, especially when viewed as a proportion of total GDP.  

 Also apparent in   Figure   19-8    is that Canadian trade flows (both imports and exports)  
began to grow more quickly after 1990.  The increased importance of international trade 
is largely due to the CanadaU.S.  Free Trade Agreement, which began in 1989, and to 

   The CanadianU.S.  exchange rate has been quite volatile over 
the past four decades.   The Canadian-dollar price of one U.S.  
dollar increased from just over $1  in the early 1970s to over 
$1 .55  in 2002, a long-term depreciation of the Canadian dollar.  
By 2012 the Canadian dollar had appreciated and it again cost 
about $1  to purchase one U.S.  dollar.  Between 2012 and 2015, 
the Canadian dollar depreciated against the U.S.  dollar again,  by 
about 25  percent.   

  (  Source:   Annual average of monthly data,  Statistics Canada, 
CANSIM database,  Series V37432.)    

      FIGURE   19-7       CanadianU.S.  Dol lar Exchange 
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the North American Free Trade Agreement (which added Mexico), which began in 1994.  
Note also the sharp decline in both exports and imports in 20092010, a result of the 
global economic recession that occurred at that time.     

   1 9.2  GROWTH  VERSUS FLUCTUATIONS  

 This chapter has provided a quick tour through macroeconomics and has introduced 
you to many important macroeconomic issues.  If you take a few moments to flip again 
through the figures in this chapter,  you will notice that most of the macroeconomic vari-
ables that we discussed are characterized by  long-run trends   and  short-run fluctuations  .  

   Figure   19-1   ,  which shows the path of real GDP, provides an excellent example of 
both characteristics.  The figure shows that real GDP has increased by over four times 
since 1965this is  substantial  economic growth  .  The figure also shows considerable 
year-to-year  fluctuations   in the growth rate of GDP.  

 An important theme in this book is that a full understanding of macroeconomics 
requires an understanding of both long-run growth and short-run fluctuations.  As we 

   Though imports and exports have increased dramatically over the past four decades,  
the trade balance has remained roughly in balance  .  The nominal values of imports and 
exports rose steadily over the past few decades because of both price increases and quantity 
increases.  The growth of trade increased sharply after the early 1990s.  The trade balance
net exportsis usually close to zero.   

  (  Source:   Based on Statistics Canada, CANSIM database,  Table 380-0064.)    

      FIGURE   19-8       Canadian  Imports,  Exports,  and  Net Exports,  19702014   
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proceed through this book, we will see that these two characteristics of modern econ-
omies have different sources and explanations.  And the governments macroeconomic 
policies have roles to play in both.  

   Long-Term Economic Growth   

 Both total output and output per person have risen for many decades in most industrial 
countries.  These long-term trends have meant rising average living standards.  Although 
long-term growth gets less attention in the media than current economic developments,  
it has considerably more importance for a societys living standards from decade to 
decade and from generation to generation.  

 There is considerable debate regarding the ability of government policy to influence 
the economys long-run rate of growth.  Some economists believe that a policy designed 
to keep inflation low and stable will contribute to the economys growth.  Some, how-
ever,  believe there are dangers from having inflation too lowthat a moderate inflation 
rate is  more conducive to growth than a very low inflation rate.  

 Many economists also believe that when governments spend less than they raise in 
tax revenueand thus have a budget surplusthe reduced need for borrowing drives 
down interest rates and stimulates investment by the private sector.  Such increases in 
investment imply a higher stock of physical capital available for future production and 
thus an increase in economic growth.  Do government budget surpluses increase future 
growth?  Or do budget surpluses have no effect at all on the economys future ability to 
produce?   We address this important debate in   Chapter   31    .  

 Finally,  there is  active debate regarding the appropriate role of the government 
in developing new technologies.  Some economists believe that the private sector,  left 
on its own, can produce a volume of inventions and innovation that will guarantee 
a satisfactory rate of long-term growth.  Others point out that almost all of the major 
new technologies of the last 75  years were initially supported by public funds:  The 
electronic computer was the creation of governments in the Second World War,  mini-
aturized equipment came from the race to the moon, the Internet came from military 
communications research, the U.S.  software industry was created by the U.S.  Depart-
ment of Defense,  much of the early work on biotechnology came out of publicly funded 
research laboratories in universities and government institutions,  and so on.  The debate 
about the place of government in helping to foster inventions and innovations of truly 
fundamental technologies is  an ongoing and highly important one.   

   Short-Term Fluctuations  

 Short-run fluctuations in economic activity,  like the ones shown in part ( ii)  of   Figure   19-1   ,  
lead economists to study the causes of  business cycles  .  What caused the Great Depres-
sion in the 1930s,  when almost one-fifth of the Canadian labour force was out of work 
and massive unemployment plagued all major industrial countries?  Why did the Can-
adian economy begin a significant recession in 19901991 ,  from which recovery was 
initially very gradual?  What explains why,  by 2007, the Canadian unemployment rate 
was lower than it had been in more than 30 years?  What caused the deep worldwide 
recession that began in 2008?  

 Understanding business cycles requires an understanding of monetary policythe 
Bank of Canadas policy with respect to the quantity of money that it makes available 
to the whole economy.  Most economists agree that the increase in inflation in the 
1970s and early 1980s was related to monetary policy,  though they also agree that 
other events were partly responsible.  When the Bank of Canada implemented a policy 
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in the early 1990s designed to reduce inflation, was it merely a coincidence that a sig-
nificant recession followed?  Most economists think not,  though they also think that the 
slowdown in the U.S.  economy was an important contributor to Canadas recession.  
   Chapters   28    and     29    focus on how the Bank of Canada uses its policy to influence the 
level of economic activity .  

 Government budget deficits and surpluses also enter the discussion of business 
cycles.  Some economists think that,  in recessionary years,  the government ought to 
increase spending (and reduce taxes)  in an effort to stimulate economic activity.  Sim-
ilarly,  they believe that taxes should be raised to slow down a booming economy.  
Indeed, several government policies,  from income taxation to employment insurance,  
are designed to mitigate the short-term fluctuations in national income.  Other econo-
mists believe that the government cannot successfully  fine-tune  the economy by 
making frequent changes in spending and taxing because our knowledge of how the 
economy works is imperfect and because such policies tend to be imprecise.   We address 
these issues in   Chapters   22  ,      23   ,  and     24   .   

   What Lies Ahead?  

 There is much work to be done before any of these interesting policy debates can be dis-
cussed in more detail.  Like firms that invest now to increase their production in the future,  
 the next few chapters of this book     will be an investment for youan investment in under-
standing basic macro theory.  The payoff will come when you are able to use a coherent 
model of the economy to analyze and debate some of the key macro issues of the day.  

  We begin in   Chapter   20   by discussing the measurement of GDP.  National income 
accounting is not exciting but is essential to a complete understanding of the chapters 
that follow.  We then proceed to build a simple model of the economy to highlight some 
key macroeconomic relationships.  As we proceed through the book, we modify the 
model,  step by step, making it ever more realistic.  With each step we take, more of 
todays controversial policy issues come within the grasp of our understanding.  We hope 
that by the time you get to the end of the book, you will have developed some of the thrill 
for analyzing macroeconomic issues that we feel.  Good luck, and enjoy the journey!      

    S U MMARY  

    1 9.1    KEY MACROECONOMIC VARIABLES LO 1    

     The value of the total production of goods and services 
in a country is called its national product.  Because pro-
duction of output generates income in the form of claims 
on that output,  the total is also referred to as national 
income.  One of the most commonly used measures of 
national income is gross domestic product (GDP).   

    Potential output is the level of output produced when 
factors of production are fully employed.  The output 
gap is the difference between actual and potential 
output.   

    The unemployment rate is the percentage of the labour 
force not employed and actively searching for a job.  The 
labour force and employment have both grown steadily 

for the past half-century.  The unemployment rate fluc-
tuates considerably from year to year.  Unemployment 
imposes serious costs in the form of economic waste 
and human suffering.   

    Labour productivity is measured as real GDP per 
employed worker (or per hour of work).  It is  an import-
ant determinant of material living standards.   

    The price level is  measured by a price index, which 
measures the cost of purchasing a set of goods in one 
year relative to the cost of the same goods in a base 
year.  The inflation rate measures the rate of change of 
the price level.  For almost 20 years,  the annual inflation 
rate in Canada has been close to 2 percent.   
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    The interest rate is the price that is paid to borrow money 
for a stated period and is expressed as a percentage 
amount per dollar borrowed.  The nominal interest rate 
is this price expressed in money terms; the real interest 
rate is this price expressed in terms of purchasing power.   

    The flow of creditborrowing and lendingis very 
important in a modern economy.  Disruptions in the 

flow of credit can lead to increases in interest rates and 
reductions in economic activity.   

    The exchange rate is the number of Canadian dollars 
needed to purchase one unit of foreign currency.  A rise 
in the exchange rate is a depreciation of the Canadian 
dollar;  a fall in the exchange rate is an appreciation of 
the Canadian dollar.     

    1 9.2    GROWTH  VERSUS FLUCTUATIONS LO 2   

     Most macroeconomic variables have both long-run 
trends and short-run fluctuations.  The sources of the 
two types of movements are different.   

    Important questions for macroeconomics involve the 
role of policy in influencing long-run growth as well as 
short-run fluctuations.      

  National product and national income    
  Real and nominal national income    
  Potential and actual output    
  The output gap    
  Employment,  unemployment,  and the 
labour force    

  Full employment    
  Frictional,  structural,  and cyclical 
unemployment    

  Labour productivity    
  The price level and the rate of 
inflation    

  Real and nominal interest rates    
  Interest rates and credit    
  The exchange rate    
  Depreciation and appreciation of the 
Canadian dollar    

  Exports,  imports,  and net exports    

   KEY  CON CEPTS   

     S TU DY  EXERC I SES  

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want, and most feature step-by-
step guided instructions to help you find the right answer.   

   MyEconLab   

       Fill in the blanks to make the following statements 
correct.  

    a.  The value of total production of goods and servi-
ces in Canada is called its                     .  National 
                     and national                      are equal 
because all production generates a claim on its 
value in the form of income.   

   b.  In measuring Canadas total output,  it would 
be meaningless to add together all goods and 
services produced during one year ( i.e. ,  50 000 
trucks plus 14 million dozen eggs plus 100 million 
haircuts,  etc.) .  Instead, total output is measured 
in                     .   

   c.  The difference between nominal national income 
and real national income is that with the latter,  
                     are held constant to enable us to see 
changes in                     .   

   d .  If all of Canadas resourcesits land, labour,  and 
capitalare fully employed, then we say that 
Canada is producing its                     .   

   e.  The output gap measures the difference between 
                     and                     .  During booms,  
                     is  greater than                     ;  during 
recessions,                       is  less than                     .      

      Fill in the blanks to make the following statements 
correct.  

    a.  The labour force includes people who are  
                    and people who are                     .  The 
unemployment rate is expressed as the number of 
people who are                      as a percentage of 
people in the                     .   

   b.  At any point in time, some people are unem-
ployed because of the normal turnover of labour 
(new entrants to the labour force,  job leavers,  
and job seekers) .  This unemployment is referred 
to as                     .  Some people are said to be 
                     unemployed because their skills do not 
match the skills necessary for the available jobs.   
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   c.  Suppose 2002 is the base year in which the price 
of a basket of goods is set to be 100.  If the price of 
the same basket of goods in 2013  is 137,  then we 
can say that the price level is                       and that 
the price of the basket of goods has increased by 
                     percent between 2002 and 2013.   

   d.  Suppose Canadas CPI in May 2012 was 122.5  and 
in May 2013  was 125.1 .  The rate of inflation dur-
ing that one-year period was                      percent.   

   e.  The price that is paid to borrow money for a stated 
period of time is  known as the                     .   

   f.  The real interest rate is equal to the nominal inter-
est rate                      the rate of inflation.   

   g.  The number of Canadian dollars required to 
purchase one unit of foreign currency is  the 
                     between the Canadian dollar and that 
foreign currency.   

   h .  A(n)                       in the exchange rate reflects a 
depreciation of the Canadian dollar;  a(n)  
                     in the exchange rate reflects an appre-
ciation of the Canadian dollar.      

     Consider the macroeconomic data shown below for a 
hypothetical countrys economy.    

Real GDP Output 
Gap 
(%  of 

potential)

Unemployment 
Rate 

(%  of labour 
force)

Actual Potential

Year (billions of $)

2008 1168 1188  11 .1

2009 1184 1196  10.2

2010 1197 1205   9.1

2011 1211 1215   8.3

2012 1225 1225   7.6

2013 1240 1236   7.3

2014 1253 1247   7.1

2015 1262 1258   7.3

2016 1270 1270   7.6

    a.  Compute the output gap for each year.   
   b.  Explain how GDP can exceed potential GDP.   
   c.  Does real GDP ever fall in the time period shown?  

What do economists call such periods?   
   d .  What is the unemployment rate when this economy 

is  at  full employment?  What kind of unemploy-
ment exists at this time?      

      As explained in the text,  the unemployment rate is 
defined as:  

    Unemployment rate =  

   
Number of people unemployed

Number of people in the labour force
* 100 percent   

    a.  Explain why people may decide to join the labour 
force during booms.   

   b.  From part (a) ,  explain why the unemployment rate 
might rise during a boom, even when the level of 
employment is also rising.   

   c.  During a recession, suppose unemployed workers 
leave the labour force because they are discouraged 
about their inability to find a job.  What happens to 
the unemployment rate?   

   d .  A declining unemployment rate is a clear positive 
sign for the economy.  Comment.      

      With the information provided, determine the 
unemployment rate for each of these hypothetical 
economies.  

    a.  Labour force =  20 million;  number of people 
unemployed =  1 .5  million;  population =  30 
million.   

   b.  Number of people employed =  14 million;  labour 
force =  16 million.   

   c.  Number of people unemployed =  900 000; num-
ber of people employed =  2.25  million.   

   d .  Labour force =  8 .2 million;  number of people 
unemployed =  500 000; population =  1 3.5  million.      

      Consider an imaginary 10-year period over which out-
put per worker falls,  but GDP increases.  How can this 
happen?  Do you think this is  likely to be good for the 
economy?    

      Consider the data shown below for the Canadian Con-
sumer Price Index (CPI),  drawn from the Bank of Can-
adas website.    

 CPI In ation
(% change from 
previous year)Year

CPI 
(2002 =  100)

2003 102.8 2.8

2004 104.7 

2005 107.0 

2006  2.0

2007  2.1

2008 114.1 2.4

2009 114.4 

2010  1.8

2011 119.9 2.9

2012 121 .6 

2013  1.2

2014 125.7 
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    a.  Compute the missing data in the table.   
   b.  Do average prices ever fall in the time period 

shown?  In which year do prices come closest to 
being stable?   

   c.  Across which two consecutive years is the rate of 
inflation closest to being stable?   

   d .  In a diagram with the price level on the vertical 
axis and time on the horizontal axis,  illustrate the 
difference between a situation in which the price 
level is  stable and a situation in which the rate of 
inflation is stable.      

     The data below show the nominal interest rate and 
the inflation rate for several developed economies as 
reported in  The Economist  in February 2015.    

Country

Nominal 
Interest Rate 
(on 10-year 
government 

bonds)

In ation Rate 
(%  change in 
CPI from 

previous year)

Real 
Interest 
Rate

Australia 2.60  1 .7 

Canada 1 .47  1 .5 

Euro area 0.38 0.6 

Japan 0.39  2.4 

Switzerland 0.05 0.5 

U.K. 1 .75  0.3 

U.S.A. 2.10  0.8 

    a.  Compute the real interest rate for each country,  
assuming that people expected the inflation rate at 
the time to persist.   

   b.  If you were a lender,  in which country would you 
have wanted to lend in February 2015?  Explain.   

   c.  If you were a borrower, in which country would you 
have wanted to borrow in February 2015?  Explain.      

      Consider the following data drawn from  The Econo-
mist .  Recall that the Canadian exchange rate is the 
number of Canadian dollars needed to purchase one 
unit of some foreign currency.    

Cdn Dollar 
Exchange Rate

Currency June 2012 June 2011

U.S.  dollar     1 .03     0.98

Japanese yen 0.013 0.012

British pound     1 .58     1 .61

Swedish krona     0.14     0.16

Euro     1 .29     1 .44

    a.  Which currencies appreciated relative to the Can-
adian dollar from June 2011  to June 2012?   

   b.  Which currencies depreciated relative to the Can-
adian dollar from June 2011  to June 2012?   

   c.  Using the information provided in the table,  can 
you tell whether the euro depreciated or appreci-
ated  against the U.S.  dollar  from June 2011  to June 
2012?  Explain.      

      When the Canadian dollar depreciates in foreign-
exchange markets,  many people view this as good  
for the Canadian economy.  Who is likely to be harmed 
by and who is likely to benefit from a depreciation of 
the Canadian dollar?            
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 The Measurement of 

National  Income   

 THIS chapter provides a detailed look at the 

measurement of national income.  Once we know 

more precisely what is being measured and how it is  

measured, we will be ready to build a macroeconomic 

model to explain the determination of national income.  

Understanding how national income is measured is 

an important part of understanding how and why it 

changes.  Indeed,  this is  a general rule of all economics 

and all science:  Before using any data, it is  essential to 

understand how those data are developed and what 

they measure.    

        20 

    CHAPTER  OUTLI NE  

      20.1   NATIONAL OUTPUT AND VALUE ADDED   

    20.2    NATIONAL INCOME ACCOUNTING:  

THE BASICS   

    20.3    NATIONAL INCOME ACCOUNTING:  

SOME FURTHER I SSUES      

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

      1     see how the concept of va lue added  solves the problem  of 

double counting  when  measuring nationa l  income.   

     2     expla in  the income approach  and  the expend iture approach  to 

measuring nationa l  income.   

     3     expla in  the d i fference between  rea l  and  nomina l  GDP and  

understand  the GDP de a tor.   

     4     d iscuss the many important omissions from  of cia l  measures 

of GDP.   

     5     understand  why rea l  per capi ta  GDP is  a  good  measure of 

average materia l  l i ving standards but an  incomplete measure 

of overa l l  wel l -being.    

464
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    20.1  NATIONAL OUTPUT AND VALUE ADDED  

 The central topic of macroeconomics is  the overall level of economic activityaggre-
gate output and the income that is  generated by its production.  We start by asking:  
What do we mean by output?  

 This question may seem odd.  Surely your local bakery knows what it produces.  
And if Air Canada or Imperial Oil or Bombardier does not know its own output,  what 
does it know?  If each firm knows the value of its total output,  the national income 
statisticians simply have to add up each separate output value to get the nations out-
putor is it really that simple?  

 Obtaining a total for the nations output is  not that simple because one firms 
output is  often another firms input.  The local baker uses flour that is  the output of 
the flour milling company; the flour milling company, in turn,  uses wheat that is  the 
farmers output.  What is  true for bread is true for most goods and services.    

   Production occurs in stages:  Some  rms produce outputs that are used as inputs by 
other  rms, and these other  rms, in turn, produce outputs that are used as inputs 
by yet other  rms.    

 If we merely added up the market values of all outputs of all firms,  we would 
obtain a total greatly in excess of the value of the economys actual output.  Consider 
the example of wheat,  flour,  and bread.  If we added the total value of the output of 
the wheat farmer,  the flour mill,  and the baker,  we would be counting the value of the 
wheat three times,  the value of the milled flour twice,  and the value of the bread once.  

 The error that would arise in estimating the nations output by adding all sales of 
all firms is called  double counting .  Multiple counting  would actually be a better term 
because if we added up the values of all sales,  the same output would be counted every 
time that it was sold by one firm to another.  The problem of double counting could in 
principle be solved by distinguishing between two types of output.   Intermediate goods   
are outputs of some firms that are used as inputs by other firms.   Final goods   are prod-
ucts that are not used as inputs by other firms,  at least not in the period of time under 
consideration.      

 If the firms  sales could be easily disaggregated into sales of final goods and sales 
of intermediate goods,  then measuring total output would be straightforward.  It would 
simply be obtained by summing the value of all  final  goods produced by firms.  How-
ever,  when Stelco sells steel to the Ford Motor Company, it does not care,  and usually 
does not know, whether the steel is  for final use (say,  construction of a warehouse that 
will not be sold by Ford)  or for use as part of an automobile that will be sold again.  
Even in our earlier example of bread,  a bakery cannot be sure that its sales are for final 
use,  for the bread may be further processed  by a restaurant prior to its final sale to 
a customer.  In general,  it is  extremely difficult if not impossible to successfully distin-
guish final from intermediate goods.  The problem of double counting must therefore 
be resolved in some other manner.  

 To avoid double counting,  economists use the concept of  value added  ,  which is the 
amount of value that firms and workers add to their products over and above the costs 
of purchased intermediate goods.  An individual firms value added is   

   Value added = Sales revenue - Cost of intermediate goods   

  intermediate goods    Al l  outputs 

that are used  as inputs by other 

producers in  a  further stage of 

production. 

  final  goods    Goods that are not 

used  as inputs by other firms 

but are produced  to be sold  

for consumption, investment, 

government, or export during the 

period  under consideration. 

  value added    The value of a  

firms output minus the value of 

the inputs that it purchases from 

other firms. 
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 Consider an example of a steel mill.  A steel mills value added is the revenue it earns 
from selling the steel it produces minus the cost of the ore that it buys from the mining 
company, the cost of the electricity and fuel oil that it uses,  and the costs of all other 
inputs that it buys from other firms.  

 We have said that a firms value added equals its sales revenue minus the cost of 
intermediate goods  purchased from other firms  .  Payments made to factors of produc-
tion, such as the wages paid to workers or the profits paid to owners,  are not purchases 
from other firms and hence are not subtracted from the firms revenue when computing 
value added.  But since the firms revenue must be fully exhausted by the cost of inter-
mediate goods  plus   all payments to factors of production,  it follows that value added is 
exactly equal to the sum of these factor payments.    1          

   Value added = Payments owed to the firm >s factors of production   

   1    We are ignoring here the role of indirect taxes,  such as provincial sales taxes or the Goods and Services 
Tax (GST).  Such taxes are included in the market value of a firms output,  but these taxes are remitted to the 
government and do not represent a payment to factors of production.  

   Value added is the correct measure of each  rms contribution to total outputthe 
amount of market value that is produced by that  rm.    

 The firms value added is therefore the  net value   of its output.  It is  this net value 
that is  the firms contribution to the nations total output,  representing the firms own 
efforts that add to the value of what it takes in as inputs.  The concept of value added is 
further illustrated in  Applying Economic Concepts 20-1  .  In this simple example,  as in 

   APPLYI NG  ECONOM IC  CONCEPTS  20-1  

 Value Added Through Stages of Production   

 Because the output of one firm often becomes the input 
of other firms,  the total value of goods sold by all firms 
greatly exceeds the value of the output of final products.  
This general principle is  illustrated by a simple example 
in which a mining company starts from scratch and pro-
duces iron ore valued at $1000; this firms value added 
is $1000.  The mining company then sells the iron ore 
to a different firm that produces steel valued at $1500.  
The steel producers value added is $500 because the 
value of the goods is increased by $500 as a result of the 

firms activities.  Finally,  the steel producer sells the steel 
to a metal fabricator who transforms the steel into fold-
ing chairs valued at $1800; the metal fabricators value 
added is $300.  

 We find the value of the final goods,  $1800, either 
by counting only the sales of the last firm or by taking 
the sum of the values added by each firm.  This value is 
much smaller than the $4300 that we would obtain if we 
merely added up the market value of the output sold by 
each firm.    

Transactions at Three Different Stages of Production

Mining 
Company

Steel 
Producer

Metal 
Fabricator All Firms

A.  Purchases from other firms      $  0 $1000 $1500 $2500 Total interfirm sales

B.  Payments to factors of production   1000    500    300   1800 Total value added

 A + B = value of product $1000 $1500 $1800 $4300 Total value of all sales
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 The circular flow of income suggests  three different ways  of measuring national 
income.  The first is  simply to  add up the value of all  goods and services  produced in 
the economy.  This  requires  the concept of value added,  which we discussed in the 
previous  section.  The remaining two approaches  correspond to  the two  sides  of 
the circular flow of income and are the ones  most commonly used by Statistics  Can-
ada and other countries  national statistical  agencies.  One approach is  to  add up the 
total  flow of  expenditure   on final  domestic output;  the other is  to  add up the total 
flow of  income   generated by the flow of domestic production.  All  three measures 
yield the same total,  which is  called  gross  domestic product (GDP)  .  When GDP is 
calculated by adding up total  expenditure for each of the main components  of final 
output,  the result is  called  GDP on the expenditure side  .  When GDP is  calculated 
by adding up all  the income claims generated by the act of production,  it  is  called 
 GDP on the income side  .    

 The conventions  of double-entry bookkeeping require that the value of all  pro-
duction must be accounted for by a  claim that someone has  to  that value.  Thus,  
the two values  calculated from the income and the expenditure sides  are identical 
conceptually and differ in practice only because of errors  of measurement.  Any 
discrepancy arising from such errors  is  then reconciled so  that one common total 
is  given as   the   measure of GDP.  Both calculations  are of interest,  however,  because 
each gives  a  different and useful  breakdown.  Also,  having these two independent 
ways  of measuring the same quantity provides  a  useful  check on statistical  proced-
ures  and on errors  in measurement.   

  gross domestic product 

(GDP)     The total  value of goods 

and  services produced  in  the 

economy during a  given  period. 

    The sum of all values added in an economy is  a measure of the economys total 
output.     

   20.2   NATIONAL INCOME ACCOUNTING:  

THE BASICS  

 The measures  of national  income and national  product that are used in Canada 
derive from an accounting system called the National  Income and Expenditure 
Accounts  (NIEA),  which are produced by Statistics  Canada.  These accounts  are 
not simply collections  of economic data.  They have a  logical  structure,  based on 
the simple yet important idea of the circular flow of income,   which you first saw in 
  Chapter   1    and which is  shown again in   Figure   20-1    .  The figure shows the overall 
flows of national  income and expenditure and also  how government,  the financial 
system,  and foreign countries  enter the flows.  The key point from the circular flow 
is  as  follows:    

   The value of domestic output (value added)  is  equal to the value of the expenditure 
on that output and is  also equal to the total income claims generated by producing 
that output.    

all more complex cases,  the value of the nations total output is  obtained by summing 
all the individual values added.    
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      FIGURE   20-1      The Circular Flow of Expenditure and  Income   
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   National income is  equal to national product.   Their flows are shown by the circular flow of income and expenditure.  
Consider first only the red lines.  In this case,  the flow would be a simple circle from households to producers and back 
to households.  Now add the blue and green lines.  The blue lines represent  injections   to the circular flow (exports,  
investment,  and government purchases),  while the green lines represent  withdrawals   from the circular flow ( imports,  
saving,  and taxes) .  Injections and withdrawals complicate the picture but do not change the basic relationship:  Domes-
tic production creates an income claim on the value of that production.  When all the income claims are correctly added 
up,  they must equal the total value of production.    
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   GDP from the Expenditure Side  

 GDP for a given year is  calculated from the expenditure side by adding up the expendi-
tures needed to purchase the final output produced in that year.  Total expenditure on 
final output is  the sum of four broad categories of expenditure:  consumption,  invest-
ment,  government purchases,  and net exports.   In the following chapters,  we will dis-
cuss in considerable detail the causes and consequences of movements in each of these 
four expenditure categories.   Here we define what they are and how they are measured.  
Throughout,  it is important to remember that these four categories of expenditure are 
exhaustivethey are  defined  in such a way that all expenditure on final output falls 
into one of the four categories.  

   1 .  Consumption  Expenditure     Consumption expenditure   includes expenditure on all 
goods and services sold to their final users during the year.  It includes services,  such 
as haircuts,  dental care,  and legal advice;  non-durable goods,  such as fresh vegetables,  
clothing, cut flowers,  and fresh meat;  and durable goods,  such as cars,  TVs,  and air 
conditioners.   Actual  measured consumption expenditure is  denoted by the symbol  Ca  .     

   2 .  Investment Expenditure     Investment expenditure   is  expenditure on goods not 
for present consumption, including inventories of goods made but not yet sold and 
of inputs purchased but not yet used in production;  capital goods,  such as factories,  
computers,  machines,  and warehouses;  and residential housing.  Such goods are called 
 investment goods  .  Lets examine these three categories in a little more detail.    

    Changes in  Inventories .       Almost all firms hold stocks of their inputs and their own out-
puts.  These stocks are called  inventories  .  Inventories of inputs and unfinished materi-
als allow firms to maintain a steady stream of production despite interruptions in the 
deliveries of inputs bought from other firms.  Inventories of outputs allow firms to meet 
orders despite fluctuations in the rate of production.    

 The accumulation of inventories during any given year counts as positive invest-
ment for that year because it represents goods produced but not used for current con-
sumption.  These goods are included in the national income accounts at market value,  
which includes the wages and other costs that the firm incurred in producing them 
as well as the profit that the firm expects to make when they are sold in the future.  
The drawing down of inventories,  often called  decumulation  ,  counts as disinvestment 
(negative investment)  because it represents a reduction in the stock of finished goods 
available to be sold.   

    New Plant and  Equipment .       All production uses capital goods,  which are manufactured 
aids to production,  such as tools,  machines,  computers,  vehicles,  and factory buildings.  
The economys total quantity of capital goods is called the  capital stock  .  This is often 
called plant and equipment,  although the term refers to any manufactured aid to 
production used by firms.  Creating new capital goods is an act of investment and is 
called  business fixed investment,   often shortened to  fixed investment  .   

    New Residential  Housing .       A house or an apartment building is a durable asset that yields 
its utility over a long period of time.  Because such an asset meets the definition of 
investment that we gave earlier,  housing constructionthe building of a  new   houseis 
counted as investment expenditure rather than as consumption expenditure.  However,  
when an individual purchases an existing house from a builder or from another individ-
ual,  the ownership of an existing asset is  simply transferred,  and the transaction is not 

  consumption  expenditure  

  Household  expenditure 

on  al l  goods and  services. 

Represented  by the symbol   C .  

  investment expenditure 

   Expenditure on  the production  

of goods not for present 

consumption. Represented  by 

the symbol   I .  

  inventories    Stocks of raw 

materials, goods in  process, and  

fin ished  goods held  by firms to 

mitigate the effect of short-term 

fluctuations in  production  or 

sales. 

  capital  stock    The aggregate 

quantity of capital  goods. 

  fixed  investment    The creation  of 

new plant and  equipment. 
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part of national income.  Only when a new house is  built does it appear as residential 
investment in the national accounts.   

    Gross and  Net Investment .       The total investment that occurs in the economy is called 
 gross investment .  Gross investment is  divided into two parts:  replacement investment 
and net investment.  Replacement investment is the amount of investment required to 
replace that part of the capital stock that loses its value through wear and tear;  this 
loss in value is called  depreciation  .  Net investment is equal to gross investment minus 
depreciation:    

   Net investment = Gross investment - Depreciation   

 When net investment is  positive,  the economys capital stock is growing.  If net invest-
ment is  negativewhich rarely happensthe economys capital stock is shrinking.  

 The production of new investment goods is part of the nations total current out-
put,  and their production creates income whether the goods produced are a part of 
net investment or are merely replacement investment.  Thus,  all of gross investment is  
included in the calculation of national income.   Actual  total investment expenditure is  
denoted by the symbol  Ia  .    

   3 .  Government Purchases    When governments  provide goods  and services  such as 
street-cleaning and firefighting,  they are adding to  the sum total  of valuable  output 
in the  economy.  The same is  true when governments  pay public servants  to  design 
and implement social programs or soldiers to fight overseas.  All      government purchases   
of goods and services are included as part of national income (some of which is govern-
ment expenditure on investment goods).   Actual  government purchases of goods and 
services are denoted  Ga  .     

    Cost Versus Market Value .       Government output is  typically valued at cost rather than at 
market value.  In many cases,  there is  really no choice.  What,  for example,  is  the mar-
ket value of the law courts or of police protection or of the economic analysis done 
by economists at the Department of Finance?  No one knows.  But since we do know 
what it costs the government to provide these services,  we value them at their cost of 
production.  

 Although valuing at cost is the only possible way 
to measure many government activities,  it does have 
one curious consequence.  If,  because of an increase 
in productivity, one civil servant now does what two 
used to do, and the displaced worker shifts to the pri-
vate sector, the governments measured contribution 
to national income will fall (but the private sectors 
contribution will rise).  Conversely, if two workers 
now do what one worker used to do, the govern-
ments contribution will rise.  Both changes could 
occur even though what the government actually 
produces has not changed.  This is an inevitable but 
curious consequence of measuring the value of the 
governments output by the cost of producing it.   

    Government Purchases Versus Government Expendi-

ture .       Only government  purchases   of currently 
produced goods and services  are included as  part 

  depreciation    The amount 

by which  the capital  stock is 

depleted  through  the production  

process. 

  government purchases    Al l  

government expenditure on  

currently produced  goods 

and  services, exclusive of 

government transfer payments. 

Represented  by the symbol   G  .  

      Unsold merchandise becomes part of firms inventories.  In 
national-income accounting,  an increase in firms inventories 
is one part of aggregate investment .
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of GDP.  As a  result,  a  great deal of government spending does  not  count as  part 
of GDP.  For example,  when the government makes payments  to a  retired person 
through the Canada Pension Plan,  there is  no market transaction involved as  the 
government is  not purchasing any currently produced goods or services  from the 
retiree.  The payment itself does not add to total output.  The same is  true of pay-
ments  for employment insurance and welfare,  and interest on the national debt 
(which transfers income from taxpayers to holders  of government bonds) .  These 
are examples  of  transfer payments  ,  which are government expenditures  that are 
not made in return for currently produced goods and services.  They are not a  part 
of expenditure on the nations  total  output and are therefore not included in GDP.  
(Of course,  the recipients of transfer payments  often choose to spend their money 
on consumption goods.  Such expenditure then counts in the same way as  any other 
consumption expenditure. )      

   4.  Net Exports    The fourth category of aggregate  expenditure arises  from foreign 
trade.  How do imports  and exports  influence national  income?   Imports   are  domes-
tic expenditure on foreign-produced goods and services,  whereas   exports   are  for-
eign expenditure on domestically produced goods  and services.      

    Exports .       If Canadian firms sell goods to German households,  the goods are part of 
German consumption expenditure but constitute expenditure  on Canadian output .  
Indeed,  all goods and services produced in Canada and sold to foreigners must be 
counted as part of Canadian production and income; they are produced in Canada,  
and they create incomes for the Canadian residents who produce them.  They are not 
purchased by Canadian residents,  however,  so they are not included as part of  Ca  ,   Ia  ,  
or  Ga  .  Therefore,  to arrive at the total value of expenditure  on Canadian output ,  it is 
necessary to add in the value of Canadian exports of goods and services.  The value of 
actual exports is  denoted  Xa  .   

    Imports .       If you buy a car that was made in Japan, only a small part of that value 
will represent expenditure on Canadian production.  Some of it represents payment for 
the services of the Canadian dealers and for transportation;  the rest is  expenditure on 
Japanese products.  If you take your next vacation in Italy,  much of your expenditure 
will be on goods and services produced in Italy and thus will contribute to Italian GDP 
rather than to Canadian GDP.  

 Similarly,  when a Canadian firm makes an investment expenditure on a machine 
that was made partly with imported raw materials,  only part of the expenditure is  on 
Canadian production;  the rest is  expenditure on foreign production.  The same is true 
for government expenditure on such things as roads and dams;  some of the expenditure 
is  for imported materials,  and only part of it is  for domestically produced goods and 
services.  The same is also true for exports,  most of which use some imported inputs in 
their production process.  

 Consumption, investment,  government purchases,  and exports all have an import 
content.  To arrive at total expenditure  on Canadian products  ,  we need to subtract from 
total Canadian expenditure the economys total expenditure on imports.  The value of 
actual imports is  given the symbol  IMa  .  

 It is  customary to group actual imports and actual exports together as  net exports  .  
Net exports are defined as total exports minus total imports  (Xa - IMa)  ,  which is 
also denoted  NXa  .  When the value of Canadian exports exceeds the value of Can-
adian imports,  net exports are positive.  When the value of imports exceeds the value of 
exports,  net exports are negative.      

  transfer payments    Payments to  

an  individual  or institution  not 

made in  exchange for a  good  

or service. 

  imports    The value of al l  

goods and  services purchased  

from firms, households, or 

governments in  other countries. 

  exports    The value of a l l  

domestical ly produced  goods 

and  services sold  to firms, 

households, and  governments in  

other countries. 

  net exports    The value of total  

exports minus the value of total  

imports. Represented  by the 

symbol   NX .  
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   GDP from the I ncome Side  

 As we said earlier,  the conventions of national income 
accounting ensure that the production of a nations 
output generates income  exactly   equal to the value 
of that production.  Labour must be employed, land 
must be rented, and capital must be used.  The calcu-
lation of GDP from the income side involves adding 
up factor incomes and other claims on the value of 
output until all of that value is accounted for.  

   1 .  Factor Incomes    National  income account-
ants  distinguish three main components  of fac-
tor incomes:  wages  and salaries,  interest,  and 
business  profits  (which includes  rent received by 
property owners) .  

    Wages and  Salaries .       Wages and salaries are the 
payment for the services of labour and they include all  pre-tax labour earnings:  
take-home pay,  income taxes withheld,  employment-insurance contributions,  pen-
sion-fund contributions,  and other employee benefits.  In total,  wages and salaries 
represent the part of the value of production that is  paid to labour.   

    I n terest .       Interest includes interest that is earned on bank deposits,  interest that is  
earned on loans to firms,  and miscellaneous other investment income (but excludes 
interest income earned from loans to Canadian governments) .    2       

   Total  Expenditures    Gross  domestic product 
measured from the expenditure side is  equal  to 
the  sum of the  four major expenditure  categories 
that we have j ust discussed.  In terms of a  simple 
equation,  we have 

   GDP = Ca + Ia + Ga + (Xa - IMa)    

 These data are shown in   Table   20-1    for Can-
ada in 2014, including some data on the expendi-
ture in the various subcategories.     

    TABLE   20-1       GDP from the Expenditure 
Side,  2014   

Category
Billions 

of Dollars
Percent of 

GDP

 Consumption (C)  

 Durable goods  133.2
 Semi-durable goods   76.4
 Non-durable goods  267.1
 Services   624.0 

 1100.7    55.7  

 Investment (I)  

 Plant and equipment  221 .6
 Residential structures  133.6
 Inventories      8 .1  
 Other   38.4

  401.7    20.3  

 Government Purchases (G)  

 Current expenditure  417.7
 Investment    74.0 

  491.6    24.9  

 Net Exports (X IM)  

 Exports of goods and services  623.8

 Imports of goods and services 641 .6

  217.9   20.9

 Statistical Discrepancy      0.1    0.0

 Total GDP   1976.2   100.0  

GDP measured from the expenditure side of the national 
accounts gives the size of the major components of aggre-
gate expenditure.

  (  Source:  Based on Statistics Canada, CANSIM database,  
Table 380-0064.  Available at  www.statcan.gc.ca . )   

   Measured from the expenditure side,  GDP 
is  equal to the total expenditure on domes-
tically produced output.  GDP is  equal to 
 Ca + Ia + Ga + NXa.        

   2    The treatment of interest in the national accounts is a little odd.  Interest paid by the government is  con-

sidered a transfer payment,  whereas interest paid by private households or firms is  treated as expenditure 

(and its receipt is counted as a factor payment) .  This is only one example of arbitrary decisions in national 

income accounting.  Others are discussed in  Extensions in Theory 20-1   on page  475 .  
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    Business Profits .       Some profits  are paid out as   dividends   to  owners of firms;  the rest 
are held by firms and are called  retained earnings  .  Both dividends and retained earn-
ings are included in the calculation of GDP.  For accounting purposes,  total  profits 
include corporate profits,  incomes of unincorporated businesses  (mainly small busi-
nesses,  farmers,  partnerships,  and professionals) ,  rent paid on land and buildings,  
and profits  of government business  enterprises  and Crown corporations ( such as 
Canada Post and Export Development Canada) .  

 Profits and interest together represent the payment for the use of capitalinterest 
for borrowed capital and profits for capital contributed by the owners of firms.   

    Net Domestic I ncome .       The sum of wages and salaries,  interest,  and profits is called  net 
domestic income at factor cost .  It is  net  because it excludes the value of output that is 
used as replacement investment.  It is  domestic income  because it is  the income accru-
ing to domestic factors of production.  It is at factor cost  because it represents only 
that part of the value of final output that accrues to factors in the form of payments due 
to them for their services.  As we will see next,  some part of the value of final output 
does not accrue to the factors at all.    

   2 .  Non-factor Payments    Every time a  consumer spends  $10  on some item,  less 
than $10  is  generated as  income for factors  of production.  This  shortfall  is  due to 
the presence of indirect taxes  and depreciation.  

    I nd irect Taxes and  Subsid ies .       An important claim on the market value of output arises 
out of indirect taxes,  which are taxes on the production and sale of goods and services.  
In Canada, the most important indirect taxes are provincial sales taxes,  excise taxes on 
specific products,  and the federal Goods and Services Tax (GST).  

 For example,  if a  goods  market price of $10.00 includes 60  cents in provincial 
sales  taxes and 50  cents  in federal GST,  only $8 .90 is  available as  income to factors 
of production.  Governments  are claiming $1 .10 of the $10.00 initial value of the 
good.  Adding up income claims to determine GDP therefore necessitates  including 
the portion of the total market value of output that goes  to governments  in the form 
of taxes.  

 Sometimes the government gives subsidies to firms,  which act like negative taxes.  
When these occur,  it is  necessary to  subtract  their value,  since they allow factor 
incomes to  exceed   the market value of output.  Suppose a municipal bus company 
spends $150 000 providing bus rides and covers its  costs  by selling $140 000 in fares 
and obtaining a $10 000 subsidy from the local government.  The total income that 
the company will generate from its  production is  $150 000,  but the total market 
value of its  output is  only $140 000,  with the difference made up by the subsidy.  To 
get from total factor income to the market value of its  total output,  we must subtract 
the amount of the subsidy.  

 Hence,  the value of indirect taxes (net of subsidies)  must be added to net domestic 
income in order to compute GDP from the income side.   

    Depreciation  .       Some portion of current output replaces worn out physical capital   
depreciation.  As we said earlier,  depreciation is the loss in the value of physical capital 
generated by wear and tear during the production process.  It is  part of gross profits,  but 
because it is  needed to compensate for capital used up in the process of production,  it 
is  not part of net profits.  Hence, depreciation must be added to net domestic income in 
order to compute GDP from the income side.    
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   Real  and  Nominal  GDP  

 In   Chapter   1 9   ,  we distinguished between real  and nominal measures  of aggregate 
output.  When we add up dollar values of outputs,  expenditures,  or incomes,  we end 
up with what are called  nominal values  .  Nominal GDP increased by 1 86.1  percent 
between 1990 and 2014.  If we want to compare  real   GDP in 2014 to that in 1990, 
we need to determine how much of that nominal increase was due to increases  in 
prices  and how much was due to increases  in quantities  produced.  Although there 
are many possible ways of doing this,  the underlying principle is  always the same:  
The value of output in each period is  computed by using a common set of  base-
period prices  .  When this  is  done,  economists  say that real  output is  measured in 
 constant dollars  .    

   EXTENSI ONS  I N  THEORY 20-1  

 Arbitrary Decisions in National  Income Accounting   

 National income accounting uses  many arbitrary deci-
sions.  For example,  goods that are finished and held in 
inventories  are valued at market value,  thereby antici-
pating their sale,  even though the actual  selling price 
may not be known.  In the case of a  Ford in a  deal-
ers  showroom,  this  practice may be j ustified because 
the  value   of this  Ford is  perhaps  virtually the same 
as  that of an identical  Ford that has  j ust been sold 
to  a  customer.  However,  what is  the correct market 
value of a  half-finished house or an unfinished novel?  
Accountants  arbitrarily treat goods in process  at cost 
( rather than at market value)  if the goods  are being 
made by firms.  They ignore completely the value of 
the unfinished novel.  The arbitrary nature of these 
decisions  is  inevitable:  Because people must arrive at 
some practical  compromise between consistent defin-
itions and measurable magnitudes,  any decision will 
be  somewhat arbitrary.  

 Such arbitrary decisions surely affect the size of 
measured GDP.  But does it matter?  The surprising 

answer,  for many purposes,  is  no.  It is  wrong to think 
that just because a statistical measure is imperfect (as all 
statistical measures are),  it is  useless.  Simple measures 
often give estimates that are quite accurate,  and substan-
tial improvements in sophistication may make only triv-
ial improvements in these estimates.  

 In 2014,  for example,  Canadian GDP was meas-
ured as  $1976.2 billion.  It is  certain that the market 
value of all  production in Canada in that year was nei-
ther $500 billion nor $2500 billion,  but it might well 
have been $1800 billion or $2100 billion had different 
measures been defined with different arbitrary deci-
sions built in.  Similarly,  Canadian per capita GDP is 
about three times the Mexican per capita GDP and is 
about 20 percent less  than U.S.  per capita GDP.  Other 
measures might differ,  but it is  unlikely that any meas-
ure would reveal the Mexican per capita GDP to be 
higher than Canadas,  or Canadas  to be significantly 
above that of the United States.  

   Total GDP valued at current prices is  called  nominal  GDP. GDP valued at base-
period prices is  called  real  GDP.    

 Any change in nominal GDP reflects the combined effects of changes in quanti-
ties and changes in prices.  However,  when real income is measured over different per-
iods by using a common set of base-period prices,  changes in real income reflect only 
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 We have now seen the two commonly used methods for computing a countrys 
national income.  Both are correct and give us  the same measure of GDP,  but each 
gives us  some different additional information.  For some questions,  such as  what 
will  be the likely future path of the nations  capital  stock,  it is  useful to know the 
relative importance of consumption and investment.  In this  case,  the expenditure 
approach for computing GDP provides  some of the necessary information.  For other 
questions,  such as  what is  happening to the distribution of income between labour 
and capital,  we need information about the composition of factor incomes.  In this 
case,  a  useful starting point would be to examine GDP from the income side.  

 Measuring national income is not problem-free.  As in any accounting exercise,  
many arbitrary rules must be used.  Some of them seem odd, but the important thing is 
that these rules be used consistently over time.  Comparisons of GDP over time will then 
reflect genuine changes in economic activity,  which is the primary objective.   Extensions 
in Theory 20-1   discusses the issue of arbitrariness in national income accounting.     

   20.3   NATIONAL INCOME ACCOUNTING:  SOME 
FURTHER ISSUES  

 Now that we have examined the basics of national income accounting,  we are ready to 
explore some more detailed issues.  We discuss the distinction between real and nominal 
GDP, the major omissions from measured GDP, and the connection between GDP and 
 living standards.     

   Total  National  Income    The various com-
ponents of the income side of the GDP 
in the Canadian economy in 2014 are 
shown in   Table   20-2  .  Note that one of 
the terms in the table is called  statistical 
discrepancy  ,  a term that appears with 
equal magnitude but opposite sign in 
  Table   20-1   .  This is  a fudge factor  to 
make sure  that the independent meas-
ures  of income and expenditure  come 
to  the same total.  Statistical  discrep-
ancy is  a  clear indication that national 
income accounting is  not error-free.  
Although national  income and national 
expenditure  are  conceptually identical,  
in practice  both are  measured with 
slight error.     

    TABLE   20-2      GDP from the Income Side,  2014        

Category
Billions of 
Dollars

Percent of 
GDP

 Factor Incomes  

Wages, salaries, and supplementary income   994.1   50.3

Interest and other investment income   170.3    8 .6

Business profits ( including rent)    278.3     14.1  

 Net Domestic Income at Factor Cost   1442.7    73.0  

 Non-factor Payments  

Depreciation   335.4   17.0

Indirect taxes less subsidies   198.2   10.0

 Statistical Discrepancy        0.1       0.0  

 Total   1976.2   100.0  

GDP measured from the income side of the national accounts gives 
the sizes of the major components of the income generated by produ-
cing the nations output.

(  Source:   Based on Statistics Canada, CANSIM database,  Table 380-
0063.  Available at  www.statcan.gc.ca . )

   From the income side, GDP is  the sum 
of factor incomes  plus   indirect taxes 
(net of subsidies)   plus   depreciation.    
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changes in quantities.    Table   20-3    shows real and nominal GDP for selected years in 
Canada since 1985.   

   The GDP Deflator    If nominal and real GDP change by different amounts over a given 
time period,  then prices must have changed over that period.  For example,  if nominal 
GDP has increased by 6 percent and real GDP has increased by only 4 percent over 
the same period,  we know that average prices must have increased by 2 percent.  Com-
paring what has happened to nominal and real GDP over the same period implies the 
existence of a price index measuring the change in prices over that periodimplies  
because no explicit price index is used in calculating either real or nominal GDP.  How-
ever,  an index can be inferred by comparing these two values.  The  GDP deflator  is  
defined as follows:  

   GDP deflator =
GDP at current prices

GDP at base@period prices
* 100 =

Nominal GDP

Real GDP
* 100   

 The  GDP deflator   is  the most comprehensive available index of the price level 
because it includes all  the goods and services that are produced by the entire econ-
omy.  It uses the current years basket of production to compare the current years 
prices with those prevailing in the base period.  (Because it uses the current basket of 
goods and services,  it does not run into the CPIs problem of sometimes being based 
on an out-of-date basket. )  The GDP deflator was 13 .0  percent higher in 2014 than 
in the base year 2007 (see   Table   20-3   ) .  Thus,  for those goods and services produced 
in 2014,  their average price increased by 13 .0  percent over the previous seven years.  
 Applying Economic Concepts 20-2   illustrates the calculation of real and nominal 
GDP and the GDP deflator for a simple hypothetical economy that produces only 
wheat and steel.    

 As we have said,  a change in nominal GDP can be split into the change of prices 
and the change of quantities.  For example,  from the data in   Table   20-3    we can calcu-
late that in 2014,  Canadian nominal GDP was 186.1  percent higher than in 1990.  This 

  GDP deflator    An  index number 

derived  by divid ing nominal  

GDP by real  GDP. I ts change 

measures the average change in  

price of al l  the i tems in  the GDP. 

    TABLE   20-3       Nominal  and  Real  GDP in  Canada:  Selected  Years 

(bi l l ions of dol lars)     

Year
Nominal 
GDP

Real GDP 
(2007 prices)

GDP 
Deflator

1985   495.6   871 .8   56.8

1990   690.8   995.3   69.4

1995   826.2 1082.9   76.3

2000 1098.2 1319.4   83.2

2005 1410.7 1495.9   94.3

2007 1565.9 1565.9 100.0

2010 1662.8 1593.4 104.4

2014 1976.2 1748.7 113.0

  Nominal GDP tells us about the money value of output; 
real GDP tells us about the quantity of physical output.  
Nominal GDP gives the total value of output in any 
year,  valued at the prices of that year.  Real GDP gives 
the total value of output in any year,  valued at prices 
from some    base year ,  in this case 2007.  The compari-
son of real and nominal GDP implicitly defines a price 
index, changes in which reveal changes in the (average)  
prices of goods produced domestically.  Note that in 
2007, nominal GDP equals real GDP (measured in 2007 
prices),  and thus the GDP deflator equals 100.   

  (  Source:   Based on Statistics Canada, CANSIM data-
base,  Table 380-0064.  Real GDP:  Series V1992067.  
Nominal GDP:  Series V1997757.)   
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increase was due to a 62.8  percent increase in prices (as calculated 
by the percentage change in the GDP deflator)  and a 75.7 percent 
increase in real GDP.    3       

   GDP Deflator Versus the CPI     An important point about the 
GDP deflator is that it does not necessarily change in line with 
changes in the CPI.  The two price indices are measuring different 
things.  Movements in the CPI measure the change in the average 
price of consumer goods,  whereas movements in the GDP deflator 
reflect the change in the average price of goods produced in Can-
ada.  So changes in the world price of coffee,  for example,  would 
have a larger effect on the CPI than on the GDP deflator,  since 
Canadians drink a lot of coffee but no coffee is  produced here.  
Conversely,  a change in the world price of wheat is  likely to have 
a bigger effect on the GDP deflator than on the CPI,  since most of 
Canadas considerable production of wheat is  exported to other 
countries,  thus leaving a relatively small fraction to appear in the 
Canadian basket of consumer products.    

   Changes in the GDP de ator and Consumer Price Index (CPI)  
similarly re ect overall in ationary trends.  Changes in rela-
tive prices, however,  may lead the two price indices to move 
in dif erent ways.      

   Omissions from GDP  

 Gross Domestic Product is  an excellent measure of the flow of economic activity in 
organized markets in a given year.  But much economic activity takes place outside the 
markets that the national income accountants survey.  Although these activities are not 
typically included in the measure of GDP, they nevertheless use real resources.  

   I l legal  Activities    GDP does  not measure illegal  activities,  even though many of 
them are ordinary business  activities  that produce goods  and services  sold in mar-
kets  and that generate  factor incomes.  Many forms of illegal  gambling,  prostitu-
tion,  and drug trade come into this  category.  To gain an accurate  measure of the 
total  demand for factors  of production,  of total  marketable  output,  or of total 
incomes generated,  we should include these  activities,  whether or not they are 
legal.  The omission of illegal  activities  is  no  trivial  matter:  The drug trade alone is 
a  multi-billion-dollar business.  

      Prostitution and other illegal activities involve 
genuine market transactions,  but they are not 
included in official measures of national income .

   3    For large percentage changes in price and quantity,  the nominal percentage change is not exactly equal 

to the sum of the price and the quantity changes;  generally,  the relationship is multiplicative.  In this case,  

prices and quantities are respectively 1 .628  and 1 .757 times their original values.  Thus,  nominal GDP is 

 1 1 .628 2 * 1 1 .757 2 = 2.860  times its original value,  which is an increase of 186.1  percent.  For small per-

centage changes,  the sum is a very good approximation of the multiplicative change.  For example,  if prices 

grow by 2 percent and quantities by 3  percent,  the nominal change is  1 1 .02 2 * 11 .03 2 = 1 .0506 ,  which is 

very close to 1 .05, an increase of 5  percent.  
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 Note that some illegal activities do get included in national income measures,  
although they are generally misclassified by industry.  The income is included because 
people sometimes report their illegally earned income as part of their earnings from 
legal activities.  They do this to avoid the fate of Al Capone, the famous Chicago gang-
ster in the 1920s and 1930s,  who, having avoided conviction on many more serious 

  APPLYI NG  ECONOM IC  CONCEPTS  20-2  

 Calculating Nominal  and Real  GDP  

 To see what is involved in calculating nominal GDP, real 
GDP, and the GDP deflator,  an example may be helpful.  
Consider a simple hypothetical economy that produces 
only two commodities,  wheat and steel.  

   Table   1    gives the basic data for output and prices in 
the economy for two years.  

     TABLE   1      Data  for a  Hypothetical  Economy    

Quantity Produced Prices

Wheat 
(bushels)

Steel 
( tonnes)

Wheat 
($/bushel)

Steel 
($/tonne)

Year 1 100 20 10 50

Year 2 110 16 12 55

   Table   2   shows nominal GDP, calculated by adding the 
dollar values of wheat output and of steel output for each 
year.  In year 1 , the values of both wheat and steel produc-
tion were $1000, so nominal GDP was $2000.  In year 2,  
wheat output rose to $1320, and steel output fell to $880.  
Since the rise in the value of wheat was greater than the 
fall in the value of steel,  nominal GDP rose by $200.  

     TABLE   2      Calculation  of Nominal  GDP    

   Year 1 :  (100 * $10) + (20 * $50) = $2000   

   Year 2:  (110 * $12) + (16 * $55) = $2200   

   Table   3    shows real GDP, calculated by valuing out-
put in each year  at year-2  prices  ;  that is,  year 2 is  used 
as the base year.  In year 2,  wheat output rose,  but steel 
output fell.  If we use year-2 prices,  the fall in the value of 
steel output between years 1  and 2 exceeded the rise in 
the value of wheat output,  and so real GDP fell.  

     TABLE   3       Calculation  of Real  GDP Using 
Year-2  Prices    

   Year 1 :  (100 * $12) + (20 * $55) = $2300   

   Year 2:  (110 * $12) + (16 * $55) = $2200   

 In   Table   4   ,  the ratio of nominal to real GDP is cal-
culated for each year and multiplied by 100.  This ratio 
implicitly measures the change in prices over the period 
in question and is called the  GDP deflator .  The defla-
tor shows that average prices increased by 15  percent 
between year 1  and year 2.  

     TABLE   4      Calculation  of the GDP Deflator    

   Year 1 :  (2000 >2300) * 100 = 86.96   

   Year 2:  (2200 >2200) * 100 = 100.00   

 Throughout this  box we have used year 2  as  the 
base year.  But we could just as  easily have used year 
1 .  The changes we would have computed in real GDP 
and the deflator would have been very similarbut not 
identicalto the ones we did compute using year 2  as 
the base year.  The choice of base year matters because 
of different  relative   prices in the different years (note 
that the price of steel relative to the price of wheat is 
lower in year 2  than in year 1 ) .  Put simply,  with differ-
ent relative prices in different years,  the various output 
changes are weighted differently depending on which 
prices we use,  and thus the  aggregate   measure of real 
GDP changes by different amounts.  ( If you want to 
understand this point in more detail,  try doing Study 
Exercise #10.)  

 How do we choose the right  base year?  As 
with many other elements of national income account-
ing,  there is some arbitrariness in the choice.  There is 
no right  year.  The important thing is  not which year 
to usethe important thing is to be clear about which 
year you are using and then, for a given set of compari-
sons,  to be sure that you are consistent in your choice.  In 
recent years,  Statistics Canada has avoided this problem 
by using chain weighting,  a technique that essentially 
uses an average over several measures,  each one corres-
ponding to a different base year.  

M20_RAGA3072_1 5_SE_C20. indd   478 06/01 /1 6   4:31  PM



C H A P TE R  2 0 :  TH E  M E A S U R EM EN T  O F  N A T I O N A L  I N C O M E 479

charges,  was finally caught and imprisoned for 
income-tax evasion.         

   The Underground  Economy    A significant omission 
from GDP is the so-called underground economy.  
The transactions that occur in the underground 
economy are perfectly legal in themselves;  the only 
illegality involved is that such transactions are not 
reported for tax purposes.  Because such trans-
actions go unreported,  they are omitted from GDP.  
One example of this is the carpenter who repairs a 
leak in your roof and takes payment in cash (and 
does not report it as income)  in an effort to avoid 
taxation.  

 The growth of the underground economy is 
facilitated by the rising importance of services in 
the nations total output.  It is  much easier for a car-
penter to pass unnoticed by government authorities 
than it is  for a manufacturing establishment.  Esti-
mates of the value of income earned in the under-
ground economy run from 2 percent to 15  percent 
of GDP.  In some countries,  the figures are even higher.  The Italian underground econ-
omy, for example,  has been estimated at close to 25  percent of that countrys GDP.   

   Home Production  and  Other Non-market Activities    If a homeowner hires a firm 
to do some landscaping,  the value of the landscaping enters into GDP (as long as the 
landscaper records the transaction and declares the income);  if the homeowner does the 
landscaping herself,  the value of the landscaping is omitted from GDP because there 
is  no recorded market transaction.  Such production of goods and services in the home 
is called  home production   and includes all of the ordinary  work that is  required to 
keep a household functioning, such as cooking, cleaning,  shopping,  and doing laundry.  
Other non-market activities include voluntary work,  such as canvassing for a political 
party or coaching a local hockey team.  Both home production and volunteer activities 
clearly add to economic well-being, and both use economic resources.  Yet neither is  
included in official measures of national income since they are non-market activities.     

 Another extremely important non-market activity is   leisure  .  If a  lawyer vol-
untarily chooses  to reduce her time at work from 2400 hours to 2200 hours per 
year,  measured national income will  fall  by the lawyers wage rate times 200 hours.  
Yet the value to the lawyer of the 200 hours  of new leisure enjoyed outside of 
the marketplace presumably exceeds the lost wages (otherwise she would not have 
chosen to  reduce her work effort by 200  hours) ,  so total  economic well-being has 
increased even though measured GDP has fallen.  Over the years,  one of the most 
important ways in which economic growth has  benefited people is  by permitting 
increased amounts  of leisure.  Because the leisure time is  not marketed,  its  value does 
not show up in measures of national income.   

   Economic Bads     When a  coal-burning electric power plant sends  sulphur diox-
ide into  the atmosphere,  leading to  acid rain and environmental  damage,  the  value 
of the  electricity sold is  included as  part of GDP,  but the  value of the  damage done 

      The extraction,  refining,  and transportation of oil are all 
included as goods and services in measures of GDP.  But the 
environmental damage inflicted by an oil spillan economic 
badis not included in any measure of GDP .
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by the acid rain is  not deducted.  Similarly,  the gasoline that we use  in our cars  is  
part of national  income when it  is  produced,  but the  environmental  damage done 
by burning that gasoline is  not deducted.  To the  extent that economic growth 
brings  with it  increases  in pollution,  congestion,  and other disamenities  of modern 
living,  measurements  of national  income will  overstate  the improvement in living 
standards.  Such measures  capture the increased output of goods and services,  but 
they fail  to  account for the increased output of bads  that generally accompany 
economic growth.   

   Do the Omissions Matter?     Should our current measure of GDP be modified to 
deal  with these  omissions?  Changing the formal GDP measure to  include illegal 
activities  and home production would be extremely difficult,  if not impossible.  
Not only would it  be  very costly to  get accurate  measurements  of the  level  of these 
activities,  but in the case of home production there are  no prices  associated with 
the  transactions.  

 Including economic bads  in the measure of GDP would be possible but doing 
so would fundamentally change the nature of the measurement such that it would 
no longer give an accurate measure of the level of economic activity.  Damage to the 
environment is certainly important,  but addressing that problem does not require 
including it in a measure of economic activity.  

 The current approach to measuring GDP continues to be used for three reasons.  
First,  as we have just said,  correcting the major omissions in the measure would be dif-
ficult if not impossible.  Second, even though the  level  of measured GDP in any given 
year may be inaccurate,  the  change   in GDP from one year to the next is  a good indica-
tion of the  changes   in economic activity (as long as the omissions are themselves not 
changing a lot from one year to the next) .  

 The third reason is that policymakers need to measure the amount of market out-
put in the economy in order to design policies to control inflation and set tax rates.  To 
do so,  they need to know the flow of money payments made to produce and purchase 
Canadian output.  Modified measures that included non-market activities would distort 
these figures and likely lead to policy errors.  

 That the conventional measure of GDP continues to be used is not to say that 
economists and policymakers are not concerned about the imperfections and omis-
sions.  Statistics Canada is constantly striving to improve the measurement of GDP, 
while at the same time there is a recognition that some problems in measurement will 
probably always exist.    

   GDP and  Living Standards  

 We have said that GDP does a good job of measuring the flow of economic activity 
during a given time period.  But we have also said that many things are omitted from 
this measure,  some of which represent beneficial economic activity and some of which 
represent economic bads.  These observations lead to the obvious question:  To what 
extent does GDP provide a useful measure of our living standards?  

 The answer depends on what we mean by  living standards.  For many people,  this 
term refers to our  purchasing power   or  real income  .  When GDP rises,  do we experience 
a rise in our average real incomes?  Not necessarily.  The  average   level of real income in 
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   Changes in real per capita income are a good measure of average material living 
standards.  But material living standards are only part of what most people consider 
their overall well-being.       

    S U MMARY  

    20.1    NATIONAL OUTPUT AND VALUE ADDED LO 1   

     Each firms contribution to total output is  equal to its 
value added, which is the value of the firms output 
minus the values of all intermediate goods and services 

that it uses.  The sum of all the values added produced 
in an economy is the economys total output,  which is 
called gross domestic product (GDP).     

    20.2    NATIONAL INCOME ACCOUNTING:  THE BASICS LO 2   

     From the circular flow of income, there are two com-
monly used ways to compute national income.  One is to 
add up total expenditure on domestic output.  The other 
is to add up the total income generated by domestic 
production.  By standard accounting conventions,  these 
two aggregations define the same total.   

    From the expenditure side of the national accounts,  

   GDP = Ca + Ia + Ga + (Xa - IMa)     

     Ca   comprises consumption expenditures of households.  
 Ia   is  investment in plant and equipment,  residential 
construction, and inventory accumulation.   Ga   is  gov-
ernment purchases of goods and services.   (Xa - IMa)   
represents net exports of goods and services.   

    GDP measured from the income side adds up all claims 
to the market value of production.  Wages,  interest,  
profits,  depreciation, and indirect taxes (net of sub-
sidies)  are the major categories.     

the economy is best measured by real GDP  per person  ,  but this does not necessarily rise 
whenever real GDP rises.  If real GDP rises because more people become employed, real 
GDP per person may not rise.  However,  if real GDP rises because the existing labour 
force becomes more productive,  then average real incomes will also rise.  This explains 
why most economists believe that productivity growth is such an important determin-
ant of living standards.  

 To many people,  however,  the term  living standards  is much broader than simply 
real per capita incomeit includes such important but intangible things as religious 
and political freedom, the quality of local community life,  environmental sustainabil-
ity,  the distribution of income, and our ability to prevent and treat illness and disease.  
And since measures of real GDP omit many of these intangible things that contribute 
positively to our overall well-being, it is  not even clear that changes in real per cap-
ita GDP accurately reflect changes in this broader concept of living standards.  For 
example,  greater productivity may lead to an increase in real per capita income and 
thus to a rise in our average  material  living standards,  but if this change also leads to 
greater environmental damage or greater inequality in the distribution of income, some 
people may argue that while our material living standards have increased, our overall 
well-being has declined.    
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      Fill in the blanks to make the following statements 
correct.  

    a.  If,  when measuring Canadas national output,  
we add the market values of all firms  outputs 
in Canada, then we are committing the error 
of                     .  Such an amount would greatly 
                     the economys actual output.   

   b.  Statisticians use the concept of                      to avoid 
double counting in measuring national income.  
Each firms                      is  the value of its output 
minus the costs of                      that it purchases 
from other firms.   

   c.  If we measure GDP from the expenditure side,  
we are adding four broad categories of expendi-
ture:                      ,                      ,                      ,  
and                     .  As an equation it is  written as 
GDP =                     .   

   d.  If we measure GDP from the income side,  we are 
adding three main components of factor incomes:  
                    ,                      ,  and                     .  To 

these items we must add non-factor payments of 
                     and                     .      

     Fill in the blanks to make the following statements 
correct.  

    a.  If nominal GDP increases by 35  percent over a 
10-year period, then it is  unclear how much of this 
increase is due to increases in                      and 
how much is due to increases in                     .  To 
overcome this problem, we look at GDP valued 
at                      prices and we refer to this measure 
as                      national income.   

   b.  GDP divided by total population gives us a meas-
ure of                     .   

   c.  GDP divided by the number of employed persons in 
Canada gives us a measure of labour                     .      

     In measuring GDP from the expenditure side 
(  GDP = Ca + Ia + Ga + NXa  ) ,  which of the follow-
ing expenditures are included and within which of the 
four categories?  

  Intermediate and final goods    
  Value added    
  GDP as the sum of all values added    
  GDP from the expenditure side    

  GDP from the income side    
  Nominal and real GDP    
  GDP deflator    

  Omissions from GDP    
  Per capita GDP and productivity    
  Living standards and GDP    

   KEY  TERM S   

     S TU DY  EXERC I SES  

   Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.    

   MyEconLab  

    20.3    NATIONAL INCOME ACCOUNTING:  SOME FURTHER ISSUES LO 3,  4,  5   

     Real measures of national income reflect changes in real 
quantities.  Nominal measures of national income reflect 
changes in both prices and quantities.  Any change in 
nominal income can be split into a change in quantities 
and a change in prices.   

    The comparison of nominal and real GDP yields the 
implicit GDP price deflator,  an index of the average 
price of all goods and services produced in the economy.   

    GDP must be interpreted with its limitations in mind.  
GDP excludes production resulting from activities that 
are illegal,  that take place in the underground economy, 
or that do not pass through markets.   

    Notwithstanding its  limitations,  GDP remains an 
important measure of the total economic activity that 
passes through the nations markets.  Recorded  changes   
in GDP will generally do an accurate job of measuring 
 changes   in economic activity.   

    Real per capita GDP is a good measure of average 
material living standards.  But because GDP omits many 
intangible things that contribute positively to our qual-
ity of life,  GDP-based measures miss important parts of 
our overall well-being.      
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    a.  expenditures on automobiles by consumers  
   b.  expenditures on automobiles by firms  
   c.  expenditures on new machinery by Canadian-

owned forest companies located in Canada  
   d .  expenditures on new machinery by Canadian-

owned forest companies located in the United 
States  

   e.  expenditures on new machinery by U.S.-owned 
forest companies located in Canada  

   f.  reductions in business inventories  
   g.  purchases of second-hand cars and trucks  
   h .  the hiring of economic consultants by the Mani-

toba government  
   i .  the purchase of Canadian-produced software by a 

firm in Japan     

     The list below provides some national income figures 
for the country of Econoland.  All figures are in mil-
lions of dollars.    

Wages and salaries 5000

Interest income 200

Personal consumption 3900

Personal saving 1100

Personal income taxes 200

Business pro ts 465

Indirect taxes 175

Subsidies 30

Government purchases 1000

Exports 350

Imports 390

Net private investment 950

Depreciation 150

    a.  Using the expenditure approach, what is the value 
of GDP for Econoland?   

   b.  Using the income approach, what is the value of 
GDP?   

   c.  What is the value of net domestic income at 
factor cost?      

     As we saw in the text,  the expenditure approach to 
measuring GDP shows that 

  GDP = Ca + Ia + Ga + NXa   

    a.  Is this equation a  causal  relationship,  suggesting 
that an increase in any one of the right-hand-side 
terms  causes   an increase in GDP?   

   b.  It is  common to hear commentators suggest that 
an increase in imports reduces Canadian GDP.  Is 
this true?      

     A companys wages and salaries are part of its value 
added.  Suppose,  however,  that the cleaning and 
machinery maintenance that its own employees used 

to do are now contracted out to specialist firms 
who come in to do the same work more cheaply.  

    a.  What happens to the companys value added 
when it contracts out  such work?   

   b.  What happens to value added in the economy as 
a whole?      

     For each of the following events,  describe the 
likely effect on real GDP in Canada.  

    a.  A major ice storm in Quebec damages homes 
and thus increases the demand for building 
materials.   

   b.  A flood on the Red River destroys the annual 
barley crop on hundreds of thousands of acres 
of Manitoba farmland.   

   c.  In a near-perfect growing season, Saskatch-
ewans wheat crop increases by 20 percent 
above normal levels.   

   d.  A 50 percent decline in the world price of 
oil in 20142015 causes Alberta-based oil 
producers to decrease their oil production 
(measured in barrels)  by 3  percent.   

   e.  A large new hospital complex is built in 
Montreal in 2014.   

   f.  The building of a larger arena in Toronto 
increases the demand for Maple Leafs tickets 
by Torontonians.   

   g.  The building of a larger arena in Toronto 
increases the demand for Maple Leafs tickets 
by residents of Buffalo,  New York.      

     The table below shows data for real and nom-
inal GDP for a hypothetical economy over several 
years.    

Year
Nominal GDP 
(billions of $)

Real GDP 
(billions of 2013 $)

GDP 
De ator

2011 775.3 798.4 

2012 814.1 838.6 

2013 862.9 862.9 

2014 901 .5 882.5 

2015 951 .3 920.6 

2016 998.8 950.5 

    a.  Compute the GDP deflator for each year.   
   b.  Compute the total percentage change in nom-

inal GDP from 2011  to 2016.  How much of 
this  change was due to increases in prices and 
how much was due to changes in quantities?      

     Would inflation, as measured by the rate of 
change in the GDP deflator,  ever be different 
from inflation as measured by the rate of change 
in the Consumer Price Index?  Would it ever be the 
same?  Explain.    
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     Consider the following data for a hypothetical econ-
omy that produces two goods,  milk and honey.    

Quantity Produced Prices

Milk 
( litres)

Honey 
(kg)

Milk 
($/litre)

Honey 
($/kg)

Year 1 100 40 2 6

Year 2 120 25 3 6

    a.  Compute nominal GDP for each year in this 
economy.   

   b.  Using year 1  as the base year,  compute real GDP 
for each year.  What is the percentage change in real 
GDP from year 1  to year 2?   

   c.  Using year 1  as the base year,  compute the GDP 
deflator for each year.  What is the percentage 
change in the GDP deflator from year 1  to year 2?   

   d.  Now compute the GDP deflator for each year,  
using year 2 as the base year.   

   e.  Explain why the measures of real GDP growth 
(and growth in the deflator)  depend on the choice 
of base year.      

     In 2014, the United Nations ranked Norway first 
on the Human Development Indexa ranking of 
the quality of life  in many countries.  Yet Norway 
was  not  ranked first in terms of real per capita GDP.  
Explain how the two rankings can be different.           
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 The Simplest Short-Run 
Macro Model    

 IN     Chapters   19    and      20  ,  we encountered a number 

of important macroeconomic variables.  We considered 

how they are measured and how they have behaved 

over the past several decades.  We now turn to a more 

detailed study of what causes these variables to behave 

as they do.  In particular     we study the forces that 

determine real national income and the price level over 

short periods of time, say,  up to a few years.  We call 

this the  short run  .    1     In particular,   in this chapter and 

the next two ,  we examine how the level of real GDP is 

determined and how it fluctuates around the level of 

potential GDP.  For simplicity,  we assume that potential 

GDP is constant;   in later chapters we explore the long-

run forces that explain the growth of potential GDP .   

 Real GDP and the price level are determined 

simultaneously.  It is,  however,  easier to study them 

one at a  time.  So,   in this  chapter and the next ,  we 

simplify matters  by seeing how real national income 

is  determined  under the assumption that the price 

level is  constant .  The simplified analysis  is  an import-

ant first step toward understanding how prices  and 

GDP are determined together,   which is  the subject 

of   Chapter   23    .  

 Where do we begin?  Our ability to explain the 

behaviour of real GDP depends on our understand-

ing of what determines the amount that households 

and firms desire  to spend.  We therefore begin with an 

examination of their expenditure decisions.    

       21  
      PART    8   :  TH E  ECONOMY  I N  TH E  SHORT  RUN             

485

    CHAPTER  OUTLI NE  

      21 .1  DESIRED AGGREGATE EXPENDITURE    

    21 .2  EQUILIBRIUM  NATIONAL INCOME    

    21 .3   CHANGES  IN  EQUILIBRIUM  

NATIONAL INCOME       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

      1     expla in  the d ifference between  desired  and  actual  expend iture.   

     2     i denti fy the determ inants of desired  consumption  and  desired  

investment.   

     3     understand  the mean ing of equ i l ibrium  nationa l  income.   

     4     expla in  how a  change in  desired  expend i ture affects equ i l ib-

rium  income through  the simple mu ltipl ier.     

   1    Readers who have studied microeconomics are familiar with a different concept of the short run.  In microeconomics,  the short run varies 

industry by industry and corresponds to the period of time for which there are one or more  fixed  factors of production.  In macroeconomics,  

the short run refers to a period of time during which prices and wages have not fully adjusted to various shocks.  We say much more about 

this adjustment process in later chapters.  
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    21 .1  DESIRED AGGREGATE EXPENDITURE  

  In   Chapter   20  ,  we discussed how n    ational income statisticians divide  actual  GDP into 
its expenditure components:  consumption, investment,  government purchases,  and net 
exports.  In this chapter  and the next ,  we are concerned with a different concept.  It is  
variously called  desired  or  planned  expenditure.  Of course,  most people would like to 
spend virtually unlimited amounts,  if only they had the resources.  Desired expendi-
ture does not refer,  however,  to what people would like to do under imaginary cir-
cumstances;  it refers to what people desire to spend out of the resources that they 
actually have.  Recall  from   Chapter   20    that the  actual  values of the various categories of 
expenditure are indicated by  C a  ,   I a  ,   G a  ,  and (  X a   IM a  ) .  Economists use the same letters 
without the subscript   a    to indicate the  desired  expenditure in the same categories:   C ,  
 I ,   G  ,  and (X  IM) .  

 Everyone makes expenditure decisions.  Fortunately,  it is  unnecessary for our pur-
poses to look at each of the millions of such individual decisions.  Instead, it is  sufficient 
to consider four main groups of decision makers:  domestic households,  firms,  gov-
ernments,  and foreign purchasers of domestically produced commodities.  The sum of 
their  desired  expenditures on domestically produced output is  called  desired aggregate 
expenditure (  AE  )  :    

   AE = C + I + G + (X - IM)    

 Desired expenditure need not equal actual expenditure,  either in total or in any 
individual category.  For example,  firms might not plan to invest in inventory accumula-
tion this year but might do so unintentionally if sales are unexpectedly lowthe unsold 
goods that pile up on their shelves are undesired inventory accumulation.  In this case,  
actual investment expenditure,   I a  ,  will exceed desired investment expenditure,   I .    

  desired aggregate expenditure 

(  AE )     The sum of desired  or 

planned  spending on  domestic 

output by households, firms, 

governments, and  foreigners. 

   National income accounts measure  actual  expenditures in each of the four expen-
diture categories.  Our model of the macro economy deals with both  actual  and 
 desired  expenditures.    

 You may be wondering why the distinction between desired and actual expenditure 
is so important.  The answer will become clear in the next section, where we discuss 
the concept of  equilibrium   national income, which involves the relationship between 
desired and actual expenditure.  For now, in the remainder of this section we examine 
the consumption (C)  and investment (I)  components of desired aggregate expenditure.  
Before we begin,  however,  it is  necessary to understand the distinction between autono-
mous and induced expenditure,  and to establish some important simplifications.  

     Autonomous Versus Induced  Expenditure.       Components of aggregate expenditure that do 
 not  depend on national income are called  autonomous expenditures  .  Autonomous 
expenditures can and do change, but such changes do not occur systematically in response 
to changes in national income.  Components of aggregate expenditure that  do   change sys-
tematically in response to changes in national income are called  induced expenditures  .  
As we will see,  the induced response of desired aggregate expenditure to a change in 
national income plays a key role in the determination of equilibrium national income.       

   Important Simpl ifications.       Our goal in this chapter is to develop the simplest possible 
model of national-income determination.  We begin by making three simplifying 
assumptions:  

  autonomous expenditure   

 Elements of expenditure that do 

not change systematical ly with  

national  income. 

  induced expenditure    Any 

component of expenditure that 

is systematical ly related  to 

national  income. 
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      there is  no trade with other countriesthat is,  the economy we are studying is a 
 closed economy;    

     there is  no governmentand hence no taxes;  and  
     the price level is  constant.      

 These extreme assumptions serve a vital purpose.  As we will soon see,  the presence 
of government and foreign trade is  not  essential to understanding the basic principles 
of national-income determination.  By simplifying the model as much as possible,  we 
are better able to understand its structure and therefore how more complex versions of 
the model work.   In following chapters we will complicate our simple macro model by 
adding a government and international trade and then by removing the assumption of 
a fixed price level.  The result will be a more complex but also more realistic model of 
the macro economy .     

   Desired  Consumption  Expenditure  

 The amount of income households receive after deducting what they pay in taxes is 
called disposable income.  In our simple model with no government and no taxation,  
disposable income,  Y D  ,  is  equal to national income,  Y .  We define  saving   as all dispos-
able income  that is  not spent on consumption.      

  closed  economy    An  economy 

that has no foreign  trade in  

goods, services, or assets. 

  saving    Al l  d isposable 

income that is not spent on  

consumption. 

   By de nition, there are only two possible uses of disposable incomeconsumption 
and saving.  When the household decides how much to put to one use, it has auto-
matically decided how much to put to the other use.    

   Figure   21-1    shows the time series for real per capita consumption and disposable 
income in Canada since 1981.  It is clear that the two variables tend to move together over 
time, although the relationship is not exact.  The vertical distance between the two lines 
is the amount of saving done by households, and the figure shows that household saving 
as a share of disposable income has been declining over this period.  In the early 1980s,  
household saving was roughly 20 percent of disposable income, whereas by 2014 it was 
about 4 percent.  What determines the amount of their disposable income that house-
holds decide to consume and the amount they decide to save?  The factors that influence 
this decision are summarized in the  consumption function   and the  saving function  .   

   The Consumption  Function     The  consumption function   relates  the total  desired 
consumption expenditures  of all  households  to  the several  factors  that determine it.  
In our macro model,  the key factors  influencing desired consumption are assumed 
to  be   

      disposable income  
     wealth  
     interest rates  
     expectations about the future   

 In building our simple macro model,  we emphasize the role of disposable income 
in influencing desired consumption;  however,  as we will see later,  changes in the other 
variables are also important.  

  consumption  function    The 

relationship between  desired  

consumption  expenditure and  

al l  the variables that determine 

it. In  the simplest case, the 

relationship between  desired  

consumption  expenditure and  

disposable income. 
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 That desired consumption is related to disposable income should not be surprising.  
As income rises,  households naturally want to spend more,  both now and in the future.  
For example,  if a households monthly disposable income permanently increases from 
$3000 to $3500, its monthly consumption will also increase,  but probably by less 
than the full $500 increase.  The remainder will be added to its monthly savingassets 
that will accumulate and be available to finance future vacations,  education,  home 
purchases,  or even retirement.    

      FIGURE   21-1       Consumption  and  Disposable Income in  Canada,  19812014   
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   Per capita consumption and disposable income move broadly together over time.   The relationship between consump-
tion and disposable income is not exact,  but they clearly move broadly together.  The vertical distance between the lines 
is household saving,  which as a share of income has been declining since 1981 .   

  (  Source:   Based on authors calculations using data from Statistics Canada, CANSIM database.  Population:  Table 051-
0001 ; Consumer Price Index:  Table 326-0020; Consumption and Disposable Income:  Table 380-0072.)    

   Holding constant other determinants of desired consumption, an increase in 
disposable income is  assumed to lead to an increase in desired consumption.    

 The consumption function has an interesting history in economics.   Extensions in 
Theory 21 -1   discusses consumption behaviour in two hypothetical households and 
illustrates a debate regarding the importance of  current  disposable income in determin-
ing consumption.  As the discussion shows,  however,  our simple assumption that desired 
consumption is positively related to current disposable income is a good approxima-
tion of the behaviour of the  average   household and therefore is  suitable for explaining 
aggregate behaviour.  

 Part ( i)  of   Figure   21 -2   illustrates a hypothetical consumption function.  The first 
two columns of the table show the value of desired consumption (  C )  associated with 
each value of disposable income (  Y D  ) .  There is  clearly a positive relationship.  The figure 
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plots these points and connects them with a smooth line.  In this hypothetical economy, 
the equation of the consumption function is  

   C = 30 + 0.8YD    

 In words,  this equation says that if disposable income is zero, desired aggregate 
consumption will be $30 billion, and that for every one-dollar increase in  Y D  ,  desired 
consumption rises by 80 cents.  

 The $30 billion is said to be  autonomous   consumption because it is  autonomous 
(or independent)  of the level of income.  Autonomous consumption is greater than zero 
because consumers are assumed to have some desired consumption even if there is  no 
disposable income.  The 0.8  Y D   is  called  induced  consumption because it is induced 
(or brought about)  by a change in income.  In part ( i)  of   Figure   21 -2  ,  the autonomous 
part of desired consumption is the vertical intercept of the consumption function.  The 
induced part of consumption occurs as disposable income changes and we move along 
the consumption function.    

      FIGURE   21-2       The Consumption  and  Saving Functions   
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   Both desired consumption and desired saving are assumed to 
rise as disposable income rises.   Line  C  in part ( i)  of the figure 
relates desired consumption expenditure to disposable income 
by plotting the data from the second column of the accompany-
ing table.  The consumption function cuts the 45 line at the 
break-even level of disposable income.  Note that the level of 
autonomous consumption is $30 billion;  even with zero dis-
posable income, consumers have this amount of desired con-
sumption.  The slope of the consumption function is equal to the 
marginal propensity to consume, which is shown in the table 
to be 0.8.  

 The relationship between desired saving and disposable 
income is shown in part ( ii)  by line  S  ,  which plots the data from 
the third column of the table.  The vertical distance between  C  
and the 45 line in part ( i)  is  by definition the height of  S   in part 
( ii) ;  that is,  any given level of disposable income must be either 
consumed or saved.  Note that the level of autonomous saving 
is $30 billion.   
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  We now go on to examine the properties of the consumption function in more detail.  

   Average and  Marginal  Propensities to  Consume.       To discuss the consumption function con-
cisely,  economists use two technical expressions.  

 The  average propensity to consume (  APC  )   is  the proportion of disposable income 
that households want to consume.  It is  equal to desired consumption expenditure div-
ided by disposable income:    

   APC = C>YD    

 The fourth column of the table in   Figure   21 -2   shows the  APC  calculated from the data 
in the table.  Note that with this consumption function the  APC   falls as disposable 
income rises.  

 The  marginal propensity to consume (  MPC  )   tells us how much of one additional 
dollar of income gets spent on consumption.  It is equal to the  change   in desired con-
sumption divided by the  change   in disposable income that brings it about:    

   MPC = C> YD    

 where the Greek letter ,  delta,  means a change in.  The last column of the table in 
  Figure   21 -2   shows the  MPC  that corresponds to the data in the table.  Note that in this 
simple example,  the  MPC   is  constant and equal to 0.8.  [  28  ]   

  average propensity to consume 

(  APC )     Desired  consumption  

d ivided  by the level  of 

d isposable income. 

  marginal  propensity to consume 

(  MPC )     The change in  desired  

consumption  divided  by the 

change in  d isposable income 

that brought i t about. 

 Though it may seem natural to assume that a households 
current consumption depends largely on its current 
disposable income, much debate and research has sur-
rounded the issue of how to model consumption behav-
iour.  To see what is involved, consider two quite different 
   and rather extreme    households.  

 The first household is short-sighted and spends 
everything it receives and puts nothing aside for the 
future.  When some overtime work results in a large pay-
cheque,  the members of the household go out and spend 
it.  When it is  hard to find work, the households pay-
cheque is small and its members reduce their expendi-
tures.  This households monthly expenditure is therefore 
exactly equal to its current monthly disposable income.  

 The second household is forward-looking.  Its 
members think about the future as much as the present 
and make plans that stretch over their lifetimes.  They 
put money aside for retirement and for the occasional 
rainy day when disposable income may fall temporar-
ily.  An unexpected windfall of income will be saved.  
An unexpected shortfall of income will be cushioned 
by spending some of the accumulated savings that were 
put aside for just such a rainy day.  In short,  this house-
holds monthly expenditure will be closely related to the 
average monthly income it expects over its lifetime
the households  permanent  income.  Fluctuations in its 

   EXTENSI ONS  I N  THEORY 21 -1  

 The Theory of the Consumption Function   

current monthly income will have little effect on its cur-
rent consumption expenditure.  Economists refer to this 
behaviour as  consumption smoothing .  

 0 Time

Y
D
 =  C

SS

Y
D
,  C

C*

C
FL
 

    The figure shows the difference between our two 
sample households,  short-sighted and forward-looking,  
and how their respective consumption expenditure is 
related to their current disposable income.  We assume 
that disposable income,  Y D  ,  fluctuates over time, as 
shown by the solid blue line.   C SS   is  the consumption path 
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The Slope of the Consumption  Function.       The consumption function shown in   Figure   21 -2   
has a slope of C Y D  ,  which is,  by definition, the marginal propensity to consume.  The 
positive slope of the consumption function shows that the  MPC  is  positive;  increases in 
disposable income lead to increases in desired consumption expenditure.  The  constant
slope of the consumption function shows that the  MPC  is  the same at any level of dis-
posable income.   

   The 45  Line.         Figure   21 -2  ( i)  contains a line that is  constructed by connecting all points 
where desired consumption (measured on the vertical axis)  equals disposable income 
(measured on the horizontal axis).  Because both axes are given in the same units,  
this line has a positive slope equal to 1 ;  that is,  it forms an angle of 45  with the axes.  
The line is  therefore called the  45 line  .  

 The 45 line is a useful reference line.  In part (i)  of   Figure   21-2  ,  the consumption func-
tion cuts the 45 line at what is called the break-even  level of incomein this example,  
at $150 billion.  When disposable income is less than $150 billion, desired consumption 
exceeds disposable income.  In this case, desired saving must be negative; households are 
financing their consumption either by spending out of their accumulated saving or by bor-
rowing funds.  When disposable income is greater than $150 billion, desired consumption 
is less than disposable income and so desired saving is positive; households are paying 

of the short-sighted household and is the same as the path 
of disposable income.   C FL   is  the consumption path for the 
forward-looking household and is flat.  

 John Maynard Keynes (18831946),  the famous Eng-
lish economist who developed much of the basic theory 
of macroeconomics,  populated his theory with households 
whose current consumption expenditure depended mostly 
on their current income.  But these households are not as 
extreme as the short-sighted households we just discussed.  
Keynes did not assume that households  never  saved.  He 
simply assumed that their current level of expenditure and 
saving depended on their current level of income, as we do 
in this book.  To this day, a consumption function based 
on this assumption is called a  Keynesian consumption 
function  .  

 In the 1950s,  two U.S.  economists,  Franco Modigliani 
and Milton Friedman, both of whom were subsequently 
awarded Nobel Prizes in economics,  analyzed the behav-
iour of forward-looking households.  Their theories,  which 
Modigliani called the  life-cycle theory   and Friedman called 
the  permanent-income theory  ,  explain some observed con-
sumer behaviour that cannot be explained by the Keynes-
ian consumption function.  

 The differences between the theories of Keynes,  on the 
one hand, and Friedman and Modigliani on the other,  are 
not as great as they might seem at first.  To see why this is  
so,  let us return to our two imaginary households.  

 Even the extremely short-sighted household may be 
able to do some consumption smoothing in the face of 
income fluctuations.  Most households have some money 
in the bank and some ability to borrow,  even if it is  just 
from friends and relatives.  As a result,  every change in 
income need not be matched by an equal change in con-
sumption expenditures.  

 In contrast,  although the forward-looking household 
wants to smooth its pattern of consumption, it may not 
have the borrowing capacity to do so.  Its bank may not 
be willing to lend money for consumption when the secur-
ity consists of nothing more than the  expectation   that 
the households income will be higher in later years.  As a 
result,  the households consumption expenditure may fluc-
tuate with its current income more than it would want.  

 The foregoing discussion suggests that the consump-
tion expenditure of both types of households will fluctuate 
to some extent with their current disposable incomes and 
to some extent with their expectations of future disposable 
income.  Moreover,  in any economy there will be house-
holds of both types,  and aggregate consumption will be 
determined by a mix of the two types.  The consumption 
behaviour for the  average   household in such an economy 
is shown in the figure as the path  C * .  Consumption fluctu-
ates in response to changes in disposable income, rising 
when income rises and falling when income falls.  
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back debt or accumulating assets.  At the break-even level of disposable income, desired 
consumption exactly equals disposable income and so desired saving is zero.    

   The Saving Function     Households  decide how much to  consume and how much to 
save.  As  we have said,  this  is  only a  single decisionhow to  divide their disposable 
income between consumption and saving.  Therefore,  once we know the relation-
ship  between desired consumption and disposable income,  we automatically know 
the relationship between desired saving and disposable  income.  

 There are two saving concepts that are exactly parallel to the consumption con-
cepts of  APC  and  MPC .  The  average propensity to save (  APS  )   is  the proportion of 
disposable income that households want to save,  computed by dividing desired saving 
by disposable income:    

   APS = S>YD    

 The  marginal propensity to save (  MPS  )   relates the change in desired saving to the 
change in disposable income that brought it about:    

   MPS = S>YD    

 There is  a simple relationship between the saving and the consumption propensi-
ties.   APC  and  APS   must sum to 1 ,  and  MPC  and  MPS   must also sum to 1 .  Because 
all disposable income is either spent or saved,  it follows that the fractions of income 
consumed and saved must account for all income (  APC +  APS   =  1 ) .  It also follows that 
the fractions of any  increment  to income consumed and saved must account for all of 
that increment (  MPC +  MPS   =  1 ) .  [  29  ]  

 Look back at the table in   Figure   21 -2   and calculate  APC  and  APS   for yourself by 
computing CY D   and SY D   for each row in the table.  You will notice that the sum of 
 APC  and  APS   is   always   1 .  Similarly,  calculate  MPC   and  MPS   by computing CY D   
and SY D   for each row in the table.  You will also notice that  MPC   and  MPS always   
sum to 1 .  

 Part ( ii)  of   Figure   21 -2   shows the saving function in our simple model.  Notice 
that it is  positively sloped,  indicating that increases in disposable income are assumed 
to lead to an increase in desired saving.  Note also that the amount of desired saving 
is always equal to the vertical distance between the consumption function and the 
45 line.  When desired consumption exceeds income, desired saving is negative;  when 
desired consumption is less than income, desired saving is positive.   

   Shifts of the Consumption  Function     Earlier we said that desired consumption is 
assumed to depend on four thingsdisposable income, wealth,  interest rates,  and house-
holds  expectations about the future.  In   Figure   21 -2  ,  we illustrate the most important 
relationshipbetween desired consumption and disposable income (when the other 
determinants are held constant).  In this diagram, changes in disposable income lead 
to  movements along  the consumption function.  Changes in the other three factors will 
lead to  shifts of  the consumption function.  Lets see why.  

   A Change in  Household  Wealth .       Household wealth is the value of all accumulated assets 
minus accumulated debts.  The most common types of household assets are savings 
accounts,  mutual funds,  portfolios of stocks or bonds,  Registered Retirement Sav-
ings Plans (RRSPs),  and the ownership of homes and cars.  The most common house-
hold debts are home mortgages,  car loans,  and outstanding lines of credit from banks 
( including credit-card debt) .  

  average propensity to save 

(  APS  )     Desired  saving divided  by 

disposable income. 

  marginal  propensity to save 

(  MPS  )     The change in  desired  

saving d ivided  by the change in  

d isposable income that brought 

it about. 

M21 A_RAGA3072_1 5_SE_P8. indd   492 07/01 /1 6   4:39 PM



C H A P TE R  2 1 :  TH E  S I M P LE S T  S H O R T- R U N  M A C R O  M O D E L 493

   A Change in  Interest Rates.       Household consumption 
can be divided into consumption of  durable   and  non-
durable   goods.  Durable goods are goods that deliver 
benefits for several years,  such as cars and household 
appliances.  Non-durable goods are consumption goods 
that deliver benefits to households for only short per-
iods of time, such as groceries,  restaurant meals,  and 
clothing.  Since many durable goods are also expensive,  
many of them are purchased on creditthat is,  house-
holds borrow in order to finance their purchases.  

 The cost of borrowing,   as we discussed in   Chap-
ter   19    ,  is  the interest rate.  A fall in the interest rate 
reduces the cost of borrowing and generally leads to 
an increase in desired consumption expenditure,  espe-
cially of durable goods.  That is,  for any given level 
of disposable income, a fall in the interest rate leads 
to an increase in desired consumption;  the consump-
tion function shifts up and the saving function shifts 
down, as shown in   Figure   21 -3   .    2        

 What happens to desired consumption if house-
hold wealth increases even while disposable income is 
unchanged?  Suppose,  for example,  that a rising stock 
market (often called a bull  market)  leads to an 
increase in aggregate household wealth.  To the extent 
that this increase in wealth is expected to persist,  less 
current income needs to be saved for the future,  and 
households will therefore tend to spend a larger frac-
tion of their current income.  The consumption func-
tion will shift up, and the saving function down, as 
shown in   Figure   21 -3   .  Current estimates based on 
research from the International Monetary Fund sug-
gest that an increase in aggregate Canadian wealth 
of $1  billion leads to an increase in desired aggregate 
consumption of approximately $50 million.    

   Changes in wealth, interest rates,  or expectations about 
the future shift the consumption function.   In part ( i) ,  
line C 0   reproduces the consumption function from 
part ( i)  of   Figure   21 -2  .  The consumption function then 
shifts up by $60 billion,  so with disposable income of 
$300 billion,  for example,  desired consumption rises 
from $270 billion to $330 billion.   

  The saving function in part ( ii)  shifts down by 
$60 billion,  from S  0   to S  1  .  At a disposable income of 
$300 billion,  for example,  desired saving falls from 
$30 billion to $30 billion.    

      FIGURE   21-3       Shifts in  the Consumption  
Function    
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   2    This is the  substitution   effect of a reduction in the interest rate,  which induces all consumers to spend more 
when the interest rate falls (and less when it rises) .  The  income   effect of a change in the interest rate works in 
the opposite direction for creditors and debtors.  Since these income effects tend to cancel out in the aggregate 
economy, they are ignored here.  

    An increase in household wealth shifts the con-
sumption function up at any level of disposable 
income; a decrease in wealth shifts the consump-
tion function down.     

   A fall in interest rates usually leads to an increase 
in desired aggregate consumption at any level 
of disposable income; the consumption function 
shifts up.  A rise in interest rates shifts the con-
sumption function down.    
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   A Change in  Expectations.       Households  expectations about the future are important 
in determining their desired consumption.  Suppose,  for example,  that large numbers 
of households become pessimistic about the future state of the economy and about 
their own employment prospects.  In many cases,  these fears will lead households to 
increase their current desired saving in anticipation of rough economic times ahead.  
But increasing their current saving implies a reduction in current consumption at any 
given level of disposable income.  The result will be a downward shift in the consump-
tion function.  

 The reverse also tends to be true.  Favourable expectations about the future state 
of the economy will lead many households to increase their current desired consump-
tion and reduce their current desired saving.  The result will be an upward shift in 
the consumption function and a downward shift in the saving function,  as  shown in 
  Figure   21 -3   .    

   Expectations about the future state of the economy often in uence desired con-
sumption.  Optimism leads to an upward shift in the consumption function; pes-
simism leads to a downward shift in the consumption function.      

   Summary    Lets  summarize what we have learned so  far about the consumption 
function.  As  you will  soon see,  it  will  play a  crucial  role  in our simple  macro-
economic model.  The main points  are as  follows:  

    1.  Desired consumption is assumed to be positively related to disposable income.  In 
a graph, this relationship is shown by the positive slope of the consumption func-
tion, which is equal to the marginal propensity to consume (  MPC ) .   

   2.  There are both  autonomous   and  induced  components of desired consumption.  
A movement along the consumption function shows changes in consumption 
induced by changes in disposable income.  A shift of the consumption function 
shows autonomous changes in consumption.   

   3.  An increase in household wealth, a fall in interest rates,  or greater optimism about 
the future are all assumed to lead to an increase in desired consumption and thus 
an upward shift of the consumption function.   

   4.  All disposable income is either consumed or saved.  Therefore,  there is  a saving 
function associated with the consumption function.  Any event that causes the con-
sumption function to shift must also cause the saving function to shift by an equal 
amount in the opposite direction.      

   Desired  Investment Expenditure  

 Our simple macroeconomic model has only consumption and investment.  Having 
spent considerable time discussing desired consumption expenditure,  we are now ready 
to examine the determinants of desired investment.  Recall  from   Chapter   20    the three 
categories of investment:  

      inventory accumulation  
     residential construction  
     new plant and equipment   
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 Investment expenditure is  the most volatile component of GDP, and changes in 
investment are strongly associated with aggregate economic fluctuations.  As shown in 
  Figure   21 -4  ,  total investment in Canada fluctuates around an average of about 20 percent 
of GDP.  In each of the last three recessions (1982,  1991 ,  and 2009),  investment as a 
share of GDP fell by between three and five percentage points.  In contrast,  consump-
tion,  government purchases,  and net exports are much smoother over the business 
cycle,  each typically changing by less than one percentage point.  An important part of 
our understanding of business cycles will therefore rely on our understanding of the 
fluctuations in investment.  

  What explains such fluctuations?  Here we examine three important determinants 
of desired investment expenditure:  

      the real interest rate  
     changes in the level of sales  
     business con dence   

 Lets now examine these in turn.  

   Desired  Investment and  the Real  Interest Rate    The real  interest rate  represents  the 
real  opportunity cost of using money ( either borrowed money or retained earnings)  
for investment purposes.  A rise  in the  real  interest rate  therefore reduces  the  amount 
of desired investment expenditure.  This  relationship  is  most easily understood if we 

      FIGURE   21-4      The Volati l i ty of I nvestment,  19812014   
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   The major components of investment fluctuate considerably as a share of GDP.   The recessions of 1982, 1991 ,  and 
2009 are evident from the reductions in all components of investment.  These data exclude investment by government 
and non-profit institutions,  which combined are quite stable and amount to about 4 percent of GDP.   

  (  Source:   Based on authors calculations using data from Statistics Canadas CANSIM database:  Table 380-0064.)    
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separate  investment into  its  three  components:  inventories,  
residential  construction,  and new plant and equipment.  

   Inventories.       Changes in inventories represent only a small per-
centage of private investment in a typical year.  As shown by 
the bottom line in   Figure   21-4  ,  inventory investment has been 
between 2 percent and 2 percent of GDP over the past 30 
years.  (Inventory investment of 2 percent in a year means that 
inventories  fall  by 2 percent of GDP.)  But the average amount of 
inventory investment is not an adequate measure of its import-
ance.  Since inventory investment is quite volatile, it has an 
important influence on fluctuations in investment expenditure.  

 When a firm ties up funds in inventories,  those same funds 
cannot be used elsewhere to earn income.  As an alternative to 
holding inventories,  the firm could lend the money out at the 
going rate of interest.  Hence,  the higher the real rate of inter-
est,  the higher the opportunity cost of holding an inventory of 
a given size.  Other things being equal,  the higher the oppor-
tunity cost,  the smaller the inventories that will be desired.   

   Residential  Construction.       Expenditure on newly built residen-
tial housing is also volatile.  Most houses are purchased with 
money that is  borrowed by means of mortgages.  Interest on 
the borrowed money typically accounts for more than one-half 
of the purchasers annual mortgage payments;  the remainder 
is repayment of the original loan,  called the  principal .  Because 
interest payments are such a large part of mortgage payments,  
variations in interest rates exert a substantial effect on the 
demand for housing.   

   New Plant and  Equipment.       The real interest rate is  also a major 
determinant of firms  investment in factories,  equipment,  and a whole range of durable 
capital goods that are used for production.  When interest rates are high,  it is  expensive 
for firms to borrow funds that can be used to build new plants or purchase new capital 
equipment.  Similarly,  firms with cash on hand can earn high returns on interest-earning 
assets,  again making investment in new capital a less attractive alternative.  Thus,  
high real interest rates lead to a reduction in desired investment in capital equipment,  
whereas low real interest rates increase desired investment.      

      The largest part of investment by firms is in new 
plants and equipment,  such as this expansion of a 
pulp mill in British Columbia .

    The real interest rate re ects the opportunity cost associated with investment,  
whether in inventories,  residential construction, or new plant and equipment.  The 
higher the real interest rate, the higher the opportunity cost of investment and thus 
the lower the amount of desired investment.      

   Desired  Investment and  Changes in  Sales    Firms hold inventories  to  meet 
unexpected changes  in sales  and production,  and they usually have a  target level  of 
inventories  that depends  on their normal level  of sales.  Because the size of inventor-
ies  is  related to  the level  of sales,  the   change   in  inventories  (which is  part of current 
investment)  is  related to  the   change   in the level  of sales.  

 For example, suppose a firm wants to hold inventories equal to 10 percent of its 
monthly sales.  If normal monthly sales are $100 000, it will want to hold inventories 
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valued at $10 000.  If monthly sales increase to $110 000 and persist at that level,  it will 
want to increase its inventories to $11  000.  Over the period during which its stock of 
inventories is being increased, there will be a total of $1000 of new inventory investment.    

   The higher the level of sales,  the larger the desired stock of inventories.  Changes in 
the rate of sales therefore cause temporary bouts of investment (or disinvestment)  
in inventories.    

 Changes in sales have similar effects on investment in plant and equipment.  For 
example,  if there is  a general increase in consumers  demand for products that is  
expected to persist and that cannot be met by existing capacity,  investment in new 
plant and equipment will be needed.  Once the new plants have been built and put into 
operation,  however,  the rate of new investment will fall.   

   Desired  Investment and  Business Confidence    When a  firm invests  today,  it 
increases  its   future   capacity to  produce output.  If it  can sell  the new output prof-
itably,  the investment will  prove to  be  a  good one.  If the  new output does  not 
generate profits,  the investment will  have been a  bad one.  When it undertakes  an 
investment,  the firm does  not know if it  will  turn out well  or badlyit is  betting 
on a  favourable  future  that cannot be  known with certainty.      

 When firms expect good times ahead, they will want to invest now so that they have 
a larger productive capacity in the future ready to satisfy the greater demand.  When they 
expect bad times ahead, they will not invest because they expect no payoff from doing so.  

   Investment depends on  rms expectations about the 
future state of the economy.  Optimism about the future 
leads to more desired investment; pessimism leads to less 
desired investment.     

   Desired  Investment as Autonomous Expenditure    We 
have seen that desired investment is  influenced by many 
things,  and a  complete discussion of the determination 
of national  income is  not possible  without including all 
of these factors.  

 For the moment, however, our goal is to build the  sim-
plest  model of the aggregate economy in which we can exam-
ine the interaction of actual national income and desired 
aggregate expenditure.  To build this simple model, we begin 
by treating desired investment as  autonomous  that is, we 
assume it to be unaffected by changes in national income.    Fig-
ure   21-5   shows the investment function as a horizontal line.  

  We are making the assumption that desired investment 
is   autonomous   with respect to national income,  not  that 
it is  constant.  It is  important that aggregate investment be 
able to change in our model since in reality investment is the 
most volatile of the components of aggregate expenditure.  
As we will soon see,  shocks to firms  investment behaviour 
that cause upward or downward shifts in the investment 

   In this simple macro model,  desired investment 
is  assumed to be autonomous with respect to 
current national income.   In this example,  the 
level of desired investment is $75 billion.  How-
ever,  changes in interest rates or business confi-
dence will lead to upward or downward shifts 
in the investment function.    

      FIGURE   21-5       Desired  I nvestment as 
Autonomous Expenditure   
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function are important explanations for fluctuations in national income.  The assump-
tion that desired investment is autonomous, and that the  I  function is therefore horizon-
tal in   Figure   21 -5   ,  is  mainly for simplification.  However,  this assumption does reflect  
the fact that investment is  an act undertaken by firms for  future   benefit,  and thus the 
 current  level of GDP is unlikely to have a significant effect on desired investment.    

   The Aggregate Expenditure Function   

 The aggregate expenditure (AE)   function   relates the level of desired aggregate expendi-
ture to the level of actual national income.  (In both cases we mean  real  as opposed 
to  nominal  variables.)  In the simplified economy of this chapter without government 
and international trade,  there is  no  G   or (  X     IM  )  in our function.  Desired aggregate 
expenditure is thus equal to desired consumption plus desired investment,  C  +   I .    

   AE = C + I    

 The table in   Figure   21 -6   shows how the  AE   function can be calculated, given the 
consumption function from   Figure   21 -2   and the investment function from   Figure   21 -5  .  
The  AE   function is constructed by vertically summing the  C  function and the  I  function, 
thus showing desired total spending at each level of national income.  In this specific case,  
all of desired investment expenditure is autonomous, as is the $30 billion of consump-
tion that would be desired if national income were equal to zero.  Total autonomous 
expenditure is therefore $105 billioninduced expenditure is just equal to induced con-
sumption, which is equal to the  MPC  times disposable income (0.8    Y D  ) .  Furthermore, 
since our simple model has no government and no taxes,  disposable income,  Y D  ,  is  equal 
to national income,  Y .  Hence, desired aggregate expenditure can be written as  

   AE = +105 billion + (0.8)Y   

  aggregate expenditure (AE) 

function     The function  that 

relates desired  aggregate 

expenditure to actual  national  

income. 

      FIGURE   21-6      The Aggregate Expenditure Function    

   The aggregate expenditure function relates desired aggregate expenditure to actual national income.   The curve  AE   in 
the figure plots the data from the first and last columns of the accompanying table.  Its intercept,  which in this case is 
$105 billion,  shows the sum of autonomous consumption and autonomous investment.  The slope of  AE   is  equal to the 
marginal propensity to spend, which in this simple economy is just the marginal propensity to consume.   
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   The Marginal  Propensity to  Spend     The fraction of any increment to national income 
that people spend on purchasing domestic output is  called the economys  marginal 
propensity to spend  .  The marginal propensity to spend is measured by the change in 
desired aggregate expenditure divided by the change in national income that brings 
it about,  or AE  Y .  This is  the slope of the aggregate expenditure function.  In this 
book, the marginal propensity to spend is denoted by the symbol  z  ,  which is a number 
greater than zero and less than 1 .  For the example given in   Figure   21 -6  ,  the marginal 
propensity to spend is 0.8.  If national income increases by a dollar,  80 cents will go into 
increased desired consumption;  20 cents will go into increased desired saving.      

  marginal  propensity to 

spend    The change in  desired  

aggregate expenditure on  

domestic output d ivided  by the 

change in  national  income that 

brought it about. 

   The marginal propensity to spend is the amount of extra total expenditure induced 
when national income rises by $1, whereas the marginal propensity to consume is the 
amount of extra consumption induced when households disposable income rises by $1.    

 In the simple model of this chapter,  however,  the marginal propensity to spend is 
equal to the marginal propensity to consume because consumption is the only kind of 
expenditure that is  assumed to vary with national income.   In later chapters,  w    hen we 
add government and international trade to the model,  the marginal propensity to spend 
will differ from the marginal propensity to consume.   Both here and in later chapters,  i     t 
is  the more general measurethe marginal propensity to spendthat is  important for 
determining equilibrium national income.     

   21 .2  EQUILIBRIUM  NATIONAL INCOME  

 We have constructed an  AE   function that combines the spending plans of households 
and firms.  The function shows, for any given level of  actual  national income, the level 
of  desired  aggregate spending.  We are now ready to see what determines the  equilibrium   
level of national income.  When something is in equilibrium, there is no tendency for it to 
change.  Any conditions required for something to be in equilibrium are called  equilibrium 
conditions  .  We will see that the distinction between desired and actual expenditure is cen-
tral to understanding the equilibrium conditions for national income.  

 In this chapter  and the next,  we make an important assumption that influences the 
nature of equilibrium. In particular, we assume that firms are able and willing to produce 
any amount of output that is demanded of them and that changes in their production 
levels do not require a change in their product prices.  In this setting, we say that output is  
 demand determined .  This is an extreme assumption because normally when firms increase 
their output and move upward along their individual supply curves they would require 
a higher price for their product.  For now, however, we are assuming that this change in 
product price does not happen.   We will relax this assumption in   Chapter   23   ,  but until then 
t    he assumption of demand-determined output (and stable prices)  allows us to more easily 
understand how our macro model works.  

   Table   21 -1    illustrates the determination of equilibrium national income for our 
simple model economy.  Suppose firms are producing a final output of $300 billion,  and 
thus  actual  national income is also $300 billion.  According to the table,  at this level of 
actual national income,  desired  aggregate expenditure is  $345 billion.  If firms persist 
in producing a current output of only $300 billion in the face of desired aggregate 
expenditure of $345 billion,  one of two things will happen.   

 One possibility is  that households and firms will be unable to spend the extra $45 
billion that they would like to spend, so lines or waiting lists of unsatisfied customers will 
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   The equilibrium level of national income occurs 
where desired aggregate expenditure equals actual 
national income.   

 Finally,  look at the national income level of $525 
billion in   Table   21 -1   .  At this level,  and only at this 
level,  desired aggregate expenditure is  equal to actual 
national income.  Purchasers can fulfill their spending 
plans without causing inventories to change.  There 
is  no incentive for firms to alter output.  Because the 
amount that people want to purchase is  equal to what 
is  actually being produced,  output and income will 
remain steady;  they are in equilibrium.    

appear.  These shortages will send a signal to firms 
that they could increase their sales if they increased 
their production.  When the firms do increase their 
production,  actual national income rises.  

 A more realistic possibility is  that all spenders 
will spend everything that they wanted to spend 
and there will be no lineups of unsatisfied custom-
ers.  Since desired expenditure exceeds the actual 
amount of output,  this is  possible only if some sales 
come from the producers  accumulated inventories.  
In our example,  the fulfillment of plans to purchase 
$345 billion worth of goods in the face of a current 
output of only $300 billion will reduce inventor-
ies by $45  billion.  As long as inventories last,  more 
goods can be sold than are currently being pro-
duced.  But since firms want to maintain a certain 
level of inventories,  they will eventually increase 
their production.  Once again,  the consequence of 
each individual firms decision to increase produc-
tion is  an increase in actual national income.    

   For any level of national income at which desired aggregate expenditure exceeds 
actual income, there will be pressure for actual national income to rise.    

    For any level of income at which desired aggregate 
expenditure is  less than actual income, there will 
be pressure for national income to fall.    

 Next consider the $900 billion level of actual national income in   Table   21 -1   .  At this 
level of output,  desired expenditure on domestically produced goods is only $825 bil-
lion.  If firms persist in producing $900 billion worth of goods,  $75 billion worth must 
remain unsold.  Therefore,  inventories must rise.  However,  firms will not allow inventor-
ies of unsold goods to rise indefinitely; sooner or later,  they will reduce the level of out-
put to the level of sales.  When they reduce their level of output,  national income will fall.      

      Changes in firms accumulated inventories often signal 
changes in desired aggregate expenditure and eventually 
induce firms to change their production decisions .

    TABLE   21-1      Equi l ibrium National  I ncome    

Actual 
National 
Income 
(  Y )

Desired Aggregate 
Expenditure 
(AE  =  C +  I) Effect

  30 
 150 
 300 
 450 

 129 
 225 
 345 
 465 
}

Inventories are falling;  
firms increase output

525 525 Equilibrium income

 600 
 900 

 585  
 825 }

Inventories are rising;  
firms reduce output

 National income is in equilibrium when desired aggregate 
expenditure equal actual national income.  The data are 
from   Figure   21-6.    
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 In other words,  the  equilibrium condi-
tion   for our simple model of national income 
determination is 

   AE = Y   

 As we will now see, the combination of our 
 AE   function and this condition will determine 
the equilibrium level of national income.  

 Consider   Figure   21 -7  .  The line labelled 
 AE = C + I   graphs the specific aggregate 
expenditure function that we have been 
working with throughout this chapter.  The 
45 line (  AE =  Y )  graphs the equilibrium 
condition that desired aggregate expenditure 
equals actual national income.  Anywhere 
along the 45 line,  the value of desired aggre-
gate expenditure,  which is measured on the 
vertical axis,  is  equal to the value of actual 
national income, which is measured on the 
horizontal axis.  

  Graphically, equilibrium occurs at the 
level of income at which the  AE   line intersects 
the 45 line.  This is the level of income at which 
desired aggregate expenditure is just equal to 
actual national income.  In   Figure   21-7  ,  the 
equilibrium level of national income is Y 0 .  

 To understand how   Figure   21 -7   illus-
trates economic behaviour,  consider some level of national income (GDP)  below  Y  0  .  
At this level of income,  the  AE   curve lies above the 45  line,  indicating that desired 
spending exceeds actual output.  The vertical distance between  AE   and the 45  line 
reflects the size of this excess demand.  As we said earlier,  this excess demand will 
induce firms to increase their production.  Conversely,  at any level of income above  Y  0  ,  
the  AE   curve is  below the 45  line,  indicating that desired spending is  less than actual 
output.  The vertical distance between the curves in this case shows the size of the 
excess supply,  which will induce firms to reduce their production.  Only when national 
income equals  Y  0   is  desired spending equal to actual output,  thus providing firms with 
no incentive to change their production.  

 Now that we have explained the meaning of equilibrium national income, we will go 
on to examine the various forces that can  change   this equilibrium.  We will then be well 
on our way to understanding some of the sources of short-run fluctuations in real GDP.   

   21 .3   CHANGES IN  EQUILIBRIUM  NATIONAL 
INCOME  

   Figure   21 -7   shows that the equilibrium level of national income occurs where the  AE   
function intersects the 45 line.  Through the adjustment in firms  inventories and pro-
duction levels,  the level of actual national income will adjust until this equilibrium level 
is  achieved.  Because the  AE   function plays a central role in determining equilibrium 
national income, you should not be surprised to hear that  shifts   in the  AE   function are 
central to explaining why the equilibrium level of national income changes.  

  Equilibrium national income is  that level of national income 
where desired aggregate expenditure equals actual national 
income.   If actual national income is below  Y  0  ,  desired aggregate 
expenditure will exceed national income, and output will rise.  If 
actual national income is above  Y  0  ,  desired aggregate expenditure 
will be less than national income, and production will fall.  Only 
when national income is equal to  Y  0   will the economy be in equi-
librium, as shown at E  0  .   

      FIGURE    21-7      Equi l ibrium National  I ncome   
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   Shifts of the  AE  Function   

 The  AE   function shifts when one of its components shiftsthat is,  when there is  a shift 
in the consumption function or in the investment function.  As we have already men-
tioned, both the consumption function and the investment function will shift if there is  
a change in interest rates or expectations of the future state of the economy.  A change 
in household wealth is an additional reason for the consumption function to shift.  Lets 
now consider what happens when there is  an upward shift in the  AE   function.  

   Upward  Shifts in  the  AE  Function     Suppose households  experience an increase in 
wealth and thus  increase their desired consumption at each level  of income.  Or sup-
pose firms  expectations  of higher future sales  lead them to  increase their planned 
investment.  What is  the effect of such events  on national  income?  

 Because any increase in autonomous expenditure shifts the entire  AE   function 
upward,  the same analysis applies to each of the changes mentioned.  Two types of 
shifts in  AE   can occur.  First,  if the same addition to expenditure occurs at all levels of 
income, the  AE   function shifts parallel to itself,  as shown in part ( i)  of   Figure   21 -8   .  
Second, if there is  a change in the marginal propensity to spend, the slope of the  AE   
function changes,  as shown in part ( ii)  of   Figure   21 -8   .  

      FIGURE   21-8      Shifts in  the Aggregate Expenditure Function    
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   Upward shifts in the  AE   function increase equilibrium income; downward shifts decrease equilibrium income.   In parts 
( i)  and ( ii) ,  the  AE   function is initially AE  0   with equilibrium national income equal to  Y  0  .  

 In part ( i) ,  a parallel upward shift in the  AE   curve from  AE   0   to  AE   1   reflects an increase in desired expenditure 
at each level of national income.  For example,  at  Y  0  ,  desired expenditure rises from  ae   0   to  ae   1   and therefore exceeds 
actual national income.  Equilibrium is reached at  E   1  ,  where income is  Y  1  .  The increase in desired expenditure from  ae   1   
to  ae   1  ,  represented by a movement along  AE   1  ,  is  an induced response to the increase in income from  Y  0   to  Y  1  .  

 In part ( ii) ,  a non-parallel upward shift in the  AE   curve from  AE   0   to  AE   2   reflects an increase in the marginal 
propensity to spend.  This leads to an increase in equilibrium national income.  Equilibrium is reached at  E   2  ,  where 
national income is equal to  Y  2  .    
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    Figure   21 -8    shows that an upward shift in the 
 AE   function increases equilibrium national income.  
After the shift in the  AE   curve,  income is no longer in 
equilibrium at its original level because at that level 
desired aggregate expenditure exceeds actual national 
income.  Given this excess demand, firms  inventories 
are being depleted and firms respond by increasing 
production.  Equilibrium national income rises to the 
higher level indicated by the intersection of the  new 
AE   curve with the 45 line.   

   Downward  Shifts in  the  AE  Function     What hap-
pens to national income if there is  a  decrease in the 
amount of consumption or investment expenditure 
desired at each level  of income?  These changes shift 
the  AE   function downward,  as  shown in   Figure   21 -8    
by the movement from the dashed  AE   curve to 
the solid  AE   curve.  An equal reduction in desired 
expenditure at all  levels  of income shifts   AE   parallel 
to  itself.  A fall  in the marginal propensity to spend out of national income reduces 
the slope of the  AE   function.  In both cases,  the equilibrium level  of national income 
decreases;  the new equilibrium is  found at the intersection of the 45  line and the 
 new AE   curve.   

   The Results Restated     We have derived two important general  propositions  from 
our simple  model  of national  income determination:  

    1.  A rise in the amount of desired aggregate expenditure at each level  of national 
income will  shift the  AE   curve upward and increase equilibrium national 
income.   

   2.  A fall  in the amount of desired aggregate expenditure at each level of national 
income will  shift the  AE   curve downward and reduce equilibrium national 
income.  

 In addition,  part ( ii)  of   Figure   21 -8    suggests a third general proposition regarding the 
effect of a change in the  slope   of the  AE   function:    
  
   3 .  An increase in the marginal propensity to spend,   z  ,  steepens the  AE   curve and 

increases  equilibrium national income.  Conversely,  a  decrease in the marginal 
propensity to spend flattens the  AE   curve and decreases equilibrium national 
income.      

   The Multipl ier  

 We have learned how specific changes in the  AE   function cause equilibrium national 
income to rise or fall.  We would now like to understand what determines the  size   of 
these changes.  A measure of the magnitude of such changes is provided by the  multi-
plier  .  A change in autonomous expenditure increases equilibrium national income by 

      Changes in household wealth,  such as those created by large 
and persistent swings in stock-market values,  lead to chan-
ges in households desired consumption expenditure,  thus 
changing the equilibrium level of national income .
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   3    In this chapter and the next,  we assume that firms can readily change 
their output in response to changes in demand (perhaps because there 
is some unemployed labour and capital) .  This assumption of  demand-

determined output  is  central to the result of a multiplier being greater 
than 1 .  We relax this assumption in later chapters.  

   The multiplier is  the change in equilibrium national income divided by the change 
in autonomous expenditure that brought it about.  In the simple macro model,  the 
multiplier is  greater than 1 .     3       

 To see why the multiplier is  greater than 1  in this  model,  consider a  simple 
example.  Imagine what would happen to national income if Kimberley-Clark 
decided to spend an additional $500 million per year on the construction of new 
paper mills.  Initially,  the construction of the paper mills  would create $500 million 
worth of new national income and a corresponding amount of income for house-
holds and firms who produce the goods and services  on which the initial $500 mil-
lion is  spent.  But this  is  not the end of the story.  The increase in national income 

of $500 million would cause an induced increase in 
desired consumption.  

 Electricians,  masons,  carpenters,  and others
who gain new income directly from the building of 
the paper millswill  spend some of it on food,  cloth-
ing,  entertainment,  cars,  TVs,  and other commod-
ities.  When output expands to  meet this  demand, 
new incomes will  be created for workers  and firms 
in the industries  that produce these goods and ser-
vices.  When they,  in turn,  spend their newly earned 
incomes,  output will  rise further.  More income will 
be created,  and more expenditure will  be induced.  
Indeed,  at this  stage,  we might wonder whether the 
increases  in income will  ever come to  an end.  To deal 
with this  concern,  we need to consider the multiplier 
in somewhat more precise terms.  

 Let total  autonomous expenditure be denoted by 
 A  .  Now consider an increase in autonomous expendi-
ture of  A  ,  which in our example is  $500 million per 
year.  Remember that  A   stands for any increase in 
autonomous expenditure;  this  could be an increase 
in investment or in the autonomous component of 
consumption.  The  AE   function shifts  upward by  A  .  
National income is  no longer in equilibrium because 
desired aggregate expenditure now exceeds actual 
national income.  Equilibrium is  restored by a  move-
ment along   the new  AE   curve.  

   An increase in autonomous aggregate expenditure 
increases equilibrium national income by a mul-
tiple of the initial increase.   The initial equilibrium 
is at  E   0  ,  where  AE   0   intersects the 45 line.  At this 
point,  desired aggregate expenditure,   ae   0  ,  is  equal to 
actual national income,  Y  0  .  An increase in autono-
mous expenditure of  A   then shifts the  AE   function 
upward to  AE   1  .  

 Equilibrium occurs when income rises to  Y  1  .  Here 
desired expenditure,   ae   1  ,  equals national income, 
 Y  1  .  The increase in desired expenditure from  ae   1   to 
 ae   1   represents the induced increase in expenditure 
that occurs as national income rises.  Because  Y  is  
greater than  A  ,  the simple multiplier is  greater than 
one (YA  >  1 ) .    

      FIGURE   21-9      The Simple Multipl ier   
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a  multiple   of the initial change in autonomous expenditure.  That is,  the change in 
national income is  larger than   the initial change in desired expenditure.    
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 The  simple multiplier   measures the change in equilibrium national income that 
occurs in response to a change in autonomous expenditure when the price level is  con-
stant.  We refer to it as  simple  because we have simplified the situation by assuming 
that the price level is  fixed.    Figure   21 -9    illustrates the simple multiplier and makes clear 
that,  since  Y  is  greater then  A  ,  it is  greater than 1 .   Applying Economic Concepts 
21 -1   provides a numerical example.     

   The Size  of the Simple Multipl ier    The size  of the  simple multiplier depends  on the 
slope of the  AE   functionthat is,  on the marginal  propensity to  spend,   z  .  

 As shown in   Figure   21 -10  ,  a high marginal propensity to spend means a steep 
AE   curve.  The expenditure induced by any initial increase in income is large,  with the 
result that the final rise in income is correspondingly large.  By contrast,  a low marginal 
propensity to spend means a relatively flat  AE   curve.  The expenditure induced by the 
initial increase in income is small,  and the final rise in income is not much larger than 
the initial rise in autonomous expenditure that brought it about.      

simple multipl ier The ratio 

of the change in  equi l ibrium 

national  income to the change 

in  autonomous expenditure that 

brought it about, calculated  for a  

constant price level .

   APPLYI NG  ECONOM IC  CONCEPTS  21 -1  

 The Simple Multiplier:  A Numerical  Example   

 Consider an economy that has a marginal propensity to 
spend out of national income of 0.80.  Suppose an increase 
in business confidence leads many firms to increase their 
investment in new capital equipment.  Specifically,  sup-
pose desired investment increases by $1  billion per year.  
National income initially rises by $1  billion, but that is 
not the end of it.  The factors of production that received 
the first $1  billion spend $800 million.  This second round 
of spending generates $800 million of new production 
and income.  This new income, in turn,  induces $640 mil-
lion of third-round spending, and so it continues, with 
each successive round of new production and income 
generating 80 percent as much in new expenditure.  Each 
additional round of expenditure creates new production 
and income and yet another round of expenditure.  

 The table carries the process through 10 rounds.  
Students with sufficient patience (and no faith in math-
ematics)  may compute as many rounds in the process as 
they want;  they will find that the sum of the rounds of 
expenditures approaches a limit of $5  billion,  which is 
five times the initial increase in expenditure.  [  30  ]  

 Notice that most of the total change in national 
income occurs in the first few rounds.  Of the total change 
of $5  billion,  68  percent ($3.4 billion)  occurs after only 

five rounds of activity.  By the end of the tenth round, 89 
percent ($4.5  billion)  of the total change has taken place.      

Increase in 
Expenditure

Cumulative 
Total

Round of Spending (millions of dollars)

1  ( initial increase) 1000.0 1000.0

2   800.0 1800.0

3   640.0 2440.0

4   512.0 2952.0

5   409.6 3361 .6

6   327.7 3689.3

7   262.1 3951 .4

8   209.7 4161 .1

9   167.8 4328.9

10   134.2 4463.1

11  to 20 combined   479.3 4942.4

All others    57.6 5000.0

   The larger the marginal propensity to spend, the steeper the  AE   function and thus 
the larger the simple multiplier.    
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 We can derive the precise value of the simple multiplier by using elementary alge-
bra.  (The formal derivation is given in  Extensions in Theory 21 -2  . )  The result is 

   Simple multiplier =
Y

A
=

1

1 - z
   

 For the simple model we have developed in this chapter,   z   =  0.8  and so the simple 
multiplier =  1(1    0.8)  =  10.2 =  5 .  In this model,  therefore,  a $1  billion increase in 
autonomous expenditure leads to a $5  billion increase in equilibrium national income.  

 Recall that  z  is the marginal propensity to spend out of national income and is between 
zero and 1 .  The smallest simple multiplier occurs when  z  equals zero.  In this case, (1    z)  
equals 1  and so the multiplier equals 1 .  On the other hand, if  z  is very close to 1 , (1    z)  is  
close to zero and so the multiplier becomes very large.  The relationship between the slope 
of the  AE   function (  z )  and the size of the multiplier is shown in   Figure   21-10  .       

   Economic Fluctuations as Self-Fulfi l l ing Prophecies  

 Expectations about the future play an important role in macroeconomics.  We said 
earlier that households  and firms  expectations about the future state of the economy 
influence desired consumption and desired investment.  But as we have just seen,  chan-
ges in desired aggregate expenditure will,  through the multiplier process,  lead to chan-
ges in national income.  This link between expectations and national income suggests 

      FIGURE   21-10      The Size of the Simple Multipl ier   
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( i)  Flat AE,  multiplier equal to 1
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( iii)  Steep AE,  multiplier large
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( ii)  Intermediate case

   The larger the marginal propensity to spend out of national income (  z  ) ,  the steeper is  the  AE   curve and the larger is  
the simple multiplier.   In each part of the figure,  the initial  AE   function is  AE   0  ,  equilibrium is at  E   0  ,  with income  Y  0  .  
The  AE   curve then shifts upward to  AE   1   as a result of an increase in autonomous expenditure of  A  .   A   is  the same 
in each part.  The new equilibrium in each case is at  E   1  .  

 In part ( i) ,  the  AE   function is horizontal,  indicating a marginal propensity to spend of zero (z  =  0) .  The change in 
equilibrium income Y is  only the increase in autonomous expenditure because there is no induced expenditure by the 
people who receive the initial increase in income.  The simple multiplier is  then equal to 1 ,  its minimum possible value.  

 In part ( ii) ,  the  AE   curve slopes upward but is still relatively flat (  z   is  low).  The increase in equilibrium national 
income to  Y  2   is  only slightly greater than the increase in autonomous expenditure that brought it about.  The simple 
multiplier is  slightly greater than 1 .  

 In part ( iii) ,  the  AE   function is quite steep (  z   is  high).  Now the increase in equilibrium income to  Y  3   is  much larger 
than the increase in autonomous expenditure that brought it about.  The simple multiplier is  much larger than 1 .    
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that expectations about a healthy economy can actually produce a healthy economy
what economists call a  self-fulfilling prophecy  .  

 Imagine a situation in which many firms begin to feel optimistic about future eco-
nomic prospects.  This optimism may lead them to increase their desired investment, thus 
shifting up the economys  AE   function.  As we have seen, however, any upward shift in the 
 AE   function will lead to an increase in national income.  Such good  economic times will 
then be seen by firms to have justified their initial optimism.  Many firms in such a situa-
tion may take pride in their ability to predict the futurebut this would be misplaced 
pride.  The truth of the matter is that if enough firms are optimistic and take actions based 
on that optimism, their actions will  create   the economic situation that they expected.  

 Now imagine the opposite situation, in which many firms begin to feel pessimistic 
about future economic conditions.  This pessimism may lead them to scale down or cancel 
planned investment projects.  Such a decline in planned investment would shift the  AE   func-
tion down and lead to a decrease in national income.  The bad  economic times will then 
be seen by the firms as justification for their initial pessimism, and many will take pride 
in their predictive powers.  But again their pride would be misplaced; the truth is that suf-
ficient pessimism on the part of firms will tend to  create   the conditions that they expected.  

 The aggregate consequences of pessimism on the part of both firms and consumers were 
an important contributing factor to the global recession that started in late 2008.  In many 
countries, including Canada, the events surrounding the financial crisis of 20082009 led 
to a shattering of economic optimism. Measures of business and consumer confidence fell 
by more than had been observed in decades, and this decline in confidence partly explained 
the large declines in investment and household consumption that occurred at the time and 
lasted for more than a year.   As we will see in later chapters, g    overnments took actions to 
replace this drop in private-sector demand with increases in government spending.     

   EXTENSI ONS  I N  THEORY 21 -2  

 The Algebra of the Simple Multiplier   

 Basic algebra is all that is needed to derive the exact 
expression for the simple multiplier.  First,  we derive the 
equation for the  AE   curve.  Desired aggregate expendi-
ture comprises autonomous expenditure and induced 
expenditure.  In the simple model of this chapter,  autono-
mous expenditure is equal to investment plus autono-
mous consumption.  Induced expenditure is equal to 
induced consumption.  Hence,  we can write 

            AE = zY + A    [1 ]    

 where  A   is  autonomous expenditure and  zY  is  induced 
expenditure,   z   being the marginal propensity to spend 
out of national income.  

 Now we write the equation of the 45 line,  

               AE = Y   [2]    

 which states the equilibrium condition that desired 
aggregate expenditure equals actual national income.  
Equation 1  and 2 are two equations with two unknowns, 
 AE   and  Y .  To solve them, we substitute Equation 1  into 
Equation 2 to obtain 

              Y = zY + A    [3]    

 Equation 3  can be easily solved to get  Y  expressed in 
terms of  A   and  z  .  The solution is 

            Y =

A

1 - z
   [4]    

 Equation 4 tells us the equilibrium value of  Y  in terms 
of autonomous expenditures and the marginal propen-
sity to spend out of national income.  Now consider a $1  
increase in  A  .  The expression  Y  =   A  (1   z)  tells us that if 
 A   changes by one dollar, the resulting change in  Y  will be 
1(1   z)  dollars.  Generally, for a change in autonomous 
spending of  A,   the resulting change in  Y  will be 

              Y =

A

1 - z
   [5]    

 Dividing through by  A   gives the value of the 
multiplier:  

            Simple multiplier =
Y

A
=

1

1 - z
   [6]    
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    S U MMARY  

   21 .1  DESIRED AGGREGATE EXPENDITURE LO 1,  2   

     Desired aggregate expenditure (  AE  )  is  equal to desired 
consumption plus desired investment plus desired gov-
ernment purchases plus desired net exports.  It is  the 
amount that economic agents want to spend on pur-
chasing domestic output.  

   AE = C + I + G + (X - IM)     

    The relationship between disposable income and 
desired consumption is called the consumption func-
tion.  The constant term in the consumption function is 
autonomous expenditure.  The part of consumption that 
responds to income is called induced expenditure.   

    A change in disposable income leads to a change 
in desired consumption and desired saving.  The 

responsiveness of these changes is measured by the mar-
ginal propensity to consume (  MPC )  and the marginal 
propensity to save (  MPS  ) ,  both of which are positive 
and sum to 1 ,  indicating that all disposable income is 
either consumed or saved.   

    Changes in wealth,  interest rates,  or expectations about 
the future lead to a change in autonomous consump-
tion.  As a result,  the consumption function shifts.   

    Firms  desired investment depends on real interest 
rates,  changes in sales,  and business confidence.  In our 
simplest model of the economy, investment is treated 
as autonomous with respect to changes in national 
income.     

   21 .2  EQUILIBRIUM  NATIONAL INCOME LO 3   

     Equilibrium national income is defined as that level of 
national income at which desired aggregate expendi-
ture equals actual national income.  At incomes above 
equilibrium, desired expenditure is less than national 
income.  In this case,  inventories accumulate and firms 
will eventually reduce output.  At incomes below equi-
librium, desired expenditure exceeds national income.  

In this case,  inventories are depleted and firms will 
eventually increase output.   

    Equilibrium national income is represented graphically 
by the point at which the aggregate expenditure (  AE  )  
curve cuts the 45 linethat is,  where desired aggregate 
expenditure equals actual national income.     

   21 .3  CHANGES IN  EQUILIBRIUM  NATIONAL INCOME LO 4  

     Equilibrium national income is increased by a rise 
in either autonomous consumption or autonomous 
investment expenditure.  Equilibrium national income is 
reduced by a fall in these desired expenditures.   

    The magnitude of the effect on national income of shifts 
in autonomous expenditure is given by the multiplier.  It 
is  defined as  Y  A  ,  where  A   is  the change in autono-
mous expenditure.   

    The simple multiplier is the multiplier when the price level 
is  constant.  The simple multiplier =   Y A  =  1(1    z) ,  

where  z   is  the marginal propensity to spend out of 
national income.  The larger is  z  ,  the larger is the simple 
multiplier.   

    Expectations play an important role in the determina-
tion of national income.  Optimism can lead households 
and firms to increase desired expenditure,  which,  
through the multiplier process,  leads to increases 
in national income.  Pessimism can similarly lead to 
decreases in desired expenditure and national income.      

  Desired versus actual expenditure    
  The consumption function    
  Average and marginal propensities to 
consume    

  Average and marginal propensities to 
save    

  The aggregate expenditure (  AE  )  
function    

  Marginal propensity to spend    
  Equilibrium national income    
  Effect on national income of shifts in 
the  AE   curve    

  The simple multiplier    
  The size of the multiplier and slope of 
the  AE   curve    

   KEY  CON CEPTS   
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      Fill in the blanks to make the following statements 
correct.  

    a.  The equation for  actual  national income from the 
expenditure side is written as GDP =                   .   

   b.  The equation for  desired  aggregate expenditure is  
written as  AE   =                   .   

   c.  National income accounts measure                   expendi-
tures in four broad categories.  National income 
theory deals with                   expenditure in the same 
four categories.   

   d.  The equation for a simple consumption function is  
written as C =   a +  bY .  The letter  a   represents the 
                  part of consumption.  The letters  bY  
represent the                   part of consumption.  When 
graphing a consumption function, the vertical inter-
cept is given by the letter                  ,  and the slope 
of the function is given by the letter                  .   

   e.  In the simple macro model of this chapter,  all 
investment is treated as                   expenditure,  
meaning that it is  unaffected by changes in national 
income.   

   f.  The aggregate expenditure function in the simple 
macro model of this chapter is written as AE  =  
                  and is graphed with                   on the 
vertical axis and                   on the horizontal axis.   

   g.  An example of an aggregate expenditure function is 
AE  =  $47 billion +  0.92 Y .  Autonomous expendi-
ture is                   and the marginal propensity to 
spend out of national income is                  .  In the 
simple model in this chapter,  the marginal propen-
sity to spend is the same as the marginal propensity 
to consume because                  .      

      Fill in the blanks to make the following statements 
correct.  

    a.  If actual national income is $200 billion and desired 
aggregate expenditure is $180 billion,  inventories 
may begin to                  ,  firms will                   the level 
of output,  and national income will                  .   

   b.  If actual national income is $200 billion and desired 
aggregate expenditure is $214 billion,  inventories 
may begin to                  ,  firms will                   the level 
of output,  and national income will                  .   

   c.  If households experience an increase in wealth that 
leads to an increase in desired consumption, the  AE   
curve will shift                  .  Equilibrium national 

     STUDY EXERCISES  

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

   MyEconLab   

income will                   to the level indicated by the 
intersection of the  AE   curve with the                   line.   

   d.  When autonomous desired expenditure increases 
by $10 billion,  national income will increase by 
                  than $10 billion.  The magnitude of 
the change in national income is measured by 
the                  .   

   e.  The larger is the marginal propensity to spend,  the 
                  is  the multiplier.  Where  z   is  the mar-
ginal propensity to spend, the multiplier is  equal 
to                  .      

      Consider the following table showing aggregate con-
sumption expenditures and disposable income.  All val-
ues are expressed in billions of constant dollars.    

Disposable 
Income (  Y D  )

Desired 
Consumption 

(  C ) APC =  CY D  
MPC =  
CY D  

   0 150 


















100 225 

200 300 

300 375 

400 450 

500 525 

600 600 

700 675 

800 750 

    a.  Compute the average propensity to consume for 
each level of income and fill in the table.   

   b.  Compute the marginal propensity to consume for 
each successive change in income and fill in the 
table.   

   c.  Plot the consumption function on a scale diagram.  
What is its slope?      

      This question relates to desired saving,  and is based on 
the table in Question 3.  

    a.  Compute desired saving at each level of disposable 
income.  Plot the saving function on a scale dia-
gram.  What is its slope?   

   b.  Show algebraically that the average propensity to 
save plus the average propensity to consume must 
equal 1 .      
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     Relate the following newspaper headlines to shifts in 
the  C ,   S  ,   I ,  and  AE   functions and to changes in equi-
librium national income.  

    a.  Revival of consumer confidence leads to increased 
spending.   

   b.  High mortgage rates  discourage new house 
purchases.   

   c.  Concern over future leads to a reduction in 
inventories.   

   d .  Accelerated depreciation allowances in the 
new federal budget set off boom on equipment 
purchases.   

   e.  Consumers spend as stock market soars.      

      In the chapter we explained the difference between 
 desired  expenditures and  actual  expenditures.  

    a.  Is national income accounting based on desired or 
actual expenditures?  Explain.   

   b.  Suppose there were a sudden decrease in desired 
consumption expenditure.  Explain why this would 
likely be followed by an equally sudden increase in 
 actual  investment in inventories.   

   c.  Illustrate the event from part (b)  in a 45-line 
diagram.      

      Consider the following diagram of the  AE   function 
and the 45 line.    
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    a.  Suppose the level of actual national income is  Y  1  .  
What is the level of desired aggregate expenditure?  
Is it greater or less than actual output?  Are inven-
tories being depleted or accumulated?   

   b.  If actual income is  Y  1  ,  explain the process by which 
national income changes toward equilibrium.   

   c.  Suppose the level of actual national income is  Y  2  .  
What is the level of desired aggregate expenditure?  
Is it greater or less than actual output?  Are inven-
tories being depleted or accumulated?   

   d.  If actual income is  Y  2  ,  explain the process by which 
national income changes toward equilibrium.      

      Consider a simple model like the one developed in this 
chapter.  The following equations show the levels of 
desired consumption and investment:    

    C = 500 + 0.9Y 
  I = 100   

 Y  C  I  AE  

     0   

 2 000   

 4 000   

 6 000   

 8  000   

10 000   

    a.  Complete the table above.   
   b.  What is the equilibrium level of national income in 

this model?  Why?      

      Suppose you are given the following information for 
an economy without government spending,  exports,  
or imports.   C  is  desired consumption,  I  is  desired 
investment,  and  Y  is  income.   C  and  I  are given by 

    C =  1400 + 0.8Y 
  I = 400   

    a.  What is the equation for the aggregate expenditure 
(  AE  )  function?   

   b.  Applying the equilibrium condition that  Y =  AE  ,  
determine the level of equilibrium national income.   

   c.  Using your answer from part (b) ,  determine the 
values of consumption, saving,  and investment 
when the economy is in equilibrium.      

      For each of the following aggregate expenditure (  AE  )  
functions,  identify the marginal propensity to spend 
(z)  and calculate the simple multiplier.  

     a.  AE   =  1 50 +  0.4 Y   
    b.  AE   =  900 +  0.62 Y   
    c.  AE   =  6250 +  0.92 Y   
    d.  AE   =  457 +  0.57 Y   
    e.  AE   =  500 +  0.2 Y   
    f.  AE   =  1000 +  0.35  Y   
   g.  Explain why the simple multiplier is  larger when z  

is  larger,  independent of the value of autonomous 
expenditure.      

      Consider an economy characterized by the following 
equations:  

    C = 500 + 0.75Y + 0.05W 
  I = 150   

 where  C  is  desired consumption,  I  is desired invest-
ment,  W  is  household wealth, and  Y  is  national income.  
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    a.  Suppose wealth is constant at W =  10000.  Draw 
the aggregate expenditure function on a scale dia-
gram along with the 45 line.  What is the equilib-
rium level of national income?   

   b.  What is the marginal propensity to spend in this 
economy?   

   c.  What is the value of the simple multiplier?   
   d .  Using your answer from part (c) ,  what would 

be the change in equilibrium national income if 
desired investment increased to 250?  Show this in 
your diagram.   

   e.  Begin with the new equilibrium level of national 
income from part (d) .  Now suppose household 
wealth increases from 10 000 to 15  000.  What 
happens to the  AE   function and by how much does 
national income change?      

     The Paradox of Thrift  is a famous idea in macro-
economics one that we will discuss in later chap-
ters .  The basic idea is that if every household in the 

economy tries to increase its level of desired saving,  
the level of national income will fall and they will end 
up saving no more than they were initially.  Use the 
model and diagrams of this chapter to show how an 
(autonomous)  increase in desired saving would reduce 
equilibrium income and lead to no change in aggregate 
saving.    

      In the simple model of this chapter,  aggregate invest-
ment was assumed to be autonomous with respect to 
national income.  The simple multiplier was 1(1    z) ,  
where  z   was the marginal propensity to spend.  And 
with autonomous investment,  the marginal propensity 
to spend is simply the marginal propensity to consume.  

    But now suppose firms  investment is   not  com-
pletely autonomous.  That is,  suppose that  I = I + bY ,  
where  I  is  autonomous investment and b  is  the mar-
ginal propensity to invest  (b  >  0) .  Explain how this 
modification to the simple model changes the simple 
multiplier,  and why.            
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 Adding Government and Trade 
to  the Simple Macro Model    

  IN    Chapter   21   ,  we developed a simple short-run 

model of national income determination in a closed 

economy with fixed prices.  In this chapter,  we add 

a government and a foreign sector to that model.  In 

  Chapter   23   ,  we will expand the model further to 

explain the determination of the price level.      

 Adding government to the model allows us to 

understand how the governments use of its taxing 

and spending powers can affect the level of national 

income.  Adding foreign trade allows us to examine 

some ways in which external events affect the Can-

adian economy.  Fortunately,  the key elements of the 

previous chapters  model are unchanged even after 

government and the foreign sector are incorporated.    

        22  

    CHAPTER  OUTLI NE  

      22.1  INTRODUCING  GOVERNMENT    

    22.2  INTRODUCING  FOREIGN  TRADE    

    22.3  EQU ILIBRIUM  NATIONAL INCOME    

    22.4  CHANGES  IN  EQUILIBRIUM  

NATIONAL INCOME    

    22.5  DEMAND-DETERMINED OUTPUT       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

      1     understand  how government purchases and  tax revenues 

relate to nationa l  income.   

     2     understand  how exports and  imports relate to nationa l  income.   

     3     d istingu ish  between  the margina l  propensi ty to consume and  

the margina l  propensi ty to spend .   

     4     expla in  why the in troduction  of government and  foreign  trade 

in  the macro model  reduces the va lue of the simple mu ltipl ier.   

     5     expla in  how government can  use  sca l  pol icy to in uence the 

level  of nationa l  income.   

     6     understand  why output i s  demand  determined  in  our simple 

macro model .    

512
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    22.1  INTRODUCING GOVERNMENT  

 A governments  fiscal policy   is  defined by its plans for taxes and spending.  Our discus-
sion of fiscal policy begins in this chapter;   we go into more detail in   Chapter   24   and 
again in   Chapter   31    .  

   Government Purchases  

  In   Chapter   20  ,  we     distinguished between government  purchases of goods and services   
and government  transfer payments.   The distinction bears repeating here.  When the 
government hires a public servant,  buys office supplies,  purchases fuel for the Can-
adian Armed Forces,  or commissions a study by consultants,  it is adding directly to 
the demands for the economys current output of goods and services.  Hence,  desired 
government purchases,   G  ,  are part of aggregate desired expenditure.  

 The other part of government spending, transfer payments,  also affects desired 
aggregate expenditure but only indirectly.  Consider welfare or employment-insurance 
benefits,  for example.  These government expenditures place no direct demand on the 
nations production of goods and services since they merely transfer funds to the recipi-
ents.  The same is true of government transfers to firms,  which often take the form 
of subsidies.  However,  when individuals or firms spend some of these payments on 
consumption or investment,  their spending is part of aggregate expenditure.  Thus,  gov-
ernment transfer payments do affect aggregate expenditure but only through the effect 
these transfers have on households  and firms  spending.  

 In this chapter we make the simple assumption that the level of government pur-
chases,   G  ,  is  autonomous with respect to the level of national income.  As GDP rises 
or falls,  the level of the governments transfer payments will generally change,  but we 
assume that  G   does not automatically change just because GDP changes.  We then view 
any change in  G   as a result of a government policy decision.   

   Net Tax Revenues  

 Taxes reduce households  disposable income relative to national income.  In contrast,  
transfer payments raise disposable income relative to national income.  For the purpose 
of calculating the effect of government policy on desired consumption expenditure,  it is  
the net effect of the two that matters.  

  Net tax revenue   is  defined as total tax revenue received by the government minus 
total transfer payments made by the government,  and it is  denoted  T .  (For the remainder 
of this chapter,  the term taxes  means net taxes  unless stated otherwise.)  Because 
transfer payments are smaller than total tax revenues,  net tax revenues are positive.  In 
the model in this chapter,  we assume that net tax revenues vary directly with the level of 
national income.  As national income rises,  a tax system with given tax rates will yield 
more revenue (net of transfers) .  For example,  when income rises,  people will pay more 
income tax in total even though the tax  rates   are unchanged.  In addition, when income 
rises,  the government generally reduces its transfers to households.  We will use the fol-
lowing simple form for government net tax revenues,   T :  

   T = tY   

 where  t  is  the  net tax rate  the increase in net tax revenue generated when national 
income increases by $1 .  

  fiscal  pol icy    The use of the 

governments tax and  spending 

pol icies to achieve government 

objectives. 

  net tax revenue    Total  tax 

revenue minus transfer 

payments, denoted   T.  

  net tax rate    The increase in  

net tax revenue generated  when  

national  income rises by one 

dol lar. 
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 It may be tempting to think of  t  as the income-tax rate,  but note that we are 
representing in a simple way what in reality is  a complex tax and transfer structure 
that includes,  in addition to several different types of financial transfers to households,  
the personal income tax, the corporate income tax, the GST, provincial sales tax,  and 
property taxes.  For that reason,  t  is  not the rate on one specific type of tax.  It is  the 
amount by which total government tax revenues ( less transfers)  change when national 
income changes.   

   The Budget Balance  

 The  budget balance   is  the difference between total government revenue and total gov-
ernment expenditure;  equivalently,  it equals net tax revenue minus government pur-
chases,   T    G  .  When net revenues exceed purchases,  the government has a  budget 
surplus  .  When purchases exceed net revenues,  the government has a  budget deficit  .  
When the two amounts are equal,  the government has a  balanced budget .  

 When the government runs a budget deficit,  it must borrow the excess of spending 
over revenues.  It does this by issuing additional  government debt  (bonds or Treasury 
bills) .  When the government runs a surplus,  it uses the excess revenue to buy back 
outstanding government debt.   Budget deficits and government debt are the principal 
topics of   Chapter   31    .   

   Provincial  and  Municipal  Governments  

 Many people are surprised to learn that the combined activities of the many Canadian 
provincial and municipal governments account for  more   purchases of goods and ser-
vices than does the federal government.  The federal government raises about the same 
amount of tax revenue as do the provincial and municipal governments combined,  but 
it transfers a considerable amount of its revenue to the provinces.  

  budget surplus    Any excess of 

current revenue over current 

expenditure. 

  budget deficit    Any shortfal l  of 

current revenue below current 

expenditure. 

   When measuring the overall contribution of government to desired aggregate 
expenditure,  all levels of government must be included.    

 As we proceed through this chapter discussing the role of government in the deter-
mination of national income, think of  the government  as the combination of all 
levels of governmentfederal,  provincial,  territorial,  and municipal.   

   Summary  

 How does the presence of government affect our simple model?  Lets summarize.  

    1.  All levels of government add directly to desired aggregate expenditure through 
their purchases of goods and services,   G  .  Later in this chapter when we are con-
structing the aggregate expenditure (  AE  )  function for our model,  we will include 
 G   and we will treat it as autonomous expenditure.   

   2.  Governments also collect tax revenue and make transfer payments.  Net tax rev-
enues are denoted  T  and are positively related to national income.  Since  T  does not 
represent any expenditure on goods and services,  it is  not included directly in the 
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 AE   function.   T  will enter the  AE   function  indirectly  ,  however,  through its effect on 
disposable income (  Y D  )  and consumption.  Recall that  Y D  =  Y   T  and that desired 
consumption is assumed to depend on  Y D  .      

   22.2  INTRODUCING FOREIGN  TRADE  

 Canada imports all kinds of goods and services,  from French wine and Peruvian ancho-
vies to Swiss financial and American architectural services.  Canada also exports a var-
iety of goods and services,  including timber,  nickel,  automobiles,  engineering services,  
computer software,  flight simulators,  and commuter jets.  U.S.Canadian trade is the 
largest two-way flow of trade between any two countries in the world today.  

 Of all the goods and services produced in Canada in a given year,  roughly a third 
are exported.  A similar value of goods and services is  imported into Canada every year.  
Thus,  although  net  exports may contribute only a few percent to Canadas GDP in a 
typical year,  foreign trade is tremendously important to Canadas economy.  

   Net Exports  

 Exports depend on spending decisions made by foreign households and firms that pur-
chase Canadian products.  Typically,  exports will not change as a result of changes in 
Canadian national income.  We therefore treat exports as autonomous expenditure.  

 Imports,  however,  depend on the spending decisions of Canadian households 
and firms.  Almost all consumption goods have an import content.  Canadian-made 
cars,  for example,  use large quantities of imported components in their manufacture.  
Canadian-made clothes most often use imported cotton or wool.  And most restaurant 
meals contain some imported fruits,  vegetables,  or meats.  Hence,  as consumption rises,  
imports will also increase.  Because consumption rises with national income, we also 
get a positive relationship between imports and 
national income.  In this chapter,  we use the fol-
lowing simple form for desired imports:  

   IM = mY   

 where  m   is  the  marginal propensity to import  ,  the 
amount that desired imports rise when national 
income rises by $1 .   

 In our simple model,  net exports can be 
described by the following simple equation:  

   NX = X - mY   

 Since exports are autonomous with respect to  Y  
but imports are positively related to  Y ,  we see 
that  net exports   are negatively related to national 
income.  This negative relationship is called the  net 
export function  .  Data for a hypothetical economy 
with autonomous exports and with imports that 
are 10 percent of national income (m  =  0.1 )  are 

marginal  propensity to 

import The increase in  import 

expenditures induced  by a  $1  

increase in  national  income. 

Denoted  by m.

      International trade is very important for the Canadian economy.  
More than $2.5 billion worth of goods and services flows across 
the CanadaU.S.  border every day,  much of it in trucks like these.
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illustrated in   Figure   22-1   .  In this example,  
exports form the autonomous component and 
imports form the induced component of desired 
net exports.    

   Shifts in  the Net Export Function   

 Any given net export function is drawn under 
the assumption that everything affecting net 
exports,  except domestic national income, 
remains constant.  The two major influences 
that are held constant when we draw the  NX  
function are foreign national income and inter-
national relative prices.  If either one changes,  
the  NX  function will shift.  Notice that anything 
affecting Canadian exports will shift the  NX  
function parallel to itself,  upward if exports 
increase and downward if exports decrease.  
Also notice that anything affecting the  propor-
tion of income   that Canadian consumers want 
to spend on imports will change the  slope   of the 
 NX  function.  Lets now explore some of these 
changes in detail.  

   Changes in  Foreign  Income    An increase in 
foreign income,  other things  being equal,  will 
lead to  an increase in the quantity of Canadian 
goods demanded by foreign countriesthat 
is,  to  an increase in Canadian exports.  This 
change causes  the  X   curve in   Figure   22-1    to 
shift upward and therefore the   NX   function 
also  to  shift upward,  parallel  to  its  original 
position.  A fall  in foreign income leads  to  a 
reduction in Canadian exports and thus  to  a 
parallel  downward shift in the   NX   function.   

   Changes in  International  Relative Prices    Any 
change in the prices  of Canadian goods   rela-
tive   to  those  of foreign goods  will  cause both 
imports  and exports  to  change.  These  changes 
will  shift the  NX   function.  

 Consider what happens with a rise in Can-
adian prices relative to those in foreign coun-
tries.  The increase in Canadian prices means 
that foreigners now see Canadian goods as 
more expensive relative both to goods pro-
duced in their own country and to goods 
imported from countries other than Canada.  

      FIGURE   22-1      The Net Export Function    
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   Net exports fall as national income rises.   The data are hypo-
thetical.  In part ( i) ,  exports are constant at $72 billion while 
imports rise with national income; the marginal propensity to 
import is assumed to be 0.10.  Therefore,  net exports,  shown 
in part ( ii) ,  decline with national income.  The slope of the 
import function in part ( i)  is  equal to the marginal propensity 
to import.  The slope of the net export function in part ( ii)  is  
the negative of the marginal propensity to import.   

Actual 
National 
Income (Y)

Desired 
Exports 

(X)
Desired Imports 
( IM  = 0.1Y)

Net 
Exports 

(NX = X - IM )

   0 72  0  72

300 72 30  42

600 72 60  12

720 72 72   0

900 72 90 18
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 The most important cause of a change in inter-
national relative prices is  a change in the exchange 
rate.  A  depreciation   of the Canadian dollar means 
that foreigners must pay less of their money to buy 
one Canadian dollar,  and Canadian residents must pay 
more Canadian dollars to buy a unit of any foreign 
currency.  As a result,  the price of foreign goods in 
terms of Canadian dollars rises,  and the price of Can-
adian goods in terms of foreign currency falls.  This 
reduction in the relative price of Canadian goods will 
cause a shift in expenditure away from foreign goods 
and toward Canadian goods.  Canadian residents will 
import less at each level of Canadian national income, 
and foreigners will buy more Canadian exports.  The 
net export function thus shifts upward and becomes 
flatter.  

 An example may help to clarify the argument.  Sup-
pose something causes the Canadian dollar to depreci-
ate relative to the euro (the common currency in the European Union).  The depreciation 
of the Canadian dollar leads Canadians to switch away from French wines and Ger-
man cars,  purchasing instead more B.C.  wine and Ontario-made cars.  This reduction 
in the marginal propensity to import (  m  )  is  shown by a downward rotation of the  IM   
curve.  The depreciation of the Canadian dollar relative to the euro also stimulates Can-
adian exports.  Quebec furniture and Maritime vacations now appear cheaper to Euro-
peans than previously,  and so their expenditure on such Canadian goods increases.  

    A rise in Canadian prices relative to those in other 
countries reduces Canadian net exports at any 
level of national income. A fall in Canadian prices 
increases net exports at any level of national income.    

As a result,  the value of Canadian exports will fall.    1     
The  X  curve shifts down in   Figure   22-2  .  Similarly,  Can-
adians will see imports from foreign countries become 
cheaper relative to the prices of Canadian-made goods.  
As a result,  they will shift their expenditures toward 
foreign goods and away from Canadian goods.  That 
is,  the marginal propensity to import (  m  )  will rise,  and 
so the  IM   curve will rotate up.  The combination of 
these two effects is  that the net export function shifts 
downward and becomes steeper.  A fall in Canadian 
prices relative to foreign prices would have the oppos-
ite effect,  shifting the  X  function up and the  IM   func-
tion down, and thus rotating the  NX  function up.  

FIGURE 22-2   The Net Export Function  and  

a  Change in  I nternational  
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Changes in international relative prices shift the  NX  
function.  A rise in Canadian prices relative to foreign 
prices lowers exports from X to X  and raises the 
import function from IM  to IM .  This shifts the net 
export function downward from NX to NX .  A fall 
in Canadian prices (relative to foreign prices)  has the 
opposite effect.

   1    The rise in Canadian prices leads to a reduction in the quantity of Canadian goods demanded by foreigners.  

But in order for the  value   of Canadian exports to fall,  the price elasticity of demand for Canadian exports 

must exceed 1  ( so that the quantity reduction dominates the price increase).  Throughout this book,  we make 

this assumption.  
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This increase in Canadian exports is shown by a parallel upward shift in the  X  curve.  
The overall effect is  that the net export function shifts up and becomes flatter.  

 One final word of caution is needed regarding prices,  exchange rates,  and net 
exports.  It is  important to keep in mind that the simple model in this chapter treats 
prices and exchange rates as  exogenous   variables.  That is,  though we can discuss what 
happens if they change, we do not yet  explain   where these changes come from.  Of 
course,  in the actual economy the price level and the exchange rate are key macro-
economic variables whose changes we want to understand.   In the next chapter,  the 
price level will be  endogenous   in our model and we can therefore consider why it chan-
ges.  In   Chapter   34  ,  we explain in detail what causes the exchange rate to change .  For 
now, however,  keep in mind that the price level and the exchange rate are exogenous 
variableswe can explain what happens in our model  if  they change but we cannot use 
the current simple version of our model to explain  why   they change.    

   Summary  

 How does the presence of foreign trade modify our basic model?  Lets summarize.  

    1.  Foreign firms and households purchase Canadian-made goods.  Changes in foreign 
income and international relative prices ( including exchange rates)  will affect Can-
adian exports (  X ) ,  but we assume that  X  is  autonomous with respect to Canadian 
national income.  When we construct the economys aggregate expenditure (  AE  )  
function,  we will include  X  since it represents expenditure on domestically pro-
duced goods and services.   

   2.  All components of domestic expenditure (  C ,   I ,  and  G  )  include some import con-
tent.  Since  C  is  positively related to national income, imports (  IM  )  are also related 
positively to national income.  When we construct the economys  AE   function,  
which shows the desired aggregate expenditure on  domestic   products,  we will 
 subtract IM   because these expenditures are on foreign products.      

   22.3  EQUILIBRIUM  NATIONAL INCOME  

  As in   Chapter   21   ,  e    quilibrium national income is the level of income at which desired 
aggregate expenditure equals actual national income.  The addition of government and 
net exports changes the calculations that we must make but does not alter the equilib-
rium concept or the basic workings of the model.  

   Desired  Consumption  and  National  I ncome  

 Recall that disposable income is equal to national income minus net taxes,   Y D  =  Y   T .  
We take several steps to determine the relationship between consumption and national 
income in the presence of taxes.  

    1.  First,  assume that the net tax rate,   t ,  is  10 percent,  so that net tax revenues are 10 
percent of national income:  

   T = 1 0.1 2Y    

M22_RAGA3072_1 5_SE_C22. indd   51 8 07/01 /1 6   1 :39 PM



C H A P TE R  2 2 :  A D D I N G  G O VE R N M EN T  A N D  TR AD E  TO  TH E  S I M P LE  M A C R O  M O D E L 519

   2.  Disposable income must therefore be 90 percent of national income:  

    YD = Y - T

 = Y - (0.1 )Y

 = (0.9)Y     

   3.  The consumption function we used last chapter is  given as 

   C = 30 + (0.8)YD    

   which tells us that the  MPC  out of disposable income is 0.8.   

   4.  We can now substitute (0.9)  Y  for Y D   in the consumption function.  By doing so, we get 

    C = 30 + (0.8)(0.9)Y

 1 C = 30 + (0.72)Y      

 So,  we can express desired consumption as a function of  Y D   or as a  different  func-
tion of  Y .  In this example,  0.72 is equal to the  MPC  times (1     t ) ,  where  t  is  the net tax 
rate.  Whereas 0.8  is  the marginal propensity to consume out of  disposable   income, 0.72 
is the marginal propensity to consume out of  national  income.  

   In the presence of taxes,  the marginal propensity to consume out of national income 
is  less than the marginal propensity to consume out of disposable income.     

   The  AE  Function   

  In   Chapter   21   ,  t    he only components of desired aggregate expenditure were consump-
tion and investment.  We now add government purchases and net exports.  The separate 
components in their general form are 

     C =  c  +  MPC    Y D    consumption  
      I     investment  
      G      government purchases  
    T =  tY net tax revenues  
      X     exports  
    IM  =  mY imports   

 Our first step in constructing the  AE   function is to express desired consumption 
in terms of national income.  By using the four steps from above,  we write desired con-
sumption as 

   C = c + MPC(1 - t)Y   

 where  c   is autonomous consumption and  MPC  is the marginal propensity to consume out 
of disposable income.  Now we sum the four components of desired aggregate expenditure:  

    AE = C + I + G + (X - IM)  

  = c + MPC(1 - t)Y + I + G + (X - mY)  

     AE = [c + I + G + X ] + [MPC(1 - t) - m ]Y   

Autonomous 
expenditure

Induced
expenditure

6 7
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 In this last equation,  we can see the distinction between autonomous aggregate 
expenditure and induced aggregate expenditure.  The first square bracket brings together 
all the autonomous parts of expenditure.  The second square bracket brings together all 
the parts of expenditure that change when national income changesthe induced part 
of consumption and imports.  The term in the second square bracket shows how much 
total desired spending on domestically produced output changes when national income 
changes by $1the marginal propensity to spend out of national income.  

   Figure   22-3    graphs the  AE   function for our hypothetical economy in which we 
assume that desired investment is  $75 billion and the level of government purchases is  
$51  billion.  Notice that the slope of the  AE   function measures the change in desired 
aggregate expenditure (  AE  )  that comes about from a $1  increase in national income 
(  Y ) .  This is the marginal propensity to spend out of national income and is equal to 
 MPC (1    t )    m  .  

  Note that,   unlike in   Chapter   21    ,  the marginal propensity to spend out of national 
income (  z  )  is  not simply equal to the marginal propensity to consume (  MPC ) .  To under-
stand why, suppose the economy produces $1  of extra national income and that the 

      FIGURE   22-3      The Aggregate Expenditure Function    
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(C = 30 + 0.72Y)

Desired 
Investment 
(I = 75)

Desired 
Government 
Purchases
(G = 51)

Desired 
Net Exports 

(X - IM = 72 - 0.1Y)

Desired 
Aggregate 
Expenditure 

(AE = C + I +  
G + X - IM)

A   0  30 75 51 72 228

B 150 138 75 51 57 321

C 300 246 75 51 42 414

D 600 462 75 51 12 600

E 900 678 75 51 18 786

   The aggregate expenditure function is  the sum of desired 
consumption, investment, government purchases,  and 
net export expenditures  .  The autonomous components 
of desired aggregate expenditure are desired investment,  
desired government purchases,  desired exports,  and the 
autonomous part of desired consumption.  These sum to 
$228  billion in the given example and this sum is the ver-
tical intercept of the  AE   curve.  The induced component 
is [MPC (1    t)    m]Y,  which in our example is equal to 
(0.8(0.9)    0.1 )Y =  0.62 Y .  

 The equation for the  AE   function is  AE   =  228  +  
0.62 Y .  The slope of the  AE   function, AE/ Y ,  is  0.62,  
indicating that a $1  increase in  Y  leads to a 62-cent 
increase in desired expenditure.  This is  the marginal pro-
pensity to spend on domestic output.  The equilibrium 
level of national income is $600 billion,  the level of  Y  
where the  AE   function intersects the 45 line.   
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response to this is  governed by the relationships in   Figure   22-3   .  Because 10 cents is  
collected by the government as net taxes,  90 cents becomes disposable income, and 80 
percent of this amount (72 cents)  is  spent on consumption.  However,  10 cents of all 
expenditure goes to imports,  so expenditure on  domestic   goods rises by only 62 cents.  
Hence,  z  ,  the marginal propensity to spend, is  0.62.  In algebraic terms, 

    z = MPC(1 - t) - m   

  = (0.8)(1 - 0.1 ) - 0.1  

  = 0.72 - 0.1  

  = 0.62     

   Equi l ibrium National  I ncome  

  As in   Chapter   21   ,  w    e are assuming (for now) that firms are able and willing to produce what-
ever level of output is demanded of them at a constant price level.  When output is  demand 
determined  in this way, the equilibrium level of national income is that level of national 
income where desired aggregate expenditure (along the  AE   function)  equals the actual level 
of national income.  As was also true in   Chapter   21   ,  the     45 line shows the  equilibrium condi-
tion  the collection of points where  Y =  AE  .  Thus, the equilibrium level of national income 
in   Figure   22-3   is $600 billion at point  D  ,  where the  AE   function intersects the 45 line.  

 Suppose national income is less than its equilibrium amount.   The forces lead-
ing back to equilibrium are exactly the same as those described in   Chapter   21    .  When 
households,  firms, foreign demanders,  and governments try to spend at their desired 
amounts,  they will try to purchase more goods and services than the economy is cur-
rently producing.  Hence, some of the desired expenditure must either be frustrated 
or take the form of purchases of inventories of goods that were produced in the past.  
As firms see their inventories being depleted,  they will increase production,  thereby 
increasing the level of national income.  

 The opposite sequence of events occurs when national income is greater than its 
equilibrium amount.  Now the total of desired household consumption, investment,  
government purchases,  and net foreign demand on the economys production is less 
than national output.  Firms will notice that they are unable to sell all their output.  
Their inventories will be rising, and sooner or later they will seek to reduce the level of 
output until it equals the level of sales.  When they do, national income will fall.  

 Only when national income is equal to desired aggregate expenditure ($600 billion 
in   Figure   22-3   )  is  there no pressure for output to change.  Desired consumption,  invest-
ment,  government purchases,  and net exports just add up to national output.    

   22.4  CHANGES IN  EQUILIBRIUM  NATIONAL 
INCOME  

 Changes in any of the components of desired aggregate expenditure will cause chan-
ges in equilibrium national income (GDP).  In   Chapter   21   ,  we investigated the conse-
quences of shifts in the consumption function and in the investment function.  Here we 
take a first look at fiscal policythe effects of changes in government spending and 
taxation.  We also consider shifts in the net export function.  First,  we explain why the 
simple multiplier is  reduced by the presence of taxes and imports.  
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   The Multipl ier with  Taxes and  Imports  

  In   Chapter   21   ,  we saw that t    he  simple multiplier  ,  the amount by which equilibrium 
real GDP changes when autonomous expenditure changes by $1   was     equal to 1 /(1    z  ) ,  
where  z   is  the marginal propensity to spend out of national income.  In the simple model 
 of   Chapter   21    ,  with no government and no international trade,   z   was simply the mar-
ginal propensity to consume out of disposable income.  But in the more complex model 
of this chapter,  which contains both government and foreign trade, we have seen that 
the marginal propensity to spend out of national income is slightly more complicated.  

   The presence of imports and taxes reduces the marginal propensity to spend out of 
national income and therefore reduces the value of the simple multiplier.    

 Lets be more specific.   In   Chapter   21   ,  t    he marginal propensity to spend,  z  ,  was 
just equal to the marginal propensity to consume.  Let  Y  be the change in equilibrium 
national income brought about by a change in autonomous spending,   A  .  We then 
have the following relationships:  

    Without Government and Foreign Trade:   

  z = MPC  

  Simple multiplier =
Y

A
=

1

1 - z
 

  =
1

1 - MPC
   

 In our example,  the  MPC  was 0.8,  and so the simple multiplier was equal to 5:  

   Simple multiplier = 1 > 1 1 - 0.8 2 = 1 >0.2 = 5    

 In our expanded model with government and foreign trade,  the marginal propen-
sity to spend out of national income must take account of the presence of net taxes and 
imports,  both of which reduce the value of  z.   

    With Government and Foreign Trade:   

  z = MPC(1 - t) - m  

  Simple multiplier =
Y

A
=

1

1  -  z
 

  =
1

1 - 3MPC(1  -  t)  -  m 4

   

 In our example,  MPC =  0.8,  t =  0.1 ,  and  m   =  0.1 .  This makes the simple multi-
plier equal to 2.63:  

    Simple multiplier = 1 >{1 - [0.8(1 - 0.1 ) - 0.1 ] }

 = 1 >[1 - (0.72 - 0.1 )]

 = 1 > (1 - 0.62) = 2.63    
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 What is  the central point?  When we introduce government and foreign trade to our 
model,  the simple multiplier becomes smaller.  Since some of any increase in national 
income goes to taxes and imports,  the induced increase in desired expenditure on 
domestically produced goods is reduced.  (The  AE   curve is flatter.)  The result is  that,  in 
response to any change in autonomous expenditure,  the overall change in equilibrium 
GDP is smaller.  

   The higher is  the marginal propensity to import,  the lower is  the simple multiplier.  
The higher is  the net tax rate, the lower is  the simple multiplier.    

Applying Economic Concepts 22-1   examines what the size of the simple multiplier 
is  likely to be in the Canadian economy.  You may be surprised at the result!  

   APPLYI NG  ECONOM IC  CONCEPTS  22 -1  

 How Large Is Canadas Simple Multiplier?   

 In our macro model,  the simple multiplier  expresses the 
overall change in equilibrium national income resulting 
from an increase in desired autonomous spending.  
To the extent that increases in output are only possible 
in the short run by increasing the level of employment,  
the multiplier can also tell us something about the total 
change in employment that will result from an initial 
increase in spending.  And this is  the way we usually hear 
about the effects of the multiplier in the media.  

 Imagine you hear a news story about a recent 
announcement by the government to increase its annual 
spending by $5  billion on the repairs of highways and 
bridges.  Rather than claiming that the $5  billion increase 
in spending will lead to an overall increase in national 
income larger than $5  billion,  the official making the 
announcement is likely to speak in terms of the number 
of jobs created  in the economy as a result of the new 
government spending.  For example,  the official might 
claim that this new spending will  directly   create 5000 
new jobs and that an additional 10 000 new jobs will 
be created  indirectly  .  With such a claim, the government 
official appears to believe that the simple multiplier is  
equal to 3the total increase in employment (and out-
put)  will be three times the direct increase.  Is a simple 
multiplier of 3  a realistic estimate for Canada?  

 In the simple model we have developed in this 
chapter,  we have used values for key parameters that 
are simple to work with but not necessarily realistic.  In 
particular,  we assumed values of  t  and  m   that are well 
below their actual values.  To find a realistic estimate for 
the multiplier in Canada, we need to use more realistic 
values for the net tax rate (  t )  and the marginal propen-
sity to import (  m  ) .  In Canada a reasonable value for  t  
is  0.25,  the approximate share of combined government 

net taxation in GDP.  Imports into Canada are close to 35  
percent of GDP and so  m   =  0.35  is a reasonable value.  
If we use these more realistic values for  t  and  m  ,  and 
continue the reasonable assumption that the marginal 
propensity to consume out of disposable income is 0.8,  
the implied value of  z   is  

    z = MPC(1 - t) - m  
  = 0.8(1 - 0.25) - 0.35 = 0.25   

 and so the implied value of the simple multiplier is  

   Simple multiplier = 1 > (1 - z) = 1 >0.75 = 1 .33    

 Two main lessons emerge from this analysis:  

    1 .  Net taxes and imports reduce the size of the simple 
multiplier.   

   2.  Realistic values of  t  and  m   in Canada suggest a 
simple multiplier that is closer to 1  than to 2   and 
certainly far below the value of 5  that we used in the 
very simple model of   Chapter   21    .    

 So the next time you hear a government official 
make claims about how new spending plans are likely 
to have large effects on the level of employment and eco-
nomic activity,  think about what the implied value of 
the simple multiplier must be in order for the claims to 
be reasonable.  The analysis here suggests that the sim-
ple multiplier in Canada is likely to be only moderately 
greater than 1 .   *    

   *  In the next two chapters we will see that once we allow for a 
price level that can adjust to changes in demand, the multiplier 
gets even smaller.   
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     Net Exports  

 Earlier in this chapter,  we discussed the determinants of net exports and of shifts in the 
net export function.  As with the other elements of desired aggregate expenditure,  if the 
net export function shifts upward,  the AE  function will also shift upward and equilib-
rium national income will rise;  if the net export function shifts downward, so too will 
the AE  function and equilibrium national income will fall.  

 Generally, exports themselves are autonomous with respect to domestic national 
income.  Foreign demand for Canadian products depends on foreign income, on foreign 
and Canadian prices, and on the exchange rate, but it does not depend on Canadian 
income.  Export demand could also change because of a change in foreigners  preferences.  
Suppose foreign consumers develop a preference for Canadian-made furniture and desire 
to consume $1  billion more per year of these goods than they had in the past.  The net 
export function (and the aggregate expenditure function)  will shift up by $1  billion, and 
equilibrium national income will increase by $1  billion times the simple multiplier.   

   Fiscal  Pol icy  

  In   Chapter   19   we introduced the concept of potential GDP,     the level of GDP that would 
exist if all factors of production were fully employed.  Deviations of actual GDP (  Y )  from 
potential GDP (  Y * )  usually create problems.  When  Y <  Y*  ,  factor incomes are low and 
unemployment of factors is high; when  Y >  Y*  ,  rising costs create inflationary pres-
sures.  To reduce these problems, governments often try to  stabilize   the level of real GDP 
close to  Y * .  Any attempt to use government policy in this manner is called  stabilization 
policy  ,  and here we focus on stabilization through fiscal policy.   In   Chapters   24   and   31   ,  
we examine some important details about fiscal policy, including why     the real-world 
practice of fiscal policy is more complicated than our simple model suggests.  

 In our model,  there are two fiscal policy tools available to government policymakers 
 the net tax rate (t)  and government purchases (G) .  A reduction in the net tax rate or 
an increase in government purchases shifts the  AE   curve upward,  setting in motion the 
multiplier process that tends to increase equilibrium national income.  An increase in 
the net tax rate or a decrease in government purchases shifts the  AE   curve downward 
and tends to decrease equilibrium income.  

 Once we know the direction in which the government wants to change national 
income, the  directions   of the required changes in government purchases or taxation 
are easy to determine.  But the  timing  and  magnitude   of the changes are more difficult 
issues.  The issue of timing is difficult because it takes an uncertain amount of time 
before fiscal policies have an effect on real GDP.  The issue of magnitude is difficult 
because the level of potential output can only be estimated imperfectly,  and so the gap 
between actual and potential GDP is uncertain.  

 Lets now examine these two policy tools in more detail.  

   Changes in  Government Purchases    Suppose the  government decides  to  reduce 
its  purchases  of all  consulting services,  thus  eliminating $200  million per year in 
spending.  Planned government purchases  (  G  )  would fall  by $200 million,  shift-
ing  AE   downward by the same amount.  How much would equilibrium income 
change?  This  amount can be  calculated by using the simple  multiplier.  Govern-
ment purchases  are part of autonomous expenditure,  so  a   change   in  government 
purchases  of  G   will  lead to  a   change   in  equilibrium national  income equal  to 
the simple multiplier times   G.   In  this  example,  equilibrium income will  fall  by 

  stabil ization  pol icy    Any 

pol icy designed  to reduce the 

economys cycl ical  fluctuations 

and  thereby stabi l ize national  

income. 
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$200  million times  the  simple multiplier.  Earlier we 
argued that a  realistic value for the simple  multiplier in 
Canada is  about 1 .3 .  Using this  value in our example,  
the  effect of the $200  million reduction in  G   is  to  reduce 
equilibrium national  income by $260 million.  

 Increases in government purchases would have the 
opposite effect.  If the government increases its spending by 
$1  billion on new highways, equilibrium national income 
will rise by $1  billion times the simple multiplier.   

   Changes in  Tax Rates    Recall  that the slope of the 
 AE   function is   z  ,  the  marginal  propensity to  spend on 
domestic output.  As  we saw earlier,  

   z = MPC (1 - t) - m    

 A change in the net tax rate will change  z ,  rotate the  AE   func-
tion, and change the equilibrium level of national income.  

 Consider first a decrease in tax rates.  If the govern-
ment decreases its net tax rate so that it collects 5  cents less 
out of every dollar of national income, disposable income 
rises in relation to national income.  Hence, desired con-
sumption also rises at every level of national income.  This 
increase in consumption results in an upward  rotation   of 
the  AE   curvethat is,  an increase in the slope of the curve,  
as shown in   Figure   22-4  .  The result of this shift will be an 
increase in equilibrium national income.  

  A rise in tax rates has the opposite effect.  A rise in the 
net tax rate causes a decrease in disposable income, and hence desired consumption 
expenditure,  at each level of national income.  This results in a downward rotation of 
the  AE   curve,  which decreases the level of equilibrium national income.  

 Note that when the  AE   function rotates,  as happens if anything causes  z   to change,  
the simple multiplier is  not  used to tell us about the resulting change in equilibrium 
national income.  The simple multiplier is  only used to tell us how much equilibrium 
national income changes in response to a change in  autonomous   desired spending
that is,  in response to a  parallel shift  in the  AE   function.     

   22.5  DEMAND-DETERMINED OUTPUT  

 In this and the preceding chapter,  we have discussed the determination of the four 
categories of aggregate expenditure and have seen how they simultaneously determine 
equilibrium national income in the short run.  An algebraic exposition of the complete 
model is  presented in the appendix to this chapter.  

 Our macro model is based on three central concepts,  and it is worth reviewing them.  

    Equi l ibrium National  Income    The equilibrium level  of national  income is  the  level 
at which  desired   aggregate expenditure equals   actual   national  income (  AE =  Y ) .  
If actual  national  income exceeds  desired expenditure,  firms will  eventually reduce 
production,  causing national  income to  fall.  If actual  national  income is  less  than 
desired expenditure,  firms will  eventually increase  production,  causing national 
income to  rise.   

   A change in the net tax rate changes equilibrium 
income by rotating the    AE    curve.   A reduction in 
the net tax rate rotates the  AE   curve from AE  0   to 
AE  1  .  The new curve has a steeper slope because 
the lower net tax rate withdraws a smaller amount 
of national income from the desired consumption 
flow.  Equilibrium income rises from  Y  0   to  Y  1  .  An 
increase in the net tax rate has the opposite effect.    

      FIGURE    22-4       The Effect of Changing the 
Net Tax Rate   
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   The Simple Multipl ier    The simple multiplier measures the change in equilibrium 
national income that results from a change in the  autonomous   part of desired aggregate 
expenditure.  The simple multiplier is  equal to 1 /(1   z) ,  where  z   is  the marginal propen-
sity to spend out of national income.  In the model  of   Chapter   21    ,  in which there is  no 
government and no international trade,   z   is  simply the marginal propensity to consume 
out of disposable income.  In our expanded model that contains both government and 
foreign trade,   z   is  reduced by the presence of net taxes and imports.  To review:  

   Simple multiplier = 1 >(1 - z)  

 Closed economy with no government:   z = MPC  

 Open economy with government:   z = MPC(1 - t) - m     

   Demand-Determined  Output    The model that we have examined is constructed  for a 
given price level that is,  the price level is  assumed to be constant.  This assumption of 
a given price level is  related to another assumption that we have been making.  We have 
been assuming that firms are able and willing to produce any amount of output that is  
demanded without requiring any change in prices.  When this is  true,  national income 
depends only on how much is demandedthat is,  national income is  demand deter-
mined .  Things get more complicated if firms are either unable or unwilling to produce 
enough to meet all demands without requiring a change in prices.   We deal with this 
possibility in   Chapter   23    when we consider  supply-side   influences on national income .  

 There are two situations in which we might expect national income to be demand 
determined.  First,  when there are unemployed resources and firms have excess capacity,  
firms will often be prepared to provide whatever is  demanded from them at unchanged 
prices.  In contrast,  if the economys resources are fully employed and firms have no 
excess capacity,  increases in output may be possible only with higher unit costs,  and 
these cost increases may lead to price increases.  

 The second situation occurs when firms are  price setters  .  Readers who have studied 
some microeconomics will recognize this term.  It means that the firm has the ability to 
influence the price of its product, either because it is large relative to the market or,  more 
usually,  because it sells a product that is  differentiated  to some extent from the products 
of its competitors.  Firms that are price setters often respond to changes in demand by 
altering their production and sales,  at least initially,  rather than by adjusting their prices.  
Only after some time has passed, and the change in demand has persisted, do such firms 
adjust their prices.  This type of behaviour corresponds well to our short-run macro 
model in which changes in demand lead to changes in output (for a given price level) .  

   Our simple model of national income determination assumes a constant price level.  
In this model,  national income is  demand determined.    

  In the following chapters,  we expand the model by making the price level an 
 endogenous   variable.  In other words,  movements in the price level are explained within 
the model.  We do this by considering the  supply side   of the economythat is,  those 
things that influence the costs at which firms can produce,  such as technology and 
factor prices.  When we consider the demand side and the supply side of the economy 
simultaneously,  we will see that changes in desired aggregate expenditure usually cause 
both prices and real GDP to change .      
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    S U MMARY  

   22.1  INTRODUCING  GOVERNMENT LO 1  

     Government desired purchases,   G  ,  are assumed to be 
part of autonomous aggregate expenditure.  Taxes minus 
transfer payments are called net taxes and affect aggre-
gate expenditure indirectly through households  dispos-
able income.  Taxes reduce disposable income, whereas 
transfers increase disposable income.   

    The budget balance is defined as net tax revenues minus 
government purchases,  (  T   G  ) .  When (  T   G  )  is  posi-
tive,  there is a budget surplus;  when (  T   G  )  is  negative,  
there is a budget deficit.     

   22.2  INTRODUCING FOREIGN  TRADE LO 2  

     Exports are foreign purchases of Canadian goods,  and 
thus do not depend on Canadian national income.  
Desired imports are assumed to increase as national 
income increases.  Hence,  net exports decrease as 
national income increases.   

    Changes in international relative prices lead to shifts in 
the net export function.  A depreciation of the Canadian 

dollar implies that Canadian goods are now cheaper 
relative to foreign goods.  This leads to a rise in exports 
and a fall in imports,  shifting the net export function 
up.  An appreciation of the Canadian dollar has the 
opposite effect.     

   22.3  EQUILIBRIUM  NATIONAL INCOME LO 3   

     As in   Chapter   21   ,  national income is in equilibrium 
when desired aggregate expenditure equals actual 
national income.  The equilibrium condition is 

   Y = AE,  where  AE  = C + I + G + (X - IM)     

    The slope of the  AE   function in the model with govern-
ment and foreign trade is  z =  MPC (1     t )     m  ,  where 
 MPC  is  the marginal propensity to consume out of 
disposable income,  t  is  the net tax rate,  and  m   is  the 
marginal propensity to import.     

   22.4 CHANGES IN  EQUILIBRIUM  NATIONAL INCOME LO 4,  5  

     The presence of taxes and net exports reduces the value 
of the simple multiplier.  With taxes and imports,  every 
increase in national income induces less new spending 
than in a model with no taxes or imports.   

    An increase in government purchases shifts up the  AE   
function and thus increases the equilibrium level of 
national income.  A decrease in the net tax rate makes 

the  AE   function rotate upward and increases the equi-
librium level of national income.   

    An increase in exports can be caused by an increase 
in foreign demand for Canadian goods,  a fall in the 
Canadian price level,  or a depreciation of the Canadian 
dollar.  An increase in exports shifts the  AE   function up 
and increases the equilibrium level of national income.     

   22.5  DEMAND-DETERMINED OUTPUT LO 6  

     Our simple model of national income determination 
is constructed for a given price level.  That prices are 
assumed not to change in response to an increase in 
desired expenditure reflects a related assumption that 
output is demand determined.   

    Output may be demand determined in two situations:  
if there are unemployed resources,  or if firms are price 
setters.      

  Taxes,  transfers,  and net taxes    
  The budget balance    
  The net export function
International relative prices    

  The simple multiplier in an open 
economy with government    

  Fiscal policy    

  Changes in government purchases    
  Changes in net tax rates    
  Demand-determined output      

   KEY  CON CEPTS   

M22_RAGA3072_1 5_SE_C22. indd   527 07/01 /1 6   1 :39 PM



528 P A R T  8 : TH E  E C O N O M Y  I N  TH E  S H O R T  R U N

      Fill in the blanks to make the following statements 
correct.  

    a.  In our macro model,  government purchases (  G  ) ,  is  
                  with respect to national income.   

    b.  G    does  not  include                  .  Net tax revenue (  T ) ,  
is  total tax revenue collected by all governments,  
 minus                    .   

   c.  The net tax rate,   t ,  indicates the increase in tax 
revenues generated when national income increases 
by                  .   

    d .  T   enters the  AE   function only indirectly through its 
effect on                   in the consumption function.   

   e.  If  G   is  larger than  T ,  there is a budget                  .  
If  G   is  smaller than  T ,  there is a budget                  .  
The budget is in balance when                  .      

      Fill in the blanks to make the following statements 
correct.  

    a.  In our macro model exports (  X )  are                   with 
respect to domestic national income,  but the 
 X   function will  shift  in response to changes in 
                  and                  .   

   b.  The marginal propensity to import (  m  ) ,  indicates 
the increase in desired                   when national 
income rises by                  .   

   c.  The equation for the net export function (  NX )  
is                   .  As national income rises,  
imports                  ;   NX  is  therefore                   related 
to national income.   

   d .  If Canadian prices rise relative to those in other 
countries,  then imports will                  ,  and the net 
export function will shift                  .  If Canadian prices 
fall relative to those in other countries,  imports will 
                  and the net export function will 
shift                  .      

      Fill in the blanks to make the following statements 
correct.  

    a.  Our simple macro model  in   Chapters   21    and      22    
has made an important assumption that the price 
level is                   .  We say that output,  or national 
income, is                   determined.   

   b.  The assumption that the price level is                   implies 
that firms are willing and able to produce any amount 
of output that is demanded without                  .  
In this case, national income depends only on 
how much is                  .  We are not yet consid-
ering                  -side influences on national income.      

   S TU DY  EXERC I SES  

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

   MyEconLab   

      Consider the following table showing national income 
and government net tax revenues in billions of dollars.  
Assume that the level of government purchases is $155  
billion.  

Actual National 
Income (  Y )

Net Tax 
Revenues (  T )

Budget Balance 
(  T   G  )

100  45 

200  70 

300  95 

400 120 

500 145 

600 170 

700 195 

800 220 

    a.  Compute the governments budget balance for each 
level of national income and fill in the table.   

   b.  Suppose that net taxes are given by  T ,  where  T =  
t 0  +  t 1  Y .  Using the data in the table,  determine the 
values of  t  0   and  t  1  .   

   c.  What is the interpretation of  t  0  ?   
   d .  What is the interpretation of  t  1  ?   
   e.  Suppose the government decides to increase the 

level of its purchases of goods and services by $15 
billion.  What happens to the budget balance for 
any level of national income?      

      Consider the following table showing national income 
and imports in billions of dollars.  Assume that the 
level of exports is $300 billion.  

Actual National 
Income (  Y ) Imports (  IM  )

Net Exports 
(  X   IM  )

100  85 

200 120 

300 155 

400 190 

500 225 

600 260 

700 295 

800 330 
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    a.  Compute the level of net exports for each level of 
national income and fill in the table.   

   b.  Plot the net export function on a scale diagram.  
Explain why it is  downward sloping.   

   c.  Suppose desired imports are given by  IM =  
m   0   +   m   1   Y .  Using the data in the table,  determine 
the values of m 0  and  m   1  .   

   d .  What is the interpretation of  m   0  ?   
   e.  What is the interpretation of  m   1  ?   
   f.  Suppose that a major trading partner experiences 

a significant recession.  Explain how this affects the 
net export function in your diagram.      

     Each of the following headlines describes an event 
that will have an effect on desired aggregate expendi-
ture.  What will be the effect on equilibrium national 
income?  In each case,  describe how the event would be 
illustrated in the 45-line diagram.  

    a.  Minister takes an axe to the armed forces.   
   b.  Russia agrees to buy more Canadian wheat.   
   c.  High-tech firms to cut capital outlays.   
   d .  Finance minister pledges to cut income-tax rates.   
   e.  U.S.  imposes import restrictions on Canadian 

lumber.   
   f.  Booming Chinese economy expands market for 

Canadian coal.   
   g.  Weak dollar spurs  exports  from Ontario 

manufacturers.   
   h .  Prime minister promises burst of infrastructure 

spending.      

      The following diagram shows desired aggregate 
expenditure for the economy of Sunset Island.  The  AE   
curve assumes a net tax rate (  t )  of 10 percent,  autono-
mous exports of $25 billion,  and a marginal propen-
sity to import (  m  )  of 15  percent.  
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    a.  What is the level of desired investment expenditure 
(  I ) ?   

   b.  What is the level of government purchases (  G  ) ?   
   c.  What is the autonomous portion of consumption?   
   d .  What is total autonomous expenditure?   
   e.  Starting from equilibrium national income of $250 

billion,  suppose government purchases decreased 
by $25 billion.  Describe the effect on the  AE   curve 
and on equilibrium national income.   

   f.  Starting from equilibrium national income of $250 
billion,  suppose the net tax rate increased from 10 
percent to 30 percent of national income.  Describe 
the effect on the  AE   curve and on equilibrium 
national income.   

   g.  Starting from equilibrium national income of $250 
billion,  suppose investment increased by $50 bil-
lion.  Describe the effect on the  AE   curve and on 
equilibrium national income.   

   h .  Starting from equilibrium national income of 
$250 billion,  suppose the marginal propensity to 
import fell from 15  percent to 5  percent of national 
income.  Describe the effect on the  AE   curve and on 
equilibrium national income.      

      The economy of Sunrise Island has the following 
features:  

      fixed price level  
     no foreign trade  
     autonomous desired investment (  I )  of $20 billion  
     autonomous government purchases (  G  )  of $30 

billion  
     autonomous desired consumption (  C  )  of $15  

billion  
     marginal propensity to consume out of disposable 

income of 0.75  
     net tax rate of 0.20 of national income   

    a.  Write an equation expressing consumption as a 
function of disposable income.   

   b.  Write an equation expressing net tax revenues as a 
function of national income.   

   c.  Write an equation expressing disposable income as 
a function of national income.   

   d.  Write an equation expressing consumption as a 
function of national income.   

   e.  Write an equation for the AE  function.   
   f.  What is the marginal propensity to spend out of 

national income?   
   g.  Calculate the simple multiplier for Sunrise Island.      

      The following table shows alternative hypothetical 
economies and the relevant values for the marginal 
propensity to consume out of disposable income 
(  MPC ) ,  the net tax rate (  t ) ,  and the marginal propen-
sity to import,   m  .  
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Economy  MPC  t  m   z  

Simple 
Multiplier 
1 /(1     z  )

A 0.75 0.2 0.15  

B 0.75 0.2 0.30  

C 0.75 0.4 0.30  

D 0.90 0.4 0.30  

    a.  Recall that  z  ,  the marginal propensity to spend out 
of national income, is given by the simple expres-
sion  z =  MPC(1    t)    m  .  By using this expression, 
compute  z   for each of the economies and fill in the 
table.   

   b.  Compare Economies A and B (they differ only 
by the value of  m  ) .  Which one has the larger 
multiplier?  Explain why the size of the multiplier 
depends on  m  .   

   c.  Compare Economies B and C (they differ only by 
the value of  t ) .  Which one has the larger multiplier?  
Explain why the size of the multiplier depends on  t .   

   d .  Compare Economies C and D (they differ only 
by the value of  MPC ) .  Which one has the larger 
multiplier?  Explain why the size of the multiplier 
depends on  MPC .      

     This question requires you to solve a macro model 
algebraically.  Reading the appendix to this chapter 
will help you to answer this question.  But,  just in case,  
we lead you through it step by step.  The equations for 
the model are as follows:  

     i)  C =  c   +   MPC    Y D   consumption  
    ii)  I =  I  0   investment  
    iii)  G =  G   0   government purchases  
    iv)  T =  tY  net tax revenue  
    v)  X  =  X 0   exports  
    vi)  IM   =   mY  imports   

    a.  Step 1 :  Recall that  Y D  =  Y   T .  By using this fact,  
substitute the tax function into the consump-
tion function and derive the relationship between 
desired consumption and national income.   

   b.  Step 2:  Sum the four components of desired 
aggregate expenditure (  C ,   I ,   G  ,   NX ) .  This is  the 
aggregate expenditure (  AE  )  function.  Collect the 
autonomous terms separately from the induced 
terms.   

   c.  Step 3:  Recall the equilibrium condition,  Y =  AE  .  
Form the equation  Y =  AE  ,  where  AE   is  your 
expression for the  AE   function from part (b).  (Your 
autonomous terms can be collectively labelled A  
and the terms that represent the marginal propen-
sity to spend can be labelled z. )   

   d .  Step 4:  Now collect terms and solve for  Y .  This is  
the equilibrium value of national income.   

   e.  Step 5:  Suppose the level of autonomous expendi-
ture,  which we could call  A  ,  rises by  A  .  What 
is the effect on the level of equilibrium national 
income?      

      This question repeats the exercise of Question 10,  but 
for specific numerical values.  The equations of the 
model are 

    C = 50 + 0.7YD       T = (0.2)Y  
  I = 75  X = 50  
  G = 100  IM = (0.15)Y   

    a.  Compute the  AE   function and plot it in a diagram.  
What is total autonomous expenditure?   

   b.  What is the slope of the  AE   function?   
   c.  Compute the equilibrium level of national income.   
   d .  Suppose  X  rises from 50 to 100.  How does this 

affect the level of national income?   
   e.  What is the simple multiplier in this model?      

      For the 2009 and 2010 Canadian federal budgets,  
during a major global recession, the minister of finance  
presented a plan to stimulate the economy.  

    a.  Describe the basic fiscal tools at his disposal.   
   b.  Using the model from this chapter,  explain the 

effect on GDP from an increase in  G   by $5  billion.   
   c.  Using the model from this chapter,  explain the 

effect on GDP from a tax rebate equal in value to 
$5  billion.   

   d.  Can you offer one reason why the minister of 
finance chose to emphasize increases in govern-
ment spending rather than tax reductions in his 
2009 and 2010 federal budgets?      

      Classify each of the following government activities as 
either government purchases or transfers.  

    a.  Welfare payments for the poor  
   b.  Payments to teachers in public schools  
   c.  Payments to teachers at a military college  
   d .  Payments to hospitals and physicians  
   e.  Public vaccination programs     

       In   Chapter   20   we examined how national income was 
measured.  By     using the expenditure approach, we 
show ed  that GDP is always equal to the sum of con-
sumption, investment,  government purchases,  and net 
exports.   In   Chapters   21    and     22   we examined the deter-
mination  of national income.  We showed     that equi-
librium national income occurs when actual national 
income equals the sum of desired consumption, invest-
ment,  government purchases,  and net exports.  

    a.  Does this mean that national income is always at 
its  equilibrium level?   

   b.  Explain the important difference between actual  
and desired  expenditures.         
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    Appendix to  Chapter   22  

 An  Algebraic Exposition  of the 

Simple Macro Model    

 We start with the definition of desired aggregate 
expenditure:  

   AE = C + I + G + (X - IM)    [1 ]    

 For each component of  AE  ,  we write down a behav-
ioural function:  

   C = a + bYD  (consumption function)    [2]    

   I = I0 (autonomous investment)    [3 ]    

   G = G0 (autonomous government purchases)    [4]    

   X = X0 (autonomous exports)    [5]    

   IM = mY ( imports)    [6]    

 where  a   is  autonomous consumption spending, 
 b   is  the marginal propensity to consume, and  m   is  
the marginal propensity to import.  Obviously,  the 
behavioural  functions for investment,  government 
purchases,  and exports are very simple:  These are all 
assumed to be independent of the level of national 
income.  

 Before deriving aggregate expenditure,  we need to 
determine the relationship between national income 
(  Y )  and disposable income (Y D  ) ,  because it is  Y D   that 
determines desired consumption expenditure.   Y D   
is  defined as income after net taxes.   In   Chapter   22   
we examined     a very simple linear tax of the form 

   T = tY   [7]    

 Taxes must be subtracted from national income 
to obtain disposable income:  

   YD = Y - tY = Y(1 - t)    [8 ]    

 Substituting Equation 8  into the consumption 
function allows us to write consumption as a func-
tion of national income.  

   C = a + b(1 - t)Y   [9]    

 Now we can add up all the components of desired 
aggregate expenditure,  substituting   Equations   3   ,       4   ,      
 5   ,       6   ,  and      9    into Equation 1 :  

   AE = a + b(1 - t)Y + I0 + G0 + X0 - mY   [10]    

 Equation 10 is the  AE   function,  which shows 
desired aggregate expenditure as a function of actual 
national income.  

 In equilibrium, desired aggregate expenditure 
must equal actual national income:  

   AE = Y   [11 ]    

 Equation 11  is  the equilibrium condition for our 
model.  It is  the equation of the 45 line in the figures 
in this chapter.  

 To solve for the equilibrium level of national 
income, we want to solve for the level of  Y  that satis-
fies both Equation 10 and 11 .  That is,  solve for the 
level of  Y  that is determined by the intersection of the 
 AE   curve and the 45 line.  Substitute Equation 11  
into Equation 10:  

   Y = a + b(1 - t)Y + I0 + G0 + X0 - mY   [12]    

 Group all the terms in  Y  on the right-hand side,  
and subtract them from both sides:  

   Y = Y3 b(1 - t) - m 4 + a + I0 + G0 + X0   [13]    

   Y - Y3 b(1 - t) - m 4 = a + I0 + G0 + X0   [14]    

 Notice that [ b  (1    t )    m  ]  is  exactly the marginal 
propensity to spend out of national income, defined 
earlier as  z  .  When national income goes up by one 
dollar,  only 1    t  dollars go into disposable income, 
and only  b   of that is  spent on consumption.  Addition-
ally,   m   is  spent on imports,  which are not expendi-
tures on domestic national income.  Hence [ b  (1    t )  
  m  ]  is  spent on domestic output.  

 Substituting  z   for [ b  (1    t )    m  ]  and solving Equa-
tion 14 for equilibrium  Y  yields 

   Y =

a + I0 + G0 + X0

1 - z
   [15]    

 Notice that the numerator of Equation 15  is total 
autonomous expenditure,  which we call  A  .  Hence, 
Equation 15  can be rewritten as 

   Y =

A

1 - z
   [16]    

M22_RAGA3072_1 5_SE_C22. indd   531 07/01 /1 6   1 :39 PM



532 P A R T  8 : TH E  E C O N O M Y  I N  TH E  S H O R T  R U N

 Notice also that if autonomous expenditure rises 
by some amount  A  ,   Y  will rise by A/(1    z) .  So,  
the simple multiplier is  1 /(1     z  ) .  

   The Algebra I l lustrated   

  The     numerical example  that was carried through 
  Chapters   21    and      22    can be used to illustrate the pre-
ceding exposition.   In that     example,  the behavioural 
equations are:  

   C = 30 + 0.8YD    [17]    

   I = 75    [18]    

   G = 51    [19]    

   X - IM = 72 - 0.1Y   [20]    

   T = 0.1Y   [21 ]    

 From Equation 8,  disposable income is given by 
 Y (1     t )  =  0.9  Y .  Substituting this into Equation 17 
yields 

   
C = 30 + 0.72Y

   

 as in Equation 9.  

 Now, recalling that in equilibrium  AE =  Y ,  we 
add up all the components of  AE   and set the sum 
equal to  Y ,  as in Equation 12:  

   Y = 30 + 0.72Y + 75 + 51 + 72 - 0.1Y   [22]    

 Collecting terms yields 

   Y = 228 + 0.62Y   

 Subtracting 0.62 Y  from both sides gives 

   0.38Y = 228    

 and dividing through by 0.38,  we have 

   Y =

228

0.38
= 600   

 This can also be derived by using Equation 16.  
Autonomous expenditure is  228,  and  z  ,  the marginal 
propensity to spend out of national income, is  0.62.  
Thus,  from Equation 16,  equilibrium income is 228/
(1    0.62)  =  600,  which is exactly the equilibrium we 
obtained in   Figure   223   .         
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 Output and  Prices in  the 

Short Run   

   IN    Chapters   21    and   22  ,  we developed a simple 

model of national income determination.  W    e  saw that 

changes in wealth,  interest rates,  the governments 

fiscal policies,  or expectations about the future lead to 

changes in desired aggregate expenditure.  Through the 

multiplier process,  such changes in desired expenditure 

cause equilibrium national income to change.  

 The simple model  in   Chapters   21    and     22    had a con-

stant price level.  We assumed that firms were prepared 

to provide more output when it was demanded with-

out requiring an increase in prices.  In this sense,  we 

said that output was  demand determined .  

 The actual economy, however,  does not have a con-

stant price level.  Rather than assuming it is  constant,  

we would like to understand what causes it to change.  

We therefore expand our model to make the price 

level an  endogenous   variableone whose changes are 

explained within the model.  

 We make the transition to a variable price level 

in three steps.  First,  we study the consequences for 

national income of  exogenous   changes in the price 

levelchanges that happen for reasons that are not 

explained by our model of the economy.  We ask how 

changes in the price level affect desired aggregate 

expenditure.  That is,  we examine the  demand side   of 

the economy.  Second, we examine the  supply side   of 

the economy by exploring the relationship among the 

price level,  the prices of factor inputs,  and the level 

of output producers would like to supply.  Finally,  we 

examine the concept of  macroeconomic equilibrium

that combines both the demand and the supply sides to 

determine the price level and real GDP simultaneously.    

        23  

IN

    

C

HAPTER  OUTLI NE  

       23.1   THE DEMAND SIDE OF THE ECONOMY    

     23.2   THE SUPPLY SIDE OF THE ECONOMY    

     23.3   MACROECONOMIC EQUILIBRIUM        

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  expla in  why an  exogenous change in  the price level  sh i fts  the 

 AE  curve and  changes the equ i l ibrium  level  of rea l  GDP.   

  2  derive the aggregate demand  (  AD )  curve and  understand  what 

causes i t to sh i ft.   

  3  describe the mean ing of the aggregate supply (  AS )  curve and  

understand  why i t sh i fts  when  technology or factor prices 

change.   

  4 expla in  how  AD  and   AS  shocks affect equ i l ibrium  rea l  GDP 

and  the price level .     

533
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 Other examples of assets that have fixed nominal val-
ues include government and corporate bonds.  The bond-
holder has lent money to the issuer of the bond and receives 
a repayment from the issuer when the bond matures.  What 
happens when there is a change in the price level in the 
intervening period? A rise in the price level means that the 
repayment to the bondholder is lower in real value than 
it otherwise would be.  This is a decline in wealth for the 
bondholder.  However, the issuer of the bond, having made 
a repayment of lower real value because of the increase 
in the price level, has experienced an increase in wealth.  
In dollar terms, the bondholders reduction in wealth is 
exactly offset by the issuers increase in wealth.    

     23.1    THE DEMAND SIDE OF THE ECONOMY   

 Consider the macro model  in   Chapter   22    in which the price level is assumed to be con-
stant.  What would happen to equilibrium GDP in that model if there were a  different  
price level?  To find out,  we need to understand how an exogenous change in the price 
level affects desired aggregate expenditure.  

   Exogenous Changes in  the Price Level   

 The  AE   curve shifts in response to a change in the price levela change,  that is,  in the 
average price of all the goods and services in the economy.  This shift occurs because 
a change in the price level affects desired consumption expenditures and desired net 
exports.  These are the changes on which we will focus in this chapter.   In later chapters,  
we will see that c    hanges in the price level will also change interest rates and thus shift 
the  AE   curve for an additional reason.  

   Changes in  Consumption     You might think it is obvious that a fall in the price level 
leads to an increase in desired consumption for the simple reason that the demand curves 
for most individual products are negatively sloped.  As we will see in a few pages, how-
ever, this logic is incorrect in the context of an aggregate modelour focus here is on the 
 aggregate   price level rather than on the prices of individual products.  The relationship 
between the price level and desired consumption has to do with how changes in the price 
level lead to changes in household  wealth   and thus to changes in desired spending.  

 Much of the private sectors total wealth is held in the form of assets with a fixed 
nominal value.  The most obvious example is  money itself.   We will discuss money in 
considerable detail in   Chapters   26   and   27  ,  but for now just note that m    ost individuals 
and businesses hold money in their wallets,  in their cash registers,  or in their bank 
accounts.  What this money can buyits real valuedepends on the price level.  The 
higher the price level,  the fewer goods and services a given amount of money can pur-
chase.  For this reason, a rise in the domestic price level lowers the real value of money 
holdings.  Similarly,  a reduction in the price level raises the real value of money holdings.       

     Changes in the price level cause changes in the real value of 
cash held by households and firms.  This change in wealth 
leads to changes in the amount of desired consumption 
expenditure.

   A rise in the price level lowers the real value of 
money held by the private sector.  A fall in the price 
level raises the real value of money held by the pri-
vate sector.    
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   Changes in the price level change the wealth of bondholders and bond issuers,  but 
because the changes of set each other,  there is  no change in aggregate wealth.    1       

  In summary,  a rise in the price level leads to a reduction in the real value of the 
private sectors wealth.   And as we saw in   Chapter   21   ,  a  reduction in wealth leads to 
a decrease in autonomous desired consumption and thus to a downward shift in the 
 AE   function.  A fall in the domestic price level leads to a rise in wealth and desired 
consumption and thus to an upward shift in the  AE   curve.   

   Changes in  Net Exports    When the domestic price level rises (and the exchange rate 
remains unchanged),  Canadian goods become more expensive relative to foreign goods.  
 As we saw in   Chapter   22  ,  t    his change in international relative prices causes Canadian 
consumers to reduce their purchases of Canadian-made goods,  which have now become 
relatively more expensive,  and to increase their purchases of foreign goods,  which have 
now become relatively less expensive.  At the same time,  consumers in other countries 
reduce their purchases of the now relatively more expensive Canadian-made goods.   We 
saw in   Chapter   22   t    hat these changes cause a downward shift in the net export function.    

   A rise in the domestic price level (with a constant exchange rate)  shifts the net 
export function downward, which causes a downward shift in the  AE   curve.  A fall 
in the domestic price level shifts the net export function upward and hence the  AE   
curve upward.      

   Changes in  Equi l ibrium GDP  

 Because it causes downward shifts in both the net export function and the consumption 
function,  an exogenous rise in the price level causes a downward shift in the  AE   curve,  
as shown in   Figure   23-1   .  When the  AE   curve shifts downward, the equilibrium level of 
real GDP falls.  

  Conversely, with a fall in the price level, Canadian goods become relatively cheaper 
internationally, so net exports rise.  Also, the purchasing power of nominal assets increases,  
so households spend more.  The resulting increase in desired expenditure on Canadian goods 
causes the  AE   curve to shift upward.  The equilibrium level of real GDP therefore rises.  

    A Change of Labels      In    Chapters   21    and     22   the horizontal axis in our figures was 
labelled Actual National Income  because we wanted to emphasize the important 
difference between  actual  income and  desired  expenditure .  Notice in   Figure   23-1   ,   how-
ever ,  that we have labelled the horizontal axis Real GDP.  We use GDP rather than 
 national income  ,  but these have the same meaning.  It is still  actual ,  as opposed to 
 desired ,  but we leave that off,  also for simplicity.  Finally,  we add  real  because from 

   1    If bonds are issued by domestic firms or governments but held by foreigners,  the changes in domestic wealth 

caused by a change in the domestic price level will not completely offset each other.  In particular,  a rise in the 

domestic price level will lead to a transfer of wealth away from foreign bondholders and toward domestic 

bond issuers.  This is why bondholders who expect future inflation usually demand higher returns in order 

to hold bonds.  In Canada,  most corporate and government bonds are held by Canadian firms or individuals 

and so we ignore this issue;  in many other countries,  where much debt is held abroad,  the issue is of greater 

importance.  
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this chapter onward the price level will be changing and thus 
it is necessary to distinguish changes in nominal GDP from 
changes in real GDP.     

   The Aggregate Demand Curve  

 We have  just  seen, using our simple model  from   Chapters   21    
and     22   ,  that the price level and real equilibrium GDP are 
negatively related to each other.  This negative relationship 
can be shown in an important new concept,  the  aggregate 
demand curve  .  

 Recall that the  AE   curve is drawn with real GDP on the 
horizontal axis and desired aggregate expenditure on the ver-
tical axis,  and that it is  plotted for a  given   price level.  We 
are now going to let the price level vary and keep track of 
the various equilibrium points that occur as the  AE   function 
shifts.  By doing so we can construct an  aggregate demand 
(  AD  )  curve   that shows the relationship between the price 
level and the equilibrium level of real GDP.  It will be plotted 
with the price level on the vertical axis and real GDP on the 
horizontal axis.  Because the horizontal axes of both the  AE   
and the  AD   curves measure real GDP, the two curves can be 
placed one above the other so that the levels of GDP on both 
can be compared directly.  This is  shown in   Figure   23-2  .   

 Now let us derive the  AD   curve.  Given a value of the 
price level,   P   0  ,  equilibrium GDP is determined in part ( i)  of 
  Figure   23-2   at the point where the  AE   0   curve crosses the 45 
line.  The equilibrium level of real GDP is  Y  0  .  Part ( ii)  of the 
figure shows the same equilibrium level of GDP,  Y  0  ,  plotted 
against the price level  P   0  .  The equilibrium point in part ( i) ,  
 E   0  ,  corresponds to point  E   0   on the  AD   curve in part ( ii) .  

 As the price level rises to  P   1  ,  the  AE   curve shifts down to 
 AE   1   and the equilibrium level of real GDP falls to  Y  1  .  This determines a second point 
on the  AD   curve,   E   1  .  At an even higher price level,   P   2  ,  the  AE   curve shifts again and 
equilibrium real GDP falls to  Y  2  .  This determines a third point on the AD  curve.    

    aggregate demand (  AD  )      curve  

A curve showing combinations 

of real  GDP and  the price level  

that make desired  aggregate 

expenditure equal  to  actual  

national  income.    

      FIGURE   23-1       Desired  Aggregate 
Expenditure and  the 
Price Level    
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   An exogenous change in the price level causes 
the  AE   curve to shift and equilibrium GDP to 
change.   At the initial price level,  the  AE   curve 
is given by  AE   0  ,  and hence equilibrium is at  E   0   
with real GDP equal to  Y  0  .  An increase in the 
price level causes the  AE   curve to shift down-
ward to the dashed line,   AE   1  .  As a result,  equi-
librium changes to  E   1   and equilibrium GDP 
falls to  Y  1  .  

 Recall  from   Chapter   22    that a change in 
the domestic price level also affects the mar-
ginal propensity to import (  m  )  and thus the 
 slope   of the  AE   function.  For simplicity,  that 
effect is  ignored in this chapter.    

   For any given price level,  the  AD   curve shows the level of real GDP for which 
desired aggregate expenditure equals actual GDP.   

 Note that because the  AD   curve relates equilibrium GDP to the price level,  changes 
in the price level that cause  shifts in   the  AE   curve are simply  movements along  the  AD   
curve.  A movement along the  AD   curve thus traces out the response of equilibrium 
GDP to a change in the price level.    2      

   2    Our discussion of   Figure   23-2   is  for an economy open to international trade, and we emphasize the reduction 

of consumption and net exports that occurs in response to a rise in the domestic price level.  In a  closed  econ-

omy, however,  the second effect is absent,  resulting in a steeper  AD   curve than what is shown in   Figure   23-2  .  
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   The  AD   Curve Is Not a  Micro Demand  Curve!    

   Figure   23-2   provides us with sufficient information 
to establish that the  AD   curve is negatively sloped.  

    1.  A rise in the price level causes the  AE   curve to 
shift downward and hence leads to a movement 
upward and to the left along the  AD   curve,  
reflecting a fall in the equilibrium level of GDP.   

   2.  A fall in the price level causes the  AE   curve to 
shift upward and hence leads to a movement 
downward and to the right along the  AD   curve,  
reflecting a rise in the equilibrium level of GDP.    

  In   Chapter   3   ,  we saw     that demand curves for 
individual goods, such as coffee, T-shirts, and cars,  
are negatively sloped.  However, the reasons for the 
negative slope of the  AD   curve are different from the 
reasons for the negative slope of individual demand 
curves used in microeconomics.  Why is this the case?  

 A micro  demand curve describes a situation 
in which the price of one product changes  while the 
prices of all other products and consumers dollar 
incomes are constant .  Such an individual demand 
curve is negatively sloped for two reasons.  First, as 
the price of the product falls, the purchasing power 
of each consumers income will rise,  and this rise in 
real income will lead to more units of the good being 
purchased.  Second, as the price of the product falls,  
consumers buy more of that product and fewer of 
the now relatively more expensive substitutes.  

 The first reason does not apply to the  AD   curve 
because the dollar value of national income is not 
being held constant as the price level changes and we 
move along the  AD   curve.  The second reason applies 
to the  AD   curve but only in a limited way.  A change 
in the price level does not change the  relative   prices 
of domestic goods and thus does not cause consum-
ers to substitute between them.  However, a change 
in the domestic price level (for a given exchange rate)  
 does   lead to a change in  international  relative prices 
and thus to some substitution between domestic and 
foreign products; this is the link between the price 
level and net exports that we discussed earlier.  

 To summarize,  the  AD   curve is negatively 
sloped for two reasons:  

    1.  A fall in the price level leads to a rise in 
private-sector wealth, which increases desired 

      FIGURE   23-2      Derivation  of the  AD  Curve   
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   Equilibrium GDP is determined by the  AE   curve for each 
given price level;  the level of equilibrium GDP and its asso-
ciated price level are then plotted to yield a point on the 
 AD   curve.   When the price level is   P   0  ,  the  AE   curve is  AE   0  ,  
and hence equilibrium GDP is  Y  0  ,  as shown in part ( i) .  
Plotting  Y  0   against  P   0   yields the point  E   0   on the  AD   curve 
in part ( ii) .  

 An increase in the price level to  P   1   causes the  AE   curve 
to shift downward to  AE   1   and causes equilibrium GDP to 
fall to  Y  1  .  Plotting this new level of GDP against the higher 
price level yields a second point,   E   1  ,  on the  AD   curve.  A 
further increase in the price level to  P   2   causes the  AE   curve 
to shift downward to  AE   2  ,  and thus causes equilibrium 
GDP to fall to  Y  2  .  Plotting  P   2   and  Y  2   yields a third point,  
 E   2  ,  on the  AD   curve.    

 A change in the price level causes a shift of the  AE   
curve but a movement along the  AD   curve.    
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consumption and thus leads to an increase in 
equilibrium GDP.   

   2.  A fall in the price level (for a given exchange 
rate)  leads to a rise in net exports and thus 
leads to an increase in equilibrium GDP.     

 In later chapters,  after we have discussed 
money,  banking,  and interest rates in detail,  we 
will introduce a third reason for the negative slope 
of the  AD   curve.    

   Shifts in  the  AD   Curve    What can cause the  AD   
curve to shift?  For a given price level,  any event that 
leads to a change in equilibrium GDP will cause 
the  AD   curve to shift.  The event could be a change 
in government policy, such as the level of govern-
ment purchases or taxation (or,  as we will see later,  
a policy-induced change in interest rates) .  Or the 
event could be something beyond the governments 
control,  such as a change in households  consump-
tion expenditure, firms  investment behaviour,  or 
foreigners  demand for Canadian exports.  

   Figure   23-3    shows a shift in the  AD   curve caused 
by a change in some component of autonomous 
expenditure.  Because the  AD   curve plots equilibrium 
GDP as a function of the price level, anything that 
alters equilibrium GDP  at a given price level  must 
shift the  AD   curve.  In other words, any change
other than a change in the price levelthat causes the 
 AE   curve to shift will also cause the  AD   curve to shift.  
Such a shift is called an  aggregate demand shock .     

 For example,  in the 20022008  period,  strong 
economic growth in the world economy led to 
an increase in demand for Canadian-produced 
raw materials.  This increase in demand caused an 
upward shift in Canadas net export function.  This 
event,  taken by itself,  would shift Canadas  AE   
function upward and thus would shift Canadas 
 AD   curve to the right.  

 Beginning in the fall of 2008, however, a dramatic 
slowdown in world economic growth, caused in large 
part by the collapse of the U.S.  housing market and the 
resulting worldwide financial crisis, led to a reduction 
in foreign demand for Canadian products.  There was 
also an associated reduction in both investment and 
consumption expenditure in Canada, driven partly by 
the pessimism that accompanied the crisis.  The overall 
effect was a downward shift in the  AE   curve and thus 
a leftward shift of Canadas  AD   curve.    

      FIGURE   23-3       The Simple Multipl ier and  
Shifts in  the  AD  Curve   
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   A change in autonomous expenditure changes equilibrium 
GDP for any given price level.    The simple multiplier meas-
ures the resulting horizontal shift in the  AD   curve.   The ori-
ginal  AE   curve is  AE   0   in part ( i) .  Equilibrium is at  E   0  ,  with 
GDP of  Y  0   at price level  P   0  .  This yields point  E   0   on the 
curve  AD   0   in part ( ii) .  

 The  AE   curve in part ( i)  then shifts upward from 
 AE   0   to  AE   1   because of an increase in autonomous desired 
expenditure of  A  .  Equilibrium GDP now rises to  Y  1  ,  with 
the price level still constant at  P   0  .  Thus,  the  AD   curve in 
part ( ii)  shifts to the right to point  E   1  ,  indicating the higher 
equilibrium GDP of  Y  1   associated with the same price level 
 P   0  .  The size of the horizontal shift of the  AD   curve,   Y ,  is  
equal to the simple multiplier times A.    
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 Remember the following important point:  In order to shift the  AD   curve,  the 
change in autonomous expenditure must be caused by something  other than   a  change 
in the domestic price level.  As we saw earlier in this chapter,  a change in aggregate 
expenditure caused by a change in the domestic price level leads to a movement along 
(not a shift of)  the  AD   curve.   

   The Simple Multipl ier and  the  AD   Curve     We saw in   Chapters   21    and     22       that the 
simple multiplier measures the size of the change in equilibrium national income caused 
by a change in autonomous expenditure  when the price level is held constant .  It fol-
lows that this same multiplier gives the size of the  horizontal shift  in the  AD   curve in 
response to a change in autonomous expenditure,  as illustrated by the movement from 
 E   0   to  E   1   in   Figure   23-3   .    

    aggregate demand shock     Any 

event that causes a  shift in  the 

aggregate demand  curve.    

   For a given price level,  an increase in autonomous aggregate expenditure shifts the 
 AE   curve upward and the  AD   curve to the right.  A fall in autonomous aggregate 
expenditure shifts the  AE   curve downward and the  AD   curve to the left.    

   The simple multiplier measures the horizontal shift in the  AD   curve in response to 
a change in autonomous desired expenditure.    

 If the price level remains constant and producers are willing to supply everything 
that is  demanded at that price level,  the simple multiplier will also show the change in 
equilibrium income that will occur in response to a change in autonomous expenditure.  
This mention of producers  willingness to supply output brings us to a discussion of the 
 supply side   of the economy.     

    23.2    THE SUPPLY SIDE OF THE ECONOMY   

 So far,  we have explained how the equilibrium level of GDP is determined  when the 
price level is taken as given   and how that equilibrium changes as the price level is  
changed exogenously.  We are now ready to take the important next step:  adding an 
 explanation   for changes in the price level.  To do this,  we need to take account of the 
supply decisions of firms.  

   The Aggregate Supply Curve  

 Aggregate supply refers to the total output of goods and services that firms would like 
to produce and sell.  The  aggregate supply (  AS  )  curve   relates the price level to the quan-
tity of output that firms would like to produce and sell under two assumptions:    

      the state of technology is constant  
     the prices of all factors of production are constant   

 What does the  AS   curve look like,  and why?  

    aggregate supply (  AS  )  curve     A 

curve showing the relation  

between  the price level  and  the 

quantity of aggregate output 

supplied, for given  technology 

and  factor prices.    
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   The Positive Slope of the  AS   Curve    Suppose firms want 
to increase their output above current levels.  What will this 
do to their costs per unit of outputusually called their 
 unit costs  ?  The aggregate supply curve is drawn under the 
assumption that technology and the prices of all factors of 
production remain constant.  This does not, however, mean 
that firms unit costs will be constant.  As output increases,  
less efficient standby plants may have to be used, and less 
efficient workers may have to be hired, while existing work-
ers may have to be paid overtime rates for additional work.  
For these reasons, unit costs tend to rise as output rises, even 
when technology and input prices are constant.  (Readers 
who have studied microeconomics will recognize the  law of 
diminishing returns   as one reason that costs may rise in the 
short run as firms squeeze more output out of a fixed quan-
tity of capital equipment.)    

  This positive relationship between output and unit 
costs leads to the positive slope of the  AS   curve,  as shown 
in   Figure   23-4  .  Firms will not be prepared to produce and 
sell more output unless they are able to charge a higher 
price sufficient to cover their higher unit costs.  This argu-
ment applies to  price-taking  firms who sell homogeneous 
products at market prices beyond their influence.  It also 
applies to  price-setting  firms who sell differentiated prod-
ucts and have some ability to determine the price they 
charge.  In both cases,  the fact that unit costs generally 
rise with output means that firms generally increase their 
production only if they are able to receive higher prices.    

      FIGURE   23-4      The Aggregate Supply Curve   
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   The  AS   curve is positively sloped, indicating that 
firms will provide more aggregate output only at a 
higher price level.   The  AS  curve is drawn for a given 
level of technology and factor prices.  At price level 
 P   0 ,  firms are prepared to produce and supply out-
put equal to  Y  0 .  An expansion of their output to  Y  1   
leads to an increase in unit costs, and thus firms are 
prepared to supply  Y  1   only at a higher price level,  P   1  .  

 The higher is the level of output, the faster 
unit costs tend to rise with each extra increment to 
output.  This explains why the  AS   curve becomes 
steeper as output rises.  At low levels of output, firms 
may have excess capacity and increases in output 
may not drive up unit costs.  In these situations, the 
 AS   curve would be flat (horizontal).    

    unit cost     Cost per unit of 

output, equal  to  total  cost 

divided by total  output.    

    The actions of both price-taking and price-setting 
 rms cause the price level and the supply of output to 
be positively relatedthe aggregate supply (  AS  )  curve 
is  positively sloped.     

   The Increasing Slope of the  AS   Curve    In   Figure   23-4   we see that at low levels of GDP 
the  AS   curve is relatively flat,  but as GDP rises the  AS   curve gets progressively steeper.  
What explains this shape?  

 When output is  low, firms typically have excess capacitysome plant and equip-
ment are idle.  When firms have excess capacity,  only a small increase in the price of 
their output may be needed to induce them to expand production.  Indeed, if firms have 
enough excess capacity,  they may be willing to sell more at their existing prices when 
the demand for their product increases.  In this case,  output is  truly demand determined 
and the AS  curve is horizontal up to the level at which costs begin to rise.  The hori-
zontal portion of an  AS   curve is often called the  Keynesian   range of the curve after 
John Maynard Keynes (18831946),  who developed his important theory of macro-
economics to explain the nature of equilibrium during times of depressed activity,  high 
unemployment,  and excess capacity among firms.

Once output is  pushed above normal capacity,  unit costs tend to rise quite rapidly.  
Many higher-cost production methods may have to be adoptedsuch as standby 
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capacity,  overtime,  and extra shifts.  These higher-cost production 
methods will not be used unless the selling price of the output has 
risen enough to cover them.  The more output is expanded beyond 
normal capacity,  the more unit costs rise and hence the larger is  the 
rise in price that is  necessary to induce firms to increase output.     

 As we will see later in this chapter, the shape of the  AS  curve is 
crucial for determining how the effect of an aggregate demand shock 
is divided between a change in the price level and a change in real GDP.    

   Shifts in  the  AS  Curve  

 For a given level of output, anything that changes firms production 
costs will cause the  AS   curve to shift.  Two sources of such changes are 
of particular importance:  changes in the prices of inputs and changes 
in firms production technology.  Input prices can, however, change 
for two different reasons.  First, input prices may change because of 
things that are internal to our model.  For example, if a rise in pro-
duction increases the demand for labour and thus bids up wages, this 
will shift the  AS   curve upward and to the left.  This shift is  endogen-
ous   to our macro model ,  and we will discuss shifts of this type in 
  Chapter   24   .  Second, input prices may change because of forces uncon-
nected to our model exogenous   forces.  For example, the world price 
of oil may rise and since this will raise the input prices of virtually all 
firms, it will also shift the  AS   curve upward and to the left.  Shifts in 
the  AS   curve caused by such exogenous forces are called  aggregate 
supply shocks  .  Lets now examine these shocks in more detail.     

   Changes in  Input Prices    When factor prices change, the  AS   curve shifts.  If factor prices 
rise,  firms will find the profitability of their current production reduced.  For any given 
level of output to be produced, an increase in the price level will therefore be required.  If 
prices do not rise,  firms will react by decreasing produc-
tion.  For the economy as a whole, there will be less out-
put supplied at each price level than before the increase 
in factor prices.  Thus, if factor prices rise,  the  AS   curve 
shifts upward (and to the left).  This is a decrease in 
aggregate supply and is shown in   Figure   23-5  .  

  Similarly,  a fall in factor prices causes the  AS   curve 
to shift downward (and to the right).  There will be more 
output supplied at each price level.  This is an increase 
in aggregate supply.  A dramatic example of such a 
reduction in factor prices occurred in 2014 when the 
world price of oil fell by over 50 percent.  In the many 
countries that use oil as an input in manufacturing and 
other industries,  the  AS   curves shifted to the right.   

   Changes in  Technology    Firms adopt new technolo-
gies in order to produce better versions of their prod-
ucts or to produce their existing products at lower 
costs.  For the purposes of our discussion, we define 

    aggregate supply shock     Any 

shift in  the aggregate supply 

(  AS  )  curve caused  by an  

exogenous force.    

      John Maynard Keynes was the founder of much 
of modern macroeconomics,  and emphasized 
the importance of aggregate demand in deter-
mining the level of economic activity.  His name 
is often identified with the horizontal portion 
of the AS curve.

      For many firms,  increases in output will drive up their unit 
costs.  As a result,  they will be prepared to supply more out-
put only at a higher price.  This behaviour gives rise to an 
upward-sloping AS curve.
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    23.3     MACROECONOMIC 

EQUILIBRIUM    

 We are now ready to see how both real GDP and the price 
level are simultaneously determined by the interaction of 
aggregate demand and aggregate supply.  

 The equilibrium values of real GDP and the price level 
occur at the intersection of the  AD   and  AS  curves, as shown by the pair  Y  0  and  P   0  that 
arises at point  E   0  in   Figure   23-6  .  The combination of real GDP and price level that is on 
both the  AD   and the  AS  curves is called a  macroeconomic equilibrium  .  

  To see why  E   0   is  the only macroeconomic equilibrium, consider what would occur 
at either a lower or a higher price level.  First,  consider the price level  P   1  .  At this price 
level,  total desired expenditure is   Y  2   but the economys firms are only prepared to pro-
duce and sell an output of  Y  1  ;  there is  excess demand.  Conversely,  consider any price 
level above  P   0  .  At these prices,  the amount of output supplied by firms is greater than 
total desired expenditure;  there is  excess supply.  Only at the price level  P   0   is  the desired 
production of output by firms consistent with aggregate expenditure decisions.    

an  improvement  in technology as any change to production 
methods that reduces unit costs for any given level of output.  
Improvements in technology reduce unit costs and typically 
lead to lower prices as competing firms cut prices in attempts 
to raise their market share.  Since the same output can now 
be sold at lower prices, the  AS   curve shifts downward and to 
the right.  This is an increase in aggregate supply.  

 A  deterioration   in technology is any change in produc-
tion methods that raises unit costs for any given level of 
output.  Since firms are unlikely to intentionally adopt new 
methods that raise their costs,  the latter occurrences are rare.  
However,  in industries that rely on specific weather condi-
tions for productionlike agriculturepoor weather can 
be interpreted as a deterioration in technology.  A deteriora-
tion in technology raises unit costs and causes the  AS   curve 
to shift upward and to the left,  as shown in   Figure   23-5   .    

      FIGURE   23-5      Shifts in  the  AS  Curve   
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   For any given level of output,  anything that 
increases firms costs will shift the  AS   curve 
upward (and to the left).   Starting from (  P   0  ,   Y  0  ) ,  
a rise in input prices or a deterioration in tech-
nology would increase firms  unit costs.  Firms 
would be prepared to continue supplying out-
put of  Y  0   only at the higher price level  P   1  .  Or,  
at the initial price level  P   0  ,  firms would now be 
prepared to supply output of only  Y  1  .  In either 
case,  the  AS   curve has shifted up (or to the left)  
from  AS   0   to  AS   1  .  This is  called a reduction in 
aggregate supply.  

 A fall in input prices or an improvement in 
technology would cause the  AS   curve to shift 
down (and to the right) .  This is  an increase in 
aggregate supply.    

   A change in either factor prices or technology will shift 
the  AS   curve, because any given output will be supplied 
at a dif erent price level than previously. An increase in 
factor prices or a deterioration in technology shifts the  AS   
curve to the left; a decrease in factor prices or an improve-
ment in technology shifts the  AS   curve to the right.       

   Only at the combination of real GDP and price level given by the intersection of the 
 AS   and  AD   curves are demand behaviour and supply behaviour consistent.    

 Macroeconomic equilibrium thus requires that two conditions be satisfied.  The 
first is  familiar to us  because it comes from   Chapters   21    and     22   .  At the prevailing 
price level,  desired aggregate expenditure must be equal to actual GDP.  The  AD   curve 
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is constructed in such a way that this condition holds 
everywhere along it.  The second requirement for macro-
economic equilibrium is introduced by consideration of 
aggregate supply.  At the prevailing price level,  firms must 
want to produce the prevailing level of GDP, no more and 
no less.  This condition is fulfilled everywhere along the  AS   
curve.  Only where the two curves intersect are both condi-
tions fulfilled simultaneously.  

   Changes in  the Macroeconomic Equi l ibrium  

 The aggregate demand and aggregate supply curves can 
now be used to understand how various shocks to the 
economy change both real GDP and the price level.  

 As indicated earlier,  a shift in the  AD   curve is called 
an aggregate demand shock.  A rightward shift in the  AD   
curve is an increase in aggregate demand; it means that at 
all price levels,  expenditure decisions will now be consist-
ent with a higher level of real GDP.  This is  called a  posi-
tive   shock.  Similarly,  a leftward shift in the  AD   curve is a 
decrease in aggregate demandthat is,  at all price levels,  
expenditure decisions will now be consistent with a lower 
level of real GDP.  This is  called a  negative   shock.  

 Also as indicated earlier, a shift in the  AS   curve caused 
by an exogenous force is called an aggregate supply shock.  
A rightward shift in the  AS   curve is an increase in aggregate 
supply; at any given price level, more real GDP will be sup-
plied.  This is a  positive   shock.  A leftward shift in the  AS   
curve is a decrease in aggregate supply; at any given price 
level, less real GDP will be supplied.  This is a  negative   shock.    

      FIGURE   23-6      Macroeconomic Equi l ibrium   
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   Macroeconomic equilibrium occurs at the intersec-
tion of the  AD   and  AS   curves and determines the 
equilibrium values for real GDP and the price level.   
Given the  AD   and  AS   curves in the figure,  macro-
economic equilibrium occurs at  E   0  .  

 If the price level were equal to  P   1  ,  the desired 
output of firms would be  Y  1  .  However,  at  P   1  ,  the 
level of output that is consistent with expenditure 
decisions would be  Y  2  .  Hence,  when the price level 
is  less than  P   0  ,  the desired output of firms will be 
less than the level of real GDP that is consistent 
with expenditure decisions.  Conversely,  for any 
price level above  P   0  ,  the desired output of firms 
exceeds the level of output that is consistent with 
expenditure decisions.  

 The only price level at which the supply deci-
sions of firms are consistent with desired expendi-
ture is  P   0  .  At  P   0  ,  firms want to produce  Y  0  .  When 
they do so,  they generate a real GDP of  Y  0  ;  when 
real GDP is  Y  0  ,  decision makers want to spend 
exactly  Y  0  ,  thereby purchasing the nations output.  
Hence,  all decisions are consistent with each other.    

   Aggregate demand and supply shocks are labelled 
according to their ef ect on real GDP. Positive shocks 
increase equilibrium GDP; negative shocks reduce 
equilibrium GDP.     

    Aggregate Demand  Shocks   

   Figure   23-7   shows the effects  of an increase in aggregate demanda positive  AD   
shock.  This  increase could have occurred because of,  say,  increased investment or 
government purchases,  an increase in foreigners  demand for Canadian goods,  or an 
increase in household consumption resulting from a reduction in personal income 
taxes or an increase in transfer payments.  (Remember that each of these events causes 
the  AE   curve to shift up,  and therefore the  AD   curve to shift to the right.)  Whatever 
the cause,  the increase in aggregate demand means that more domestic output is  
demanded at any given price level.  As is  shown in the figure,  the increase in aggregate 
demand causes both the price level and real GDP to rise in the new macroeconomic 
equilibrium.  Conversely,  a decrease in demand causes both the price level and real 
GDP to fall.    
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   Figure   23-7   shows how the macroeconomic equilibrium 
changes when there is  an aggregate demand shock, but it 
does not show the complex adjustment going on behind 
the scenes.  We now examine this adjustment and see how 
the change in the price level alters the value of the multiplier.  

   The Multipl ier When  the Price Level  Varies    We saw earlier 
in this chapter that the simple multiplier gives the size of the 
horizontal shift in the  AD   curve in response to a change in 
autonomous expenditure.  If the price level remains constant 
and firms supply all that is demanded at the existing price level 
(as would be the case with a horizontal  AS   curve), the simple 
multiplier gives the increase in equilibrium national income.  

 But what happens in the more usual case in which the  AS   
curve slopes upward? As can be seen in   Figure   23-7  ,  when the 
 AS  curve is positively sloped, the change in real GDP caused by 
a change in autonomous expenditure is no longer equal to the 
size of the horizontal shift in the  AD   curve.  Part of the expan-

sionary impact of an increase in demand is dissipated by a rise in the price level, and only 
part is transmitted to a rise in real GDP. Of course, an increase in output does occur; thus, a 
multiplier may still be calculated, but its value is not the same as that of the  simple  multiplier.  

 Why is the multiplier smaller when the  AS   curve is positively sloped?  The answer lies 
in the behaviour that is summarized by the  AE   curve.  To understand this, it is useful to 
think of the final change in real GDP as occurring in two stages, as shown in   Figure   23-8   .  

  First, with a constant price level, an increase in autonomous expenditure shifts the  AE   
curve upward (from  AE   0   to AE  1  ) .  This increase in autonomous expenditure is shown in 
part (ii)  by a shift to the right of the  AD   curve.  The movement marked  is the horizontal 
shift of the  AD   curve and is equal to the simple multiplier times the change in autono-
mous expenditure.  This is the end of the first stage, but is not the end of the whole story.  

 In the second stage we must take account of the rise in the price level that occurs 
because of the positive slope of the  AS   curve.  As we saw earlier in this chapter, a rise in 
the price level, via its effect on net exports and desired consumption, leads to a downward 
shift in the  AE   curve (from AE  1   to  AE   1  ) .  This second shift of the  AE   curve partly counter-
acts the initial rise in real GDP and so reduces the size of the multiplier.  The second stage 
shows up as a downward shift of the  AE   curve in part (i)  of   Figure   23-8    and a movement 
upward and to the left along the new  AD   curve, as shown by arrow   in part (ii).    

      FIGURE   23-7      Aggregate Demand  Shocks   
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   Shifts in aggregate demand cause the price level 
and real GDP to move in the same direction.   
An increase in aggregate demand shifts the  AD   
curve to the right,  from  AD   0   to  AD   1  .  Macro-
economic equilibrium moves from  E   0   to  E   1  .  The 
price level rises from  P   0   to  P   1  ,  and real GDP rises 
from  Y  0   to  Y  1  ,  reflecting a movement along the 
 AS   curve.    

    Aggregate demand shocks cause the price level and real 
GDP to change in the same direction; both rise with 
an increase in aggregate demand, and both fall with a 
decrease in aggregate demand.    

   If an aggregate demand shock leads to a change in the price level,  the ultimate 
change in real GDP will be  less than   what is  predicted by the simple multiplier.  In 
other words,  a variable price level reduces the value of the multiplier.     

   The Importance of the Shape of the  AS   Curve    We have now seen that the shape of 
the  AS   curve has important implications for how the effects of an aggregate demand 
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   Reconcil iation  with  Previous Analysis    One of 
the central points of this chapter is that aggregate 
demand shocks typically lead to changes in  both   the 
price level and the level of real GDP.  Furthermore, 
in the case of a vertical  AS   curve, aggregate demand 
shocks will result in no change in real GDP, but 
only a change in the price level.  How do we recon-
cile this possibility with the analysis of   Chapters   21    
and     22  ,  where shifts in  AE always   change real 
GDP?  The answer is that each  AE   curve is drawn 
on the assumption that there is a constant price 
level.  An upward shift in the  AE   curve shifts the 
 AD   curve to the right.  However, a positively sloped 
 AS   curve means that the price level rises,  and this 

   The ef ect of any given shift in aggregate 
demand will be divided between a change in 
real output and a change in the price level,  
depending on the conditions of aggregate sup-
ply.  The steeper the  AS   curve, the greater the 
price ef ect and the smaller the output ef ect.     

shock are divided between changes in real GDP 
and changes in the price level.    Figure   23-9   high-
lights the price level and GDP effects of aggregate 
demand shocks by considering these shocks in the 
presence of an  AS   curve with three distinct ranges.  

  Over the  flat  range,  which is also called the 
 Keynesian   range of the  AS   curve,  any aggregate 
demand shock leads to a change in equilibrium 
GDP but no change in the price level.  The price 
level does not change because firms with excess 
capacity can adjust their output without generat-
ing any change in their unit costs.  As seen earlier,  
the change in output in this case is  determined by 
the size of the simple multiplier.  

 Over the  intermediate   range, along which the 
 AS   curve is positively sloped,  a shift in the  AD   
curve gives rise to appreciable changes in both real 
GDP and the price level.  Because of the increase in 
the price level,  the multiplier in this case is  positive,  
but smaller than the simple multiplier.  

 Over the  steep   range, very little more can be 
produced,  no matter how large the increase in 
demand.  This range deals with an economy near 
its physical capacity constraints.  Any change in 
aggregate demand leads to a sharp change in the 
price level and to little or no change in real GDP.  
The multiplier in this case is  nearly zero.    

      FIGURE   23-8       The Multipl ier When  the 
Price Level  Varies   
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   An increase in autonomous expenditure causes the  AE   
curve to shift upward, but the rise in the price level causes 
it to shift part of the way down again.   Hence,  the multiplier 
is  smaller than when the price level is  constant.  Originally,  
equilibrium is at point  E   0   in both parts ( i)  and ( ii) .  Desired 
aggregate expenditure then shifts by  A   to  AE   1  ,  shifting 
the  AD   curve to  AD   1  .  These shifts are shown by arrow  
in both parts.  But the adjustment is not yet complete.  

 The shift in the  AD   curve raises the price level to  P   1   
because the  AS   curve is positively sloped.  The rise in the 
price level shifts the  AE   curve down to  AE   1  ,  as shown by 
arrow   in part ( i) .  This is  shown as a movement along the 
new  AD   curve,  as indicated by arrow   in part ( ii) .  The 
new equilibrium is thus at  E   1  .  The amount  Y  0   Y  1   is   Y ,  
the actual increase in real GDP.  The multiplier,  adjusted 
for the effect of the price increase,  is  the ratio  Y/A  .    
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rise shifts the  AE   curve back down, offsetting some of its 
initial rise.  This process was explained in   Figure   23-8   .  

 It is  instructive to consider an extreme version 
of   Figure   23-8   ,  one with a vertical  AS   curve.  If you 
draw this  diagram for yourself,  you will  note that 
an increase in autonomous expenditure shifts  the 
 AE   curve upward,  indicating an increase in desired 
expenditure.  However,  a  vertical  AS   curve means that 
output cannot be expanded to  satisfy the increased 
demand.  Instead,  the extra demand merely forces 
prices  up,  and as  prices  rise,  the  AE   curve shifts  down 
again.  The rise in prices  continues until  the  AE   curve is 
back to where it started.  Thus,  the rise in prices  offsets 
the expansionary effect of the original shift and con-
sequently leaves  both real  aggregate expenditure and 
equilibrium real  GDP unchanged.  

 A vertical   AS   curve,  however,  is  quite  unrealistic.  
An  AS   curve shaped something like the one shown 
in   Figure   23 -9   that is,  relatively flat for low levels 
of GDP and becoming steeper as  GDP risesis  closer 
to  reality.  

 We now complete our discussion of changes 
in the macroeconomic equilibrium by discussing sup-
ply shocks.    

   Aggregate Supply Shocks  

 A negative aggregate supply shock,  shown by an upward 
(or leftward)  shift in the  AS   curve,  means that less real 
output will be supplied at any given price level.  A posi-
tive aggregate supply shock, shown by a downward (or 

rightward)  shift in the  AS   curve,  means that more real output will be supplied at any 
given price level.  

   Figure   23-10   illustrates the effects on the price level and real GDP of a negative 
aggregate supply shock.  This could have occurred because of,  say,  an increase in the 
world price of important inputs,  such as oil,  copper,  or iron ore.  As can be seen from 
the figure,  following the decrease in aggregate supply,  the price level rises and real GDP 
falls.  Conversely,  a positive aggregate supply shock leads to an increase in real GDP 
and a decrease in the price level.    

      FIGURE   23-9       The Effects of I ncreases in  
Aggregate Demand    
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   The effect of increases in aggregate demand is  div-
ided between increases in real GDP and increases 
in the price level,  depending on the slope of the  AS   
curve.   Because of the increasing slope of the  AS   
curve,  increases in aggregate demand up to  AD   0   
have virtually no impact on the price level.  Succes-
sive further increases bring larger price increases 
and relatively smaller output increases.  By the time 
aggregate demand is at  AD   4   or  AD   5  ,  virtually all of 
the effect is  on the price level.    

    Aggregate supply shocks cause the price level and real GDP to change in opposite 
directions.  With an increase in supply, the price level falls and GDP rises;  with a 
decrease in supply,  the price level rises and GDP falls.    

 Oil-price increases have provided three major examples of negative aggregate sup-
ply shocks,  the first two during the 1970s and the third between 2002 and 2008.  The 
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economy is especially responsive to changes in the price of 
oil because,  in addition to being used to produce energy,  
oil is  an input into plastics,  chemicals,  fertilizers,  and many 
other materials that are widely used in industry.  

Massive increases  in oil  prices occurred during 1973
1974 and 19791980,  caused by the successful efforts  of 
the OPEC countries  to form a cartel  and restrict the out-
put of oil.  These increases  in the price of oil  caused left-
ward shifts  in the  AS   curve in most countries.  Real GDP 
fell  while the price level  rose,  a  combination commonly 
referred to  as  stagflation.

The world price of oil  also increased dramatically 
between 2002 and 2008,  the cause of which was rapid 
growth in the world economy,  especially in the large devel-
oping economies of China and India.  For all  countries  that 
use oil  as  inputs to production,  this  price increase led to 
large leftward shifts  in their  AS   curves.    

 Commodity prices  have provided an important 
example of a  positive aggregate  supply shock.  The 
Southeast Asian countries  of Indonesia,  Malaysia,  Thai-
land,  and South Korea are  all  significant users  of raw 
materials.  When their economies  plunged into  a  major 
recession in 1 997,  the  world demand for raw materials 
fell,  and the  prices  of such goods  fell  as  a  result.  From 
1 997 to  1 998 ,  the  average price  of raw materials  fell  by 
approximately 30  percent.  Though these were clearly 
bad economic times  for much of Southeast Asia,  the 
reduction in raw materials  prices  was  a   positive   aggre-
gate  supply shock for countries  that used raw materi-
als  as  inputs  for production.  In countries  like Canada, 
the  United States,  and most of Western Europe,  the   AS   
curves  shifted to  the  right.   

   A Word  of Warning  

 We have discussed the effects  of aggregate demand and 
aggregate supply shocks on the economys  price level 
and real  GDP.  Students  are sometimes puzzled,  however,  
because some events  would appear to be  both   demand 
and supply shocks.  How do we analyze such complicated 
shocks?  For example,  when the world price of oil  fell  by 
over 50  percent during 2014,  this  was a  positive supply 
shock   because oil  is  an important input to  production for 
many firms.  But for Canada,  which produces and exports 
oil,  doesnt the decline in the world price of oil  also imply 
a decline in export revenue?  And doesnt this  imply a 
 negative demand shock  ?  

 The answer to both questions is  yes.  A decrease in world oil  prices  is  indeed 
a positive aggregate supply shock to any country that uses  oil  as  an input (which 
means most countries) .  But for those countries  that also produce and export 

      FIGURE   23-10       A Negative Aggregate 
Supply Shock   
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   Aggregate supply shocks cause the price level 
and real GDP to move in opposite directions.   
The original equilibrium is at  E   0  ,  with GDP of 
 Y  0   appearing in both parts of the figure.  The 
price level is   P   0   in part ( ii) ,  and at that price 
level,  the desired aggregate expenditure curve is 
 AE   0   in part ( i) .  

 A negative aggregate supply shock now 
shifts the  AS   curve in part ( ii)  to  AS   1  .  At the ori-
ginal price level of  P   0  ,  firms are willing to sup-
ply only  Y  1  .  The fall in aggregate supply causes 
a rise in the price level.  The new equilibrium is 
reached at  E   1  ,  where the  AD   curve intersects 
 AS   1  .  At the new and higher equilibrium price 
level of  P   1  ,  the  AE   curve has shifted down to 
 AE   1  ,  as shown in part ( i) .    
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   LESSONS  FROM  H I STORY   2 3 -1   

 The 19971998 Asian Crisis and the Canadian Economy  

 In the summer of 1997, the currencies of several coun-
tries in Southeast Asia plummeted (relative to the U.S.  
and Canadian dollars)  as their central banks were no 
longer able to peg  their exchange rates.   In   Chapter   34   
we will discuss how such pegged exchange rates oper-
ate.  For now, the important point is that,  f    or various rea-
sons,  banks,  firms,  and households in these countries had 
accumulated a large stock of debt denominated in foreign 
currencies,  especially U.S.  dollars.  The sudden deprecia-
tions of their currenciesin some cases by 70 percent in 
just a few daysled to dramatic increases in the amount 
of domestic income required to pay the interest on this 
debt.  Financial institutions went bankrupt,  manufactur-
ing firms were unable to access credit,  workers were 
laid off,  and economic output fell sharply.  By late in 
1997, the economies of Malaysia,  Indonesia,  Thailand, 
South Korea,  and the Philippines were suffering major 
recessions.  

 How did this Asian crisis affect Canada?  It had off-
setting positive and negative effects on the level of eco-
nomic activity in Canada.  The events in Asia generated 
both a  negative   aggregate demand shock and a  positive   
aggregate supply shock for Canada.  
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 To understand the demand side of the story,  we 
must recognize that these Asian economies are important 
users of raw materials.  When their economies went into 
recession, their demand for raw materials fell sharply.  
Indeed, average raw materials prices fell by roughly 30 
percent between 1997 and 1998.  And raw materials 
are an important export for Canada.  The decline in the 
worlds demand for raw materials implied a reduction in 
demand for Canadian goods.  As a result,  Canadian pro-
ducers of copper,  pork,  newsprint,  lumber,  iron ore,  and 
many other raw materials suffered significantly.  In terms 
of our macroeconomic model,  the Asian crisis caused a 
leftward shift of the Canadian  AD   curve.  

 The story does not end there.  Also important to 
Canada is the fact that many Canadian firms use raw 
materials as inputs for their production of car parts,  pre-
fabricated houses and trailers,  electrical equipment,  and 
so on.  A dramatic reduction in the prices of raw materi-
als implies a reduction in costs for these firms.  This is  a 
positive aggregate supply shock, and is illustrated by a 
rightward shift of the Canadian  AS   curve.  

 What is the overall effect on the Canadian econ-
omy?  The effect of each shock taken separately is to 
reduce the price levelso the overall effect is unambigu-
ously a lower price level.   *    In contrast,  the effect on real 
GDP would appear to be ambiguous since the  AD   shock 
reduces GDP whereas the  AS   shock increases it.  But this 
is not quite right.  Since Canada earns more from its sales 
of raw materials than it spends on them (that is,  Can-
ada is a net exporter of these products),  it experiences 
a decrease in national income when these prices fall.  In 
other words, the net effect of the negative demand shock 
and the positive supply shock is to reduce Canadian GDP.  
The figure is therefore drawn with the  AD   shock being 
larger than the  AS   shock and so the new equilibrium level 
of GDP,  Y  1  ,  is lower than in the initial equilibrium,  Y  0  .  

  *  We are assuming in this analysis that there is no ongoing infla-

tion, so a positive  AS   shock or a negative  AD   shock reduces the 

price level.  A more accurate description for the Canadian economy 

in 1998, with a small amount of ongoing inflation,  is  that the 

price level fell below  what it otherwise would have been  .  This 

appears as a reduction in the rate of inflation.  

oillike Canadaa decrease in the price of oil  causes  a  reduction in income to 
domestic oil  producers  and is  thus a  negative aggregate demand shock.  It is  no sur-
prise that the economies of the oil-producing regions of Canada,  especially Alberta,  
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Saskatchewan,  and Newfoundland and Labrador,  were booming during the 2002
2008  period when the price was rising but experienced significant slowdowns after 
the price of oil  fell  sharply in 2014.    

  A complete analysis of the macroeconomic effect of a change in world oil prices 
must consider both a shift of the  AS   curve and, for those countries that produce oil,  a 
shift of the  AD   curve.  The equilibrium price level will certainly change, but the over-
all effect on real GDP will depend on the relative importance of the demand-side and 
supply-side effects.  

 Our discussion here has been about the macroeconomic effects of oil-price changes,  
but the central message is more general:      

   Many economic eventsespecially changes in the world prices of raw materials
cause both aggregate demand and aggregate supply shocks in the same economy. 
The overall ef ect on real GDP in that economy depends on the relative importance 
of the two separate ef ects.    

 This general principle should be kept in mind whenever our  AD/AS   macro model 
is  used to analyze the macro economy.   Lessons from History 23-1   uses our model to 
interpret the effects of the 19971998  Asian economic crisis on the Canadian economy.  
As you will see in that discussion,  the Asian crisis generated both  AD   and  AS   shocks 
for Canada.     

    S U MMARY  

      23.1        THE DEMAND SIDE OF THE ECONOMY LO 1,  2    

     The  AE   curve shows desired aggregate expenditure for 
each level of GDP at a particular price level.  Its intersec-
tion with the 45 line determines equilibrium GDP for 
that price level.  Equilibrium GDP thus occurs where 
desired aggregate expenditure equals actual GDP.  A 
change in the price level causes a shift in the  AE   curve:  
upward when the price level falls and downward when 
the price level rises.  This leads to a new equilibrium 
level of real GDP.   

    The  AD   curve plots the equilibrium level of GDP that 
corresponds to each possible price level.  A change in 

equilibrium GDP following a change in the price level is  
shown by a movement along the  AD   curve.   

    A rise in the price level lowers exports and lowers 
autonomous consumption expenditure.  Both of these 
changes reduce equilibrium GDP and cause the  AD   
curve to have a negative slope.   

    The  AD   curve shifts horizontally when any element of 
autonomous expenditure changes,  and the simple multi-
plier measures the size of the shift.     

      23.2      THE SUPPLY SIDE OF THE ECONOMY LO 3    

     Any aggregate supply (  AS  )  curve is drawn for given fac-
tor prices and given state of technology.   

    The  AS   curve is usually drawn as an upward-sloping 
curve,  reflecting the assumption that firms  unit costs 
tend to rise when their output rises.   

    At low levels of output,  firms  excess capacity may 
result in a horizontal  AS   curve.   

    An improvement in technology or a decrease in factor 
prices shifts the  AS   curve to the right.  This is  an increase 
in aggregate supply.   

    A deterioration in technology or an increase in factor 
prices shifts the  AS   curve to the left.  This is  a decrease 
in aggregate supply.     
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      23.3      MACROECONOMIC EQUILIBRIUM  LO 4    

     Macroeconomic equilibrium refers to equilibrium val-
ues of real GDP and the price level,  as determined by the 
intersection of the  AD   and  AS   curves.  Shifts in the  AD   
and  AS   curves,  called aggregate demand and aggregate 
supply shocks,  change the equilibrium values of real 
GDP and the price level.   

    When the  AS   curve is positively sloped, an aggregate 
demand shock causes the price level and real GDP to 
move in the same direction.  When the  AS   curve is flat,  
shifts in the  AD   curve primarily affect real GDP.  When 
the  AS   curve is  steep,  shifts in the  AD   curve primarily 
affect the price level.   

    With a positively sloped  AS   curve,  a demand shock 
leads to a change in the price level.  As a result,  the 

multiplier is  smaller than the simple multiplier  in 
  Chapter   22   .   

    An aggregate supply shock moves equilibrium GDP 
along the  AD   curve,  causing the price level and real 
GDP to move in opposite directions.   

    Some events are both aggregate supply and aggregate 
demand shocks.  Changes in the world prices of raw 
materials,  for example,  shift the  AS   curve.  If the country 
( like Canada)  is also a producer of such raw materials,  
there will also be a shift in the  AD   curve.  The overall 
effect then depends on the relative sizes of the separate 
effects.      

    Effects of an exogenous change in the 
price level   

   Relationship between the  AE   and  AD   
curves   

   Negative slope of the  AD   curve   
   Positive slope of the  AS   curve   
   Macroeconomic equilibrium   
   Aggregate demand shocks   

   The multiplier when the price level 
varies   

   Aggregate supply shocks     

   KEY CONCEPTS  

    STUDY EXERCISES 

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

    MyEconLab    

      Fill in the blanks to make the following statements 
correct.  

    a.  In the simple macro model of the previous two 
chapters,  the price level was                to the model.  
In the macro model of this chapter,  the price level 
is                 to the model.   

   b.  A change in the price level shifts the  AE   curve 
because the price level change affects desired 
               and desired               .   

   c.  A rise in the price level causes a(n)               in 
households  wealth,  which leads to a(n)                 in 
desired consumption, which causes the  AE   curve to 
shift               .  A fall in the price level causes a(n)  
             in households  wealth,  which leads to a(n)  
             in desired consumption, which causes the 
 AE   curve to shift               .   

   d.  A rise in the domestic price level causes net 
exports to             ,  which causes the  AE   curve to 
shift             .  A fall in the domestic price level causes 
net exports to             ,  which causes the  AE   curve 
to shift             .   

   e.  Equilibrium GDP is determined by the position 
of the  AE   function for each given price level.  An 
equilibrium point for a particular price level cor-
responds to one point on the                curve.   

   f.  A rise in the price level causes a downward shift of 
the              curve and a movement upward along 
the              curve.   

   g.  An increase in autonomous expenditure,  with no 
change in the price level,  causes the  AE   curve to 
               and causes the  AD   curve to             .      
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     Fill in the blanks to make the following statements 
correct.  

    a.  The              curve relates the price level to the quantity 
of output that firms would like to produce and sell.   

   b.  Each aggregate supply curve is drawn under the 
assumption that                and                remain 
constant.   

   c.  The aggregate supply curve is upward sloping 
because firms will produce more output only if 
price              to offset higher unit costs.   

   d.  The aggregate supply curve is relatively flat when 
GDP is below potential output because firms typ-
ically have                and are able to expand produc-
tion with little or no increase in unit costs.   

   e.  The aggregate supply curve is relatively steep when 
GDP is above potential output because firms are 
operating above                and                are rising rapidly.   

   f.  The aggregate supply curve shifts in response to 
changes in                and changes in               .  These 
are known as supply               .      

      Fill in the blanks to make the following statements 
correct.  

    a.  Macroeconomic equilibrium occurs at the intersec-
tion of              and             ,  and determines equilib-
rium levels of                and             .   

   b.  If the  AS   curve is upward sloping,  a positive  AD   
shock will cause the price level to              and real 
GDP to               .  A negative  AD   shock will cause 
the price level to                and real GDP to               .   

   c.  A positive  AS   shock will cause the price level to 
               and real GDP to               .  A negative  AS   
shock will cause the price level to                and real 
GDP to               .   

    d .  In previous chapters,  t    he simple multiplier meas-
ured the change in real GDP in response to a 
change in autonomous expenditure when the price 
level was constant.  When the price level varies,  the 
multiplier is                 than the simple multiplier.   

   e.  An increase in autonomous government spending 
is  a(n)                  AD   shock, which will initially 
cause a(n)                 shift of the  AE   curve and a(n)  
               shift of the  AD   curve.  Given an upward-
sloping aggregate supply curve,  there will be 
a(n)                 in the price level,  which leads to a 
partial                shift of the  AE   curve.      

      Consider the effects of an exogenous increase in the 
domestic price level.  For each of the assets listed, explain 
how the change in the price level would affect the wealth 
of the asset holder.  Then explain the effect on  aggregate   
(private sector)  wealth.  The footnote on page  535  will 
help to answer parts (d)  and (e)  of this question.  

    a.  Cash holdings  
   b.  Deposits in a bank account  
   c.  A household mortgage  

   d .  A corporate bond that promises to pay the bond-
holder $10 000 on January 1 ,  2015  

   e.  A government bond that promises to pay the 
holder $10 000 on January 1 ,  2015     

      Consider the following simplified  AE   function:  

   AE = 350 + 0.8Y + 0.1  (M>P)       

 where  AE   is  desired aggregate expenditure,   Y  is  real 
GDP,  M   is  the private sectors  nominal wealth  ,  and 
 P   is  the price level.  Suppose that  M   is  constant and 
equal to 6000.  

    a.  Fill in the table below:    

 P   M/P   AE  

1 6000 950 +  0.8  Y 

2  

3  

4  

5  

6  

   b.  Plot each of the  AE   functionsone for each price 
levelon the same-scale 45-line diagram.   

   c.  Compute the level of equilibrium national income 
(  Y )  for each of the values of  P  .  For example,  when 
 P   =  1 ,   AE   =  950 +  0.8  Y .  Thus the equilibrium 
level of  Y  is  such that  Y  =  950 +  0.8  Y ,  which 
implies  Y  =  4750.   

   d.  Plot the pairs of price level and equilibrium 
national income on a scale diagram with  P   on the 
vertical axis and  Y  on the horizontal axis.  What is 
this curve you have just constructed?   

   e.  Explain why the expression for  AE   above makes 
sense.  Why do  M   and  P   enter the  AE   function?      

      Consider the following diagram showing the  AD   curves 
in two different economies.  One economy is Autark-
landit does not trade with the rest of the world (  aut-
arky   is a situation in which a country does not trade with 
other countries).  The other economy is Openlandit 
exports to and imports from the rest of the world.    

 Y

P

AD
AUTARKLAND

AD
OPENLAND
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    a.  Explain why an increase in the domestic price level 
(for a given exchange rate)  reduces net exports in 
Openland.  How would you illustrate this with the 
 AE   curve in the 45-line diagram?   

   b.  Explain why the  AD   curve is steeper in Autarkland 
than in Openland.   

   c.  If there are never any net exports in Autarkland, 
why isnt the  AD   curve vertical?  Explain 
what other aspect of the economy generates a 
downward-sloping  AD   curve.      

     The economy of Neverland has the following  AD   and 
 AS  schedules.  Denote Y  AD    as the level of real GDP along 
the  AD   curve; let Y  AS   be the level of real GDP along the 
 AS  curve.  GDP is shown in billions of 2002 dollars.    

Price Level  Y AD   Y AS  

 90 1100  750

100 1000  825

110  900  900

120  800  975

130  700 1050

140  600 1125

    a.  Plot the  AD   and  AS   curves on a scale diagram.   
   b.  What is the price level and level of real GDP in 

Neverlands macroeconomic equilibrium?   
   c.  Suppose the level of potential output in Neverland 

is $950 billion.  Is the current equilibrium level of 
real GDP greater than or less than potential?  How 
does one refer to this particular output gap?      

      Each of the following events caused a shift in the  AD   or 
 AS   curve in Canada.  Identify which curve was affected 
and describe the effect on equilibrium real GDP and 
the price level.  

    a.  OPECs actions to restrict oil output significantly 
increased the world price of oil in 19791980.   

   b.  World commodity prices increased sharply from 
2002 to 2008.  Many of these commodities are both 
produced in Canada and used as important inputs 
for Canadian firms.   

   c.  The end of the Cold War in 1990 led to large 
declines in defence spending in many countries 
( including Canada).   

   d .  The federal government and (many)  provincial 
governments reduced corporate income-tax rates 
between 2000 and 2011 .   

   e.  The federal government increased its level of gov-
ernment purchases (  G  )  in 2009 and 2010, amidst a 
global recession.   

   f.  The beginning of a strong recovery in the United 
States in 2014 led to a large increase in the demand 
for many Canadian exports.   

    g.  The world price of oil fell from U.S.  $105 per bar-
rel in June 2014 to U.S.  $50 in February 2015.      

      The following diagrams show the  AD   and  AS   curves in 
two different economies.  

 YEconomy A

P

YEconomy B

P

AD
A

AS
A

AD
B

AS
B

   

    a.  Explain what aspect of firms  behaviour might give 
rise to the horizontal  AS   curve in Economy  A  .   

   b.  Explain what aspect of firms  behaviour gives rise 
to the upward-sloping  AS   curve in Economy  B  .   

   c.  In which economy is output purely demand deter-
mined?  Explain.   

   d .  Consider the effects of an increase in autonomous 
expenditure.  Which economy has the larger multi-
plier?  Explain your reasoning.      

      This question involves algebraically solving the system 
of two equations given by the  AD   and  AS   curves.  The 
equations for the curves are given by 

   AD:  YAD = 710 - 30P + 5G   

 AS:  YAS = 10 + 5P - 2POIL       

 where  Y  is  real GDP,  P   is  the price level,   G   is  the level 
of government purchases,  and P  OIL    is  the world price 
of oil.  

    a.  Explain the various terms in the  AD   curve.  Explain 
why  G   enters positively.   

   b.  What is the value of the simple multiplier?  (Hint:  
Refer back to the caption of   Figure   23-3   . )   

   c.  Explain the various terms in the  AS   curve.  Explain 
why the price of oil enters negatively.   

   d .  Solve for the equilibrium value of real GDP and the 
price level.   

   e.  Using your solution to part (d),  what is the effect of 
a change in  G   on equilibrium  Y  and  P  ?  Explain.   

   f.  Using your solution to part (d),  what is the effect of 
a change in P  OIL    on equilibrium  Y  and  P  ?  Explain.               
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 From the Short Run to  the 
Long Run:  The Adjustment of 
Factor Prices   

   IN  the previous  three chapters,  we     developed 

a  model  of the  short-run   determination of the 

equilibrium levels  of real GDP and the price 

level.  In this  chapter,  we discuss  how this  short-

run macroeconomic equilibrium evolves,  through 

an adjustment process  in which wages  and other 

factor prices  change,  into a  long-run   equilibrium, 

in which real  GDP is  equal to  potential  output,   Y * .  

In the next chapter we examine theories  explaining 

why  Y *  increases  over many yearswhat we call 

 long-run economic growth  .  Before we proceed, 

however,  we will  define carefully our assumptions 

regarding the short run,  the adjustment process,  and 

the long run.    

       24 

    CHAPTER  OUTLI NE  

       24.1   THREE MACROECONOMIC STATES    

     24.2   THE ADJUSTMENT PROCESS    

     24.3    AGGREGATE DEMAND AND SUPPLY 

SHOCKS    

     24.4  FI SCAL STABILIZATION  POLICY       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  describe the three d i fferent macroeconomic states,  and  the 

underlying assumptions for each  one.   

  2  expla in  why output gaps cause wages and  other factor prices 

to change.   

  3  describe how changes in  factor prices affect  rms  costs and  

sh ift the  AS  curve.   

  4 expla in  why rea l  GDP gradua l ly returns to potentia l  ou tput 

fol lowing an   AD  or  AS  shock.   

  5 understand  why lags and  uncerta in ty place l im i tations on  the 

use of  sca l  stabi l ization  pol icy.     

      PART    9   :  TH E  ECONOMY  I N  TH E  LONG  RUN      

553
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     24.1    THREE MACROECONOMIC STATES   

 Macroeconomic analysis considers three different states  or spans of time.   In the last 
three chapters,  we considered the economy in the short run.  In the next chapter we 
will examine the economy in the long run,  when real GDP equals  Y * .      In this chapter 
we explore the details of a crucial adjustment process that takes the economy from its 
short-run equilibrium to its long-run state.  Lets begin by clarifying the assumptions 
being made in each state.  

   The Short Run   

  In   Chapters   21   ,    22  ,  and   23    we developed the macroeconomic model in the  short run  .   
The assumptions of the model in the short run are:  

      Factor prices are assumed to be exogenous;  they may change, but any change is 
not explained within the model.   

     Technology and factor supplies are assumed to be constant (and therefore  Y *  is 
constant) .    

 With these assumptions,  the short-run macroeconomic equilibrium is determined 
by the intersection of the  AD   and  AS   curves,  both of which are subject to shocks of 
various kinds.  These shocks cause the level of real GDP to fluctuate around a  constant  
level of potential output,   Y * .  This version of our macroeconomic model is  convenient 
to use when analyzing the economy over short periods.  Even though factor prices,  
technology, and factor supplies are rarely constant in reality,  even over short periods of 
time,  the simplifying assumption that they are constant in our short-run model allows 
us to focus on the important role of  AD   or  AS   shocks over this time span.   

   The Adjustment of Factor Prices  

 In this chapter we analyze the  adjustment process   that takes the economy from the 
short run to the long run.  The assumptions of our theory of the adjustment process are:  

      Factor prices are assumed to adjust in response to output gaps.   
     Technology and factor supplies are assumed to be constant (and therefore  Y *  is 

constant) .    

 This chapter will explain why deviations of real GDP from potential output gener-
ally cause wages and other factor prices to adjust.  It will also explain how this adjust-
ment is  central to the economys evolution from its short-run equilibrium to its long-run 
equilibrium.  Note that,  as in the short-run version of the model,  the adjustment process 
is assumed to take place with a constant level of potential output.  

 Our theory of the macroeconomic adjustment process is useful for examining how 
the effects of shocks or policies differ in the short and long runs.  As we will see,  the 
assumption that potential output is  constant leads to the prediction that  AD   or  AS   
shocks have no long-run effect on real GDP; output eventually returns to  Y * .  

 In reality, neither technology nor factor supplies are constant over time; the level of 
potential output is continually changing.  Our assumption throughout much of this chap-
ter of a constant value for  Y *  is thus a simplifying one, allowing us to focus on our theory 
of the  adjustment process   that brings the level of real GDP back to potential output.   
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   The Long Run   

  In   Chapter   25    we     examine our macroeconomic model in the long run and focus on the 
process of  economic growth  .  The assumptions of the model in the long run are:  

      Factor prices are assumed to have fully adjusted to any output gap.   
     Technology and factor supplies are assumed to be changing.    

 The first assumption tells us that,  after factor prices have fully adjusted, real GDP 
will return to the level of potential output.  The second assumption implies that the level 
of potential output is  changing (and typically growing).  Thus,  in the long-run version 
of our macroeconomic model,  our focus is not on the nature of short-run fluctuations 
in GDP but rather on the nature of  economic growth  where technological change and 
the growth of factor supplies play key roles.  

 The economy is probably never  in  the long run in the sense that factor prices 
have fully adjusted to all  AD   and  AS   shocks.  This is  because such shocks are not iso-
lated events but instead events that occur more or less continually.  So,  before the full 
adjustment to one shock is complete,  another shock occurs and sets the adjustment 
process in motion again.  Nonetheless,  the long-run version of our model is  very useful 
for examining some issues.  For example,  if we want to understand why our childrens 
material standard of living will be significantly greater than our grandparents,  we 
should not focus on short-run  AD   or  AS   shocks or the stabilization policies that may 
follow; the effects of particular shocks will disappear after a few years.  Instead,  we will 
gain more understanding if we abstract from short-run issues and focus on why  Y *  
increases dramatically over periods of several decades.   

   Summary  

 The three states of the economy central to macroeconomic analysis are summarized in 
  Table   24-1   .  Note for each state the assumptions made regarding factor prices and the 
level of potential output and the causes of changes in real GDP.  As we proceed through 
this chapter  and the next ,  you may find it useful to refer back to this table.  

    TABLE   24-1      Three Macroeconomic States    

The Short Run The Adjustment Process The Long Run

 Key 
Assumptions  

 Factor prices are exogenous.  

 Technology and factor 
supplies (and thus  Y * )  are 
constant/exogenous.  

 Factor prices are flexible/
endogenous.  
 Technology and factor supplies 
(and thus  Y * )  are constant/
exogenous.  

 Factor prices are fully 
adjusted/endogenous.  
 Technology and factor 
supplies (and thus  Y * )  are 
changing.  

 What Happens  Real GDP (  Y )  is  deter-
mined by aggregate 
demand and aggregate 
supply.

Factor prices adjust to output 
gaps;  real GDP eventually 
returns to  Y * .

Potential GDP (  Y * )  
grows over the long run.

 Why We Study 
This State  

To show the effects of  AD   
and  AS   shocks on real GDP.

To see how output gaps cause 
factor prices to change and why 
real GDP tends to return to  Y * .

To understand the nature 
of long-run economic 
growth.
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  You already know  from   Chapter   23     how the short-run version of our macro model 
works.  And now that you have a sketch of what is  meant by the adjustment process 
and the long run, we are ready to fill in the details.  In this chapter we will see how this 
adjustment process takes the economy from its short-run equilibrium to its long-run 
equilibrium.  To repeat,  we assume in this chapter that factor prices adjust in response 
to output gaps and that potential output (  Y * )  is constant.    

    24.2    THE ADJUSTMENT PROCESS   

 We develop our theory of the adjustment process by examining the relationship among 
output gaps,  factor markets,  and factor prices.  We begin by understanding the broad 
outline of how the adjustment process works.  We then go on to discuss  how well  it 
works in greater detail.  

   Potential  Output and  the Output Gap  

 Recall that  potential output  is  the total output that can be produced when all product-
ive resourcesland, labour, and capitalare fully employed.  When a nations actual 
output diverges from its potential output,  the difference is called the output gap.  

 Although growth in potential output has powerful effects from one decade to the 
next,  its change from one  year  to the next is  small enough that we ignore it when study-
ing the year-to-year behaviour of real GDP and the price level.  In this chapter,  therefore,  
we view variations in the output gap as determined solely by variations in  actual  GDP 
around a constant level of  potential  GDP.  

   Figure   24-1    shows real GDP being determined in the short run by the intersection 
of the  AD   and  AS   curves.  Potential output is  assumed to be constant,  and it is  shown by 
identical vertical lines in the two parts of the figure.  In part ( i) ,  the  AD   and  AS   curves 
intersect to produce an equilibrium real GDP less than potential output.  The result,   as 
we saw in   Chapter   19   ,   is  called a  recessionary gap   because recessions are often char-
acterized as having GDP below potential output.  In part ( ii) ,  the  AD   and  AS   curves 
intersect to produce an equilibrium real GDP above potential output,  resulting in what 
is  called an  inflationary gap.   Why an inflationary output gap puts upward pressure on 
prices will become clear in the ensuing discussion.    

   Factor Prices and  the Output Gap  

 We make two key assumptions in our macro model regarding factor prices and the out-
put gap.  First,  when real GDP is above potential output, there will be pressure on factor 
prices to rise because of a higher than normal demand for factor inputs.  Second, when 
real GDP is below potential output, there will be pressure on factor prices to fall because 
of a lower than normal demand for factor inputs.  These relationships are assumed to hold 
for the prices of all factors of production, including labour, land, and capital equipment.    1      

   Output Above Potential ,   Y + Y *     Here is  the  reasoning behind our first assump-
tion.  Sometimes  the   AD   and  AS   curves  intersect where real  GDP exceeds  potential,  
as  illustrated in part ( ii)  of   Figure   24-1   .  Because firms are  producing beyond their 
normal capacity output,  there  is  an excess  demand for all  factor inputs,  including 

   1    We also make the simplifying assumption throughout this chapter that the price level is expected to be 

stable.  Otherwise,   expected inflation   would be an additional reason for wages to change.  
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labour.  Labour shortages  will  emerge in some industries  and among many groups 
of workers.  Firms will  try to  bid workers  away from other firms in order to  main-
tain the high levels  of output and sales  made possible  by the  boom conditions.  

 As a result of this excess demand in factor markets, workers will find that they have 
considerable bargaining power with their employers, and they will put upward pressure on 
wages.  Firms, recognizing that demand for their goods is strong, will be anxious to maintain 
a high level of output.  To prevent their workers from either striking or quitting and moving 
to other employers, firms will be willing to accede to some of these upward pressures.    

      FIGURE   24-1      Output Gaps in  the Short Run    
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   The output gap is  the difference between actual GDP and potential GDP,  Y  Y *  .  Potential output is shown by the 
vertical line at  Y * .  A recessionary gap,  shown in part ( i) ,  occurs when actual output is less than potential GDP.  An 
inflationary gap,  shown in part ( ii) ,  occurs when actual output is greater than potential GDP.    

   The boom that is  associated with an in ationary gap generates a set of condi-
tionshigh pro ts  for  rms and an excess demand for labourthat tends to cause 
wages (and other factor prices)  to rise.    

 This increase in factor prices will increase firms unit costs.  As unit costs increase, firms 
will require higher prices in order to supply any given level of output, and the  AS  curve will 
therefore shift up.  This shift has the effect of reducing equilibrium real GDP and raising the 
price level.  Real GDP moves back toward potential and the inflationary gap begins to close.  

 In our model,  factor prices are assumed to continue to rise as long as some infla-
tionary gap remains.  In other words,  they will continue rising until the  AS   curve shifts 
up to the point where the equilibrium level of GDP is equal to potential GDP.  At this 
point,  there is  no longer an excess demand for factors,  no more pressure for factor 
prices to rise,  firms  costs are stable,  and the  AS   curve stops shifting.   

   Output Below Potential ,   Y * Y *     Here  is  the  reasoning behind our second assump-
tion regarding factor prices.  Sometimes  the   AD   and  AS   curves  intersect where real 
GDP is  less  than potential,  as  illustrated in part ( i)  of   Figure   24-1   .  Because firms 
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are producing below their normal capacity output,  there is  an excess  supply of all 
factor inputs,  including labour.  There will  be  labour surpluses  in some industries 
and among some groups of workers.  Firms will  have below-normal sales  and not 
only will  resist upward pressures  on wages  but also  may seek reductions  in wages.    

   The slump that is  associated with a recessionary gap generates a set of conditions
low pro ts  for  rms and an excess supply of labourthat tends to cause wages 
(and other factor prices)  to fall.    2       

  Such a reduction in factor prices will reduce firms unit costs.  As unit costs fall, firms 
require a lower price in order to supply any given level of output, and the  AS  curve therefore 
shifts down. This shift has the effect of increasing equilibrium real GDP and reducing the 
price level.  Real GDP moves back toward potential and the recessionary gap begins to close.  

 In our model,  wages and other factor prices are assumed to fall as long as some 
recessionary gap remains.  As factor prices fall,  the  AS   curve shifts down, and this pro-
cess continues until the equilibrium level of GDP is equal to potential output.  At this 
point,  there is  no longer an excess supply of factors,  no more pressure for factor prices 
to fall,  firms  unit costs are stable,  and the  AS   curve stops shifting.   

   Downward  Wage Stickiness    At this  stage,  we encounter an important asymmetry 
in the  economys  aggregate supply behaviour.  Boom conditions  (an inflationary 
gap) ,  along with labour shortages,  cause wages  and unit costs  to  rise.  The experi-
ence of many developed economies,  however,  suggests  that the downward pres-
sures  on wages  during slumps ( recessionary gaps)  often do not operate  as  strongly 
or as  quickly as  the  upward pressures  during booms.  Even when wages  do  fall,  they 
tend to  fall  more slowly than they would rise  in an equally sized inflationary gap.  
This   downward wage stickiness   implies  that the downward shift in the  AS   curve 
and the  downward pressure  on the price  level  are quite  weak.    

   Both upward and downward adjustments to wages and unit costs do occur,  but 
there are dif erences in the speed at which they typically operate.  Booms can cause 
wages to rise rapidly; recessions usually cause wages to fall only slowly.     

   2    Because of ongoing inflation and productivity growth,  nominal wages rarely fall,  even when there is an 

excess supply of labour.  But remember that in this chapter,  to allow us to focus on the adjustment process,  

we are assuming that technology is  constant and expected inflation is  zero.  Thus nominal (and real)  wages 

and other factor prices are assumed to fall when real GDP is below potential output,  although perhaps very 

slowly.  With some ongoing inflation in our model,  the assumption would be modified so that nominal wages 

rise less than prices,  thus implying a slow reduction in real wages.  

   The Phil l ips Curve    The factor-price adjustment process that we have been discussing 
was explored many years ago in a famous study of wages and unemployment in the 
United Kingdom.  Using data from the late nineteenth and early twentieth centuries,  
when wages were more flexible than they are now,  A.W.  Phillips observed that wages 
tended to fall in periods of high unemployment and rise in periods of low unemploy-
ment.  The resulting negative relationship between unemployment and the rate of 
change in wages has been called the  Phillips   curve ever since.   Extensions in Theory 
24-1   discusses the Phillips curve and its  relationship to the aggregate supply curve.   
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   Inflationary and  Recessionary Gaps    Now it should be  clear why the 
output gaps  are  named as  they are.  When real  GDP exceeds  potential 
GDP in our model,  there  will  normally be  rising unit costs,  and the 
 AS   curve will  be  shifting upward.  This  will  in turn push the price  level 
up  and create temporary inflation.  The larger the excess  of real  GDP 
over potential  GDP,  the greater the inflationary pressure.  The term 
 inflationary gap   emphasizes  this  salient feature of the economy when 
 Y >  Y * .  

 When actual output is  less than potential output,  as we have seen,  
there will be unemployment of labour and other productive resources.  Unit 
costs will tend to fall slowly, leading to a slow downward shift in the  AS   
curve.  Hence, the price level will be falling only slowly so that  unemploy-
ment  will be the output gaps most obvious result.  The term  recessionary 
gap   emphasizes this salient feature that high rates of unemployment occur 
when  Y <  Y * .    

   Potential  Output as an  Anchor  

 We have seen that wages and other factor prices tend to change when 
output is above or below potential.  These changes in factor prices lead to 
changes in firms  unit costs that shift the  AS   curve and change the equilib-
rium level of GDP.  Moreover,  we assumed that this process of factor-price 
adjustment will continue as long as some output gap remains,  coming to a 
halt only when the equilibrium level of GDP is equal to potential GDP,  Y * .  
This leads to an important prediction from our macroeconomic model:      

      Potential output acts like an anchor 
for the level of real GDP.  Following 
aggregate demand or supply shocks 
that push real GDP below or above 
potential,  the adjustment of factor 
prices brings real GDP back to poten-
tial output.

   Following an AD  or AS  shock, the short-run equilibrium level of output may be 
dif erent from potential output.  Any output gap is  assumed to cause wages and 
other factor prices to adjust,  eventually bringing the equilibrium level of output 
back to potential.  The level of potential output therefore acts like an anchor  for 
the economy.   

  We now go on to examine our theory of the factor-price adjustment process in 
greater detail,  illustrating it for the cases of positive and negative shocks to aggregate 
demand and supply.  We will also examine this factor-price adjustment process follow-
ing changes in fiscal policy.  The idea that  Y *  acts as an anchor  for the economy will 
become clear:  Shocks of various kinds may cause output to rise above or fall below  Y *  
in the short run,  but the adjustment of factor prices to output gaps ensures that output 
eventually returns to  Y * .    

    24.3    AGGREGATE DEMAND AND SUPPLY SHOCKS   

 We can now study the consequences of aggregate demand and aggregate supply shocks 
in our model,  distinguishing between the immediate effects of  AD   and  AS   shocks and 
the longer-term effects,  after factor prices have adjusted fully.  It is  necessary to examine 
positive and negative shocks separately because the adjustment of factor prices is  not 
symmetrical for the two cases.  Lets begin with demand shocks.     
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   Positive  AD  Shocks  

 Suppose the economy starts with a stable price level and real GDP equal to potential 
GDP, as shown by the initial equilibrium in part ( i)  of   Figure   24-2  .  Now suppose this 
situation is disturbed by an increase in autonomous expenditure,  perhaps caused by 
an upturn in business confidence and a resulting boom in investment spending.  
  Figure   24-2  ( i)  shows the effects of this aggregate demand shock in raising both the price 
level and real GDP.  The  AD   curve shifts from  AD   0   to  AD   1  ,  the economy moves along 
the  AS   curve,  and real GDP rises above  Y * .  An inflationary gap opens up.  

  We have assumed that an inflationary gap leads to increases in factor prices,  which 
cause firms  unit costs to rise.  The  AS   curve begins to shift up as firms respond by 
increasing their output prices.  As seen in part ( ii)  of the figure,  the upward shift of the 
 AS   curve causes a further rise in the price level,  but this time the price rise is  associated 
with a  fall  in output (along the  AD   1   curve).  

    Phil l ips curve     Original ly, a  

relationship between  the 

unemployment rate and  the 

rate of change of nominal  

wages. Now often  drawn  as a  

relationship between  GDP and  

the rate of change of nominal  

wages.    

 In the 1950s, Professor A.W.  Phillips of the London 
School of Economics was conducting pioneering research 
on macroeconomic policy.  In his early models,  he related 
the rate of inflation to the difference between actual and 
potential output.  Later he investigated the empirical 
underpinnings of this equation by studying the relation-
ship between the rate of increase of nominal wages and 
the level of unemployment.  He studied these variables 
because unemployment data were available as far back 
as the mid-nineteenth century, whereas very few data 
on output gaps were available when he did his empirical 
work.  In 1958, he reported that a stable relationship had 
existed between these two variables for 100 years in the 
United Kingdom. This relationship came to be known as 
the  Phillips curve  ,  which provided an explanation, rooted 
in empirical observation, of the speed with which wage 
changes shifted the  AS   curve by changing firms  unit costs.    

 In the form in which it became famous, the Phillips 
curve related wage changes to the level of unemployment,  
as shown in part ( i)  of the accompanying figure.  But we 
can express the same information in a slightly different 
way.  Note that unemployment and output gaps are nega-
tively relateda recessionary gap is associated with high 
unemployment, and an inflationary gap is associated with 
low unemployment.  We can therefore create another Phil-
lips curve that plots wage changes against real GDP, as 
shown in part (ii) .  Both figures show the same information.  

 When output equals  Y *  the corresponding unemploy-
ment rate is sometimes called the natural rate of unemploy-
ment, and is denoted  U * .  Inflationary gaps (when  Y 
>  Y *  and  U <  U * )  are associated with increases in 

   EXTENSI ONS  I N  THEORY   2 4-1  

 The Phillips Curve and the Adjustment Process   

wages.  Recessionary gaps (when  Y <  Y *  and  U >  U * )  are 
associated with  decreases   in wages.  Thus, a Phillips curve 
that plots wage changes against real GDP is upward slop-
ing, whereas a Phillips curve that plots wage changes against 
the unemployment rate is downward sloping.  When out-
put is at potential, there is neither upward nor downward 
pressure on wages (or other factor prices)  because there is 
neither an excess demand nor an excess supply of labour.  
Hence, the Phillips curve cuts the horizontal axis at  Y *  (and 
at  U * ).  This is how Phillips drew his original curve.  

 The Phillips curve is  not  the same as the  AS   curve.  The 
 AS   curve has the  price level  on the vertical axis whereas 
the Phillips curve has the  rate of change of nominal wages   
on the vertical axis.  How are the two curves related?  The 
economys location on the Phillips curve indicates how the 
 AS   curve is shifting as a result of the existing output gap.  

 Part ( iii)  of the figure shows how the  AD/AS   diagram 
relates to the Phillips curve.  For example, consider an econ-
omy that begins at point  A   in all three diagrams; there is 
no output gap and wages are stable.  Now, suppose a posi-
tive aggregate demand shock causes real GDP to increase 
to  Y  1   (and unemployment to fall to  U  1  )  and thus produces 
an inflationary gap.  The excess demand for labour puts 
upward pressure on wages and the economy moves along 
the Phillips curve to point  B  ,  where wages begin rising.  
The increase in wages increases unit costs and causes the 
 AS   curve to shift up.  Thus, each point on the Phillips curve 
determines the rate at which the  AS   curve is shifting.  To 
complete the example, note that as the  AS   curve shifts up,  
the level of GDP will fall back toward  Y *  and the infla-
tionary gap will begin to close.  The economy moves back 
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 The increases in unit costs (and the consequent upward shifts of the  AS   curve)  con-
tinue until the inflationary gap has been removedthat is,  until in part ( ii)  real GDP 
returns to  Y * .  Only then is there no excess demand for labour and other factors,  and 
only then do factor prices and unit costs,  and hence the  AS   curve,  stabilize.    

along the Phillips curve toward point  A  .  Wages continue 
to rise, but the rate at which they are rising slows.  When 
all adjustment is complete, the new equilibrium will be at 
point  C  in part ( iii)  of the figure, with output equal to  Y *  
and the price level and nominal wages higher than initially.  
On the Phillips curve, the economy will be back at point 
 A  ,  where real GDP equals  Y *  and wages are stable (but 
at a higher level than before the demand shock occurred).  

 Note that the convex shape of the Phillips curve is 
not accidentalit reflects the adjustment asymmetry we 
mentioned in the text.  The convexity of the Phillips curve 
implies that an inflationary gap of a given amount will 
lead to faster wage increases than an equally sized reces-
sionary gap will lead to wage reductions.  In other words,  

an inflationary gap will cause the  AS   curve to shift up 
more quickly than a recessionary gap will cause the  AS
curve to shift down.  

 Finally,  you might be wondering what would hap-
pen if the Phillips curve were to shift.  And what would 
cause such a shift?  A s we will see in   Chapter   29   when 
we discuss the phenomenon of sustained inflation, a n 
important cause of shifts of the Phillips curve is changes 
in firms  and households   expectations   of future infla-
tion.  In this chapter,  however,  we have assumed expected 
inflation to be zero.  Whether there is expected infla-
tion or not,  the Phillips curve embodies the factor-price 
adjustment process that is the focus of this chapter.    
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   The adjustment in wages and other factor prices eventually eliminates any in a-
tionary gap caused by a demand shock; real GDP returns to its  potential level.    

 It is  worth remembering here that a key assumption in our macro model is  that the 
level of potential output,   Y * ,  is constant.  This key assumption lies behind the strong 
result in our model that the adjustment process,  once complete,  fully reverses any 
shocks short-run effects on real GDP.   
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   Negative  AD  Shocks  

 Suppose again that the economy starts with stable prices and real GDP equal to poten-
tial,  as shown in part ( i)  of   Figure   24-3   .  Now assume there is  a  decline   in aggregate 
demand.  This negative  AD   shock might be a reduction in investment expenditure,  or 
perhaps a decline in the world demand for Canadian forest products or automobiles.  

  The first effects of the decline are a fall in output and some downward adjustment 
of prices,  as shown in part ( i)  of the figure.  As real GDP falls below potential,  a reces-
sionary gap is created, and unemployment rises.  At this point we must analyze two sep-
arate cases.  The first occurs when wages and other factor prices fall quickly in response 
to the excess supply of factors.  The second occurs when factor prices fall only slowly.  

   Flexible Wages    Suppose wages  (and other factor prices)  fell  quickly in response 
to  the recessionary gap.  The  AS   curve would therefore shift quickly downward as 
the lower wages  led to  reduced unit costs.  

 As shown in part ( ii)  of   Figure   24-3   ,  the economy would move along the new  AD   
curve, with falling prices and rising output,  until real GDP was quickly restored to poten-
tial,   Y * .  We conclude that if wages were to fall rapidly whenever there was unemploy-
ment,  the resulting shift in the  AS   curve would quickly eliminate recessionary gaps.    

      FIGURE   24-2      The Adjustment Process Fol lowing a  Positive  AD  Shock   
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   A positive  AD   shock first raises prices and output along the  AS   curve.    It then induces a shift of the  AS   curve that further 
raises prices but lowers output along the new  AD   curve.   In part ( i) ,  the economy is in equilibrium at  E   0  ,  at its level of 
potential output,   Y * ,  and price level  P   0  .  The  AD   curve then shifts from  AD   0   to  AD   1  .  This moves equilibrium to  E   1  ,  
with income  Y  1   and price level  P   1  ,  and opens up an inflationary gap.  

 In part ( ii) ,  the inflationary gap results in an increase in wages and other factor prices,  which drives up firms  unit 
costs and shifts the  AS   curve upward.  As this happens,  output falls and the price level rises along  AD   1  .  Eventually,  
when the  AS   curve has shifted to  AS   1  ,  output is back to  Y *  and the inflationary gap has been eliminated.  However,  the 
price level has risen to  P   2  .  The eventual effect of the  AD   shock, after all adjustment has occurred,  is  to raise the price 
level but leave real GDP unchanged.    
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   Sticky Wages    As we noted earlier,  the experience of most economies suggests that 
wages typically do not fall rapidly in response to even large recessionary gaps.  It is some-
times said that wages are sticky  in the downward direction.  This does not mean that 
wages never fall,  only that they tend to fall much more slowly in a recessionary gap than 
they rise in an equally sized inflationary gap.  When wages are sticky, the analysis is the 
same as when wages are flexible,  and thus   Figure   24-3    tells the correct story.  The signifi-
cant difference,  however, is that the  AS   curve shifts more slowly when wages are sticky 
and thus the adjustment process may not close the recessionary gap for a long time.    

      FIGURE   24-3      The Adjustment Process Fol lowing a  Negative  AD  Shock   
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   A negative  AD  shock first lowers the price level and GDP along the  AS   curve and then induces a (possibly slow)  shift 
of the  AS   curve that further lowers prices but raises output along the new  AD   curve.   In part ( i) ,  the economy is in 
equilibrium at  E   0  ,  at its level of potential output,   Y * ,  and price level  P   0  .  The  AD   curve then shifts to  AD   1  ,  moving 
equilibrium to  E   1  ,  with income  Y  1   and price level  P   1  ,  and opens up a recessionary gap.  

 Part ( ii)  shows the adjustment back to potential output that occurs from the supply side of the economy.  The fall 
in wages and other factor prices shifts the  AS   curve downward.  Real GDP rises,  and the price level falls further along 
the new  AD   curve.  Unless factor prices are completely rigid,  the  AS   curve eventually reaches  AS   1  ,  with equilibrium 
at  E   2  .  The eventual effect of the negative  AD   shock, after all adjustment has occurred,  is  to reduce the price level but 
leave real GDP unchanged.    

   Flexible wages that fall rapidly in the presence of a recessionary gap provide an 
automatic adjustment process that pushes the economy back quickly toward 
potential output.     

   If wages are downwardly sticky, the economys adjustment process is  sluggish and 
thus will not quickly eliminate a recessionary gap.    3        

   3    The causes of downward wage stickiness have been hotly debated among macroeconomists for years.  We 

discuss several possible reasons in Chapter 30 when examining the causes of cyclical unemployment.  
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 The weakness of the adjustment process following a negative demand shock does 
not mean that recessionary gaps must always be prolonged.  Rather,  this weakness 
means that speedy recovery back to potential output must be generated mainly from the 
demand side.  This often happens when private-sector demand revives.  But it also raises 
the possibility that government  stabilization policy   can be used to accomplish such a 
rightward shift in the  AD   curve.  This is an important and contentious issue in macro-
economics,  one to which we will return often  throughout the remainder of this  book.  

 The difference in the speed of adjustment of wages (and other factor prices)  is  
the important asymmetry in the behaviour of aggregate supply that we noted earlier 
in this chapter.  This asymmetry helps to explain two key facts about the Canadian 
economy.  First,  high unemployment can persist for quite long periods without causing 
decreases in wages of sufficient magnitude to quickly remove the unemployment.  For 
example,  during the 19911995 and 20092014 periods,  output was below potential 
and unemployment remained relatively high.  Second, booms, along with labour short-
ages and production beyond normal capacity,  do not persist for long periods without 
causing increases in wages.  The periods 19881990, 19992000, and 20042007 all 
displayed output above potential and significant increases in wages.    

   Aggregate Supply Shocks  

 We have discussed the economys adjustment process that returns real GDP to  Y *  fol-
lowing an aggregate demand shock.  The same adjustment process operates following 
an aggregate supply shock.  

 Consider an economy that has a stable price level and real GDP at its potential level,  
as illustrated by point  E   0   in part ( i)  of   Figure   24-4  .  Suppose there is  an increase in the 
world price of an important input,  such as oil.  An increase in the price of oil increases 
unit costs for firms and causes the  AS   curve to shift upward.  Real GDP falls and the 
price level increasesa combination often called  stagflation  .  The short-run equilibrium 
is at point  E   1  .  With the opening of a recessionary gap,  the economys adjustment pro-
cess comes into play,  though sticky wages reduce the speed of this adjustment.  

  In our macro model,  the recessionary gap caused by the negative supply shock 
causes some firms to shut down and some workers to be laid off.  The excess supply 
of labour (and other factors)  eventually pushes wages down and begins to reverse the 
initial increase in unit costs caused by the increase in the price of oil.  This adjustment 
is shown in part ( ii)  of the figure.  As wages fall,  the  AS   curve shifts back toward its 
starting point,  and real GDP rises back toward its potential level,   Y * .  Since our model 
assumes that  Y *  is  constant,  the reductions in factor prices eventually bring the econ-
omy back to its initial point,   E   0  .  Note,  however,  that  relative   prices will have changed 
when the economy returns to  E   0  .  The price level is  back to  P   0  ,  its starting point,  but 
real wages are lower while the relative price of oil is higher.  

 We leave it to the reader to analyze the adjustment process following a positive aggre-
gate supply shock.  The logic of the analysis is exactly the same as illustrated in   Figure   24-4  ,  
except that the initial shift in the  AS   curve is to the right, creating an inflationary gap.    

   Exogenous changes in input prices cause the   AS    curve to shift,  creating an out-
put gap.  The adjustment process then reverses the initial   AS    shift and brings the 
economy back to potential output and the initial price level.    
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 In this chapter we have emphasized the adjustment of factor prices to output gaps,  
and how this adjustment process returns real GDP to  Y *  following  AD   or  AS   shocks.  
However,  there are  additional  forces in the economy that also help to explain how real 
GDP changes over the business cycle;  these additional forces also explain how reces-
sionary gaps may be closed faster than if the only force at play was the (slow)  reduction 
of factor prices.   Extensions in Theory 24-2   examines the dynamics of the business cycle 
in more detail.   

   Long-Run  Equi l ibrium  

 Following any  AD   or  AS   shocks in our model,  we have seen that the adjustment of 
factor prices continues until real GDP returns to  Y * .  The economy is said to be in a 
 long-run equilibrium   when this adjustment process is  complete,  and there is  no longer 
an output gap.  In other words,  the economy is in its long-run equilibrium when the 
intersection of the  AD   and  AS   curves occurs at  Y * .    

  We also assume in our macro model that the value of  Y *  depends only on real vari-
ables,  such as the labour force,  capital stock, and the level of technology.  We assume, 
in particular,  that  Y *  is  independent of nominal variables,  such as the price level.  The 
level of output that firms will produce in the long run is thus independent of the price 
level.  The vertical line at  Y *  that we have seen in our diagrams is sometimes called 
a  long-run aggregate supply curve  the relationship between the price level and the 
amount of output supplied by firms  after all factor prices have adjusted to output gaps  .  

      FIGURE   24-4      The Adjustment Process Fol lowing a  Negative  AS  Shock   
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   A negative  AS   shock caused by an increase in input prices causes real GDP to fall and the price level to rise.  The 
economys adjustment process then reverses the  AS   shift and eventually returns the economy to its starting point.   The 
economy begins at point  E   0   in part ( i) .  The increase in the price of oil increases firms  unit costs and causes the  AS   
curve to shift up to  AS   1  .  Real GDP falls to  Y  1   and the price level rises to  P   1  .  A recessionary gap is created.  In part ( ii) ,  
the excess supply of factors associated with the recessionary gap causes wages and other factor prices to fall,  possibly 
slowly.  As factor prices fall,  unit costs fall and so the  AS   curve shifts back down to  AS   0  .  The eventual effect of the  AS   
shock, after all adjustment has occurred,  is  to leave the price level and real GDP unchanged.    
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This vertical line is  also sometimes called a  Classical aggregate supply curve   because 
the Classical economists were mainly concerned with the behaviour of the economy in 
long-run equilibrium.    4     

   EXTENSI ONS  I N  THEORY   2 4-2  

 The Business Cycle:  Additional  Pressures for Adjustment   

  In   Chapter   19    we described the business cycle as     the ebb 
and flow of economic activity that alternately tends to 
create recessionary and inflationary output gaps.  In this 
chapter,  we have seen that the factor-price adjustment 
process tends to eliminate such output gaps whenever 
they appear.  The business cycle itself provides an  addi-
tional  set of pressures that reinforces the adjustment of 
factor prices and helps to return real GDP to  Y * .  

 During the expansionary phase of the business cycle,  
real GDP is growing; as the peak of the cycle is reached, 
real GDP is typically well above  Y *  and unemployment 
is low.  Expectations of rising sales and profits created 
during the economic expansion often lead to gains 
in stock-market prices that are not justified by cur-
rent earnings;  in addition, firms may undertake capital 
investments based on the assumption that the economic 
expansion will continue.  As real GDP rises further above 
 Y * ,  however,  bottlenecks and shortages eventually arise 
and restrict further expansion, thus slowing the growth 
rate of real GDP.  When growth slows in this way, there 
is often a drastic revision in firms  expectations.  A sell-
off of stocks may cause their prices to tumble,  thereby 
reducing consumers  wealth and confidence and hence 
causing them to curtail their consumption expenditures.  
The slowdown in growth, combined with the collapse 
of confidence,  can lead firms to reduce their desired 
investment.  These reductions in household consumption 
and business investment work, through the economys 
multiplier process,  to reduce real GDP.  Thus,  even in the 
absence of wage increases,  an economic expansion usu-
ally contains the seeds of its own demise;  real GDP tends 
to move back toward  Y * .  

 Once underway, the economic downturn tends to 
feed on itself as confidence wanes even further,  leading 
to more cuts in investment and consumer spending.  The 

downturn often overshoots  Y * ,  creating a recessionary 
gap.  A trough is eventually reached, in which real GDP is 
well below  Y *  and unemployment is high.  At this point,  
the pace of economic activity begins to rise.  Stocks of 
durable consumer goods,  such as automobiles and home 
appliances,  that were not replaced during the downturn 
eventually become depleted or obsolete enough that 
normal replacement expenditures recover,  leading to an 
increase in the demand for such goods.  Similarly,  much of 
firms  replacement investment that has been put off dur-
ing the economic downturn can be postponed no longer 
and investment expenditure recovers.  The resulting 
recovery in both household and business spending can 
cause a revival of favourable expectations concerning 
the future,  leading to further increases in spending.  The 
increases in household consumption and business invest-
ment work, through the economys multiplier process,  to 
increase real GDP.  Thus,  even in the absence of falling 
wages,  an economic downturn is usually followed by a 
recovery with real GDP rising back toward  Y * .  

 In summary,  we should note two distinct forces 
that tend to return real GDP to  Y * .  During an infla-
tionary gap,  both rising wages (which shift the  AS   
curve to the left)  and the intrinsic dynamics  of the busi-
ness  cycle (which shift the  AD   curve to  the left)  are 
powerful forces.  During a recessionary gap,  however,  
wages are quite slow to adjust in the downward direc-
tion and so the business  cycle dynamics  typically play a 
much larger role than the wage-adjustment process  in 
bringing real GDP back to  Y * .  In this chapter,  we have 
concentrated on understanding how the wage-adjustment 
process works.  It must be remembered, however,  that its  
strength is  asymmetric,  strong in removing an inflation-
ary gap but much weaker in removing a recessionary 
one.  

 4   The Classical school of economic thought began with Adam Smith (17231790)  and was developed 

through the work of David Ricardo (17721823),  Thomas Malthus (17661834),  and John Stuart Mill 

(18061873).  These economists emphasized the long-run behaviour of the economy.  Beginning in the middle 

of the nineteenth century, Neoclassical economists devoted much time and effort to studying short-term fluc-

tuations.   The General Theory of Employment,  Interest and Money   (1936),  written by John Maynard Keynes 

(18831946),  was in a long tradition of the study of short-term fluctuations.  Where Keynes differed from the 

Neoclassical economists was in approaching the issues from a macroeconomic perspective that emphasized 

fluctuations in  aggregate   expenditure.   Each of the economists mentioned in this footnote,  along with several 

others,  is discussed in more detail in the timeline at the back of the book .  
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 This strong resultthat changes in aggregate demand have 
no long-run effect on real GDPfollows from the assumption 
in our macro model that  Y *  is  independent of the price level 
and thus unaffected by  AD   shocks.    5     

  We will discuss the long-run behaviour of the economy in 
detail in   Chapter   25  .  There we examine why  Y *  grows over 
extended periods of time and why this growth is important for 
determining the ongoing increases in our material living standards.    

    24.4    FISCAL STABILIZATION  
POLICY   

  In   Chapter   22  ,  we briefly examined fiscal policy in our     macro 
model in which output was demand determined and the price 
level was assumed to be constant.  Now that our model is more 
completeand also more realisticwe can examine fiscal 
policy in more detail.  We now consider taxation and govern-
ment spending as tools of fiscal stabilization policy ;  in   Chapter  
 31   ,  we return to more advanced aspects of fiscal policy .  

 Fiscal  stabilization policy is  fundamentally a  short-run 
policy.  In response to  various shocks  that cause changes in 
real  GDP,  the government may use various  fiscal  tools  in an 
attempt to  push real  GDP back towards  potential  output.  
The alternatives  to  using fiscal  stabilization policy are to 
wait for the recovery of private-sector demand (a  shift in the 
 AD   curve)  or to  wait for the economys  adjustment process 
(a  shift in the  AS   curve)  to  bring real  GDP back to  potential.  

   In the long run, real GDP is  determined solely by  Y * ;  the 
role of aggregate demand is  only to determine the price 
level.    

    Figure   24-5    shows an  AD/AS   diagram without the usual 
upward-sloping  AS   curve.  It is useful to omit this curve if our 
focus is  on the state of the economy  after   all factor prices have 
fully adjusted and output has returned to  Y * .  We can use this 
diagram to examine how shocks affect the economys long-run 
equilibrium.  

  As shown in part ( i)  of   Figure   24-5   ,  any shift in the  AD   
curve will cause a change in the price level in the long run 
but will not affect the level of potential output,   Y * .  In our 
model,  the only way that real GDP can change in the long run 
(  after   factor prices have fully adjusted)  is  for the level of  Y *  to 
change, as in part ( ii)  of the figure.    

      FIGURE   24-5       Changes in  Long-Run  
Equi l ibrium   
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   Potential output determines the long-run 
equilibrium value of real GDP; given  Y * ,  
aggregate demand determines the long-run 
equilibrium value of the price level.   In both 
parts of the figure,  the initial long-run equi-
librium is at  E   0  ,  so the price level is   P   0   and 
real GDP is  Y  0  * .  

 In part ( i) ,  a shift in the  AD   curve from 
 AD   0   to  AD   1   moves the long-run equilibrium 
from  E   0   to  E   1  .  This raises the price level from 
 P   0   to  P   1   but leaves real GDP unchanged at 
 Y  0  *  in the long run.  

 In part ( ii) ,  an increase in potential out-
put from  Y  0  *  to  Y  1  *  moves the long-run 
equilibrium from  E   0   to  E   2  .  This raises real 
GDP from  Y  0  *  to  Y  1  *  and lowers the price 
level from  P   0   to  P   2  .    

   5    Whether short-run fluctuations in real GDP have an effect on the value of  Y*   is  an important area of 

research in macroeconomics.   In   Chapters   27   and     30   we discuss reasons why some short-run changes in real 

GDP may cause  Y*   to change in the same direction .  
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The slower these processes  are,  the stronger is  the j ustification for government to 
use its  fiscal  tools.    

 There is no doubt that the government can exert a major influence on real GDP.  Prime 
examples are the massive increases in military spending during major wars.  Canadian 
federal expenditure during the Second World War rose from 12.2 percent of GDP in 1939 
to 41 .8  percent in 1944.  At the same time, the unemployment rate fell from 11 .4 percent 
to 1 .4 percent.  Economists agree that the increase in government spending helped to bring 
about the rise in output and the associated fall in unemployment.  More recently, the Can-
adian government dramatically increased spending in an effort to dampen the effects of 
the major global recession that began in late 2008.  Most economists agree that this fiscal 
stimulus  contributed significantly to real GDP growth in the 20092012 period.  

 In the heyday of activist  fiscal policy,  from about 1945 to about 1970,  many 
economists were convinced that the economy could be stabilized adequately just by 
varying the size of the governments taxes and expenditures.  That day is past.  Today,  
economists are more aware of the many limitations of fiscal stabilization policy.  

   The Basic Theory of Fiscal  Stabi l ization   

 In our macroeconomic model,  a reduction in tax rates or an increase in government 
purchases or transfers will shift the  AD   curve to the right,  causing an increase in real 
GDP.  An increase in tax rates or a cut in government purchases or transfers will shift 
the  AD   curve to the left,  causing a decrease in real GDP.  

 Lets  look in more detail  at how fiscal  stabilization policy works to close an 
output gap.  

    Closing a  Recessionary Gap      A recessionary gap is shown in   Figure   24-6  ;  the econ-
omys short-run equilibrium is at point  E   0   with real GDP below  Y * .  In the absence of a 
recovery in private-sector demand, such a recessionary gap can be closed in two ways.  
The first involves the economys adjustment process that we saw previously in this 
chapter.  The excess supply of factors at  E   0   will eventually cause wages and other factor 
prices to fall,  shifting the  AS   curve downward and restoring output to  Y * ,  as shown 
in part ( i)  of the figure.  However,  because of the downward stickiness of wages,  this 
process may take a long time.  Policymakers may not be prepared to wait the time neces-
sary for the recessionary gap to correct itself.  The second way to close the recessionary 
gap involves an active policy choice.  The government can use expansionary fiscal policy 
to shift the  AD   curve to the right,  as shown in part ( ii)  of the figure.  It would do this by 
reducing tax rates,  increasing transfers,  or increasing the level of government purchases.  

  The advantage of using fiscal policy rather than allowing the economy to recover 
naturally is  that it may substantially shorten what might otherwise be a long recession.  
One disadvantage is that the use of fiscal policy may stimulate the economy just before 
private-sector spending recovers on its own.  As a result,  the economy may overshoot its 
potential output,  and an inflationary gap may open up.  In this case,  fiscal policy that is 
intended to promote economic stability can actually cause instability.   

   Closing an  Inflationary Gap      An inflationary gap is illustrated in   Figure   24-7  ;  the 
economys short-run equilibrium is at point  E   0  ,  with real GDP above  Y * .  In the absence 
of a downward adjustment of private-sector demand, there are two ways such an infla-
tionary gap may be closed.  Again, the first involves the economys adjustment process.  
Excess demand for factors will cause wages and other factor prices to rise,  shifting 
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the  AS   curve upward and gradually restoring output to  Y * ,  as shown in part ( i)  of the 
figure.  Alternatively, the government can use a contractionary fiscal policy to shift the 
 AD   curve to the left and close the inflationary gap, as shown in part (ii).  The government 
would do this by increasing tax rates, reducing transfers, or reducing its level of purchases.  

  The advantage of using a contractionary fiscal policy to close the inflationary gap 
is that it avoids the inflation that would otherwise occur.  One disadvantage is that if 
private-sector expenditures fall for some unrelated reason, the fiscal contraction may 
end up being too large and real GDP may be pushed below potential,  thus opening up 
a recessionary gap.  

 This discussion leads to a key proposition:    

      FIGURE   24-6      The Closing of a  Recessionary Gap   
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   A recessionary gap may be closed by a (slow)  downward shift of the  AS   curve or an increase in aggregate demand.   
Initially,  equilibrium is at  E   0  ,  with real GDP at  Y  0   and the price level at  P   0  .  There is a recessionary gap.  

 As shown in part ( i) ,  the gap might be removed by a shift in the  AS   curve to  AS   1  ,  as will eventually happen when 
wages and other factor prices fall in response to excess supply.  The shift in the  AS   curve causes a movement down and 
to the right along  AD   0   to a new equilibrium at  E   1  ,  achieving potential output  Y *  and lowering the price level to  P   1  .  

 As shown in part ( ii) ,  the gap might also be removed by a shift of the  AD   curve to  AD   1  ,  caused by an expansionary 
fiscal policy (or a recovery of private-sector demand).  The shift in the  AD   curve causes a movement up and to the right 
along  AS   0  .  This movement shifts the equilibrium to  E   2  ,  raising output to  Y *  and the price level to  P   2  .    

   When the economys adjustment process is slow to operate, or produces undesirable 
side ef ects such as rising prices, there is a potential stabilization role for  scal policy.      

   Fiscal  Policy and the Paradox of Thrift    Suppose you have a good job but you are suf-
ficiently unsure about your economic future that you decide to increase the fraction of 
disposable income that you save.  Your increased saving today would not influence your 
current income but these funds would accumulate and be useful in the future if your 
economic situation changed for the worse.  Most people would agree that a decision to 
increase your saving in these circumstances would be prudent.  
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 But what would happen if  many people   did the same thing at the same time?  In 
our macroeconomic model,  an increase in the countrys total desired saving would shift 
the  AD   curve to the left and  reduce   the equilibrium level of real GDP in the short run.  
Thus,  frugality on the part of individuals,  which may seem to be prudent behaviour 
for each individual taken separately,  ends up reducing the aggregate level of economic 
activity.  This phenomenon is known as the  paradox of thrift the paradox being that 
what may be good for any individual when viewed in isolation ends up being undesir-
able for the economy as a whole.  

 The policy implication of this phenomenon is that a major and persistent reces-
sion can be battled by encouraging governments,  firms, and households to reduce their 
saving and increase their spending.  In times of unemployment and recession, a greater 
desire to save will only make things worse.  This result goes directly against the idea that 
we should  tighten our belts  when times are tough.  The notion that it is not only pos-
sible but even  desirable   to spend ones way out of a recession touches a sensitive point 
with people raised on the belief that success is based on hard work and frugality;  as a 
result,  the idea often arouses great hostility.  

 As is discussed in  Lessons from History 24-1  ,  the policy implications of the paradox 
of thrift were not generally understood during the Great Depression of the 1930s.  Most 
governments,  faced with depression-induced reductions in tax revenues, reduced their 
expenditures to balance their budgets.  As a result,  many economists argue that the fiscal 

      FIGURE   24-7      The Closing of an  Inflationary Gap   
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   An inflationary gap may be removed by an upward shift of the  AS   curve or by a leftward shift of the  AD   curve.   
Initially,  equilibrium is at  E   0  ,  with real GDP at  Y  0   and the price level at  P   0  .  There is an inflationary gap.  

 As shown in part ( i) ,  the gap might be removed by a shift in the  AS   curve to  AS   1  ,  as will happen when wages and 
other factor prices rise in response to the excess demand.  The shift in the  AS   curve causes a movement up and to the 
left along  AD   0  .  This movement establishes a new equilibrium at  E   1  ,  reducing output to its potential level  Y *  and rais-
ing the price level to  P   1  .  

 As shown in part ( ii) ,  the gap might also be removed by a shift in the  AD   curve to  AD   1   caused by a contractionary 
fiscal policy (or by a reduction of private-sector demand).  The shift in the  AD   curve causes a movement down and to 
the left along  AS   0  .  This movement shifts the equilibrium to  E   2  ,  lowering income to  Y *  and the price level to  P   2  .    
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policies at the time actually made things worse for the economy as a whole.  When Nobel 
Prizewinning economist Milton Friedman (many years later)  said,  We are all Keynes-
ians now,  he was referring to the general acceptance of the view that the governments 
budget is much more than just the revenue and expenditure statement of a very large 
organization.  Whether we like it or not,  the sheer size of the governments budget inevit-
ably makes it a powerful tool for influencing the overall level of economic activity.  

 Knowledge of the fiscal policy mistakes during the Great Depression led most gov-
ernments to avoid those same mistakes during the global financial crisis of 2008  and 
the recession that followed.  In a decision that was coordinated across governments of 
the G20 countries,  the Canadian government embarked on a program of fiscal stimu-
lus in the 20092010 and 20102011  fiscal years.  Over these two years,  spending 
increased by approximately $40 billion, most of which was directed at public infra-
structure projects.  The provincial governments acted similarly,  and the fiscal stimulus 
for all governments combined was about $52 billion,  an average of 1 .7 percent of GDP 
in each of the two years.   

   Short Run  Versus Long Run     The paradox of thrift applies  to  shifts  in aggregate 
demand that have been caused by changes  in saving ( and spending)  behaviour.  That 
is  why it  applies  only in the  short run,  when the  AD   curve plays  an important role 
in the determination of real  GDP.  

 The paradox of thrift does not apply after factor prices have fully adjusted and 
the economy has achieved its new long-run equilibrium with real GDP equal to  Y * .  
Remember from   Figure   24-5    that in the long run, aggregate demand does not influence 
the level of real GDPoutput is determined only by the level of potential output,   Y * .  In 
the long run,  the more people and government save,  the larger is the supply of financial 
capital available for investment.  As we will see in   Chapter   25   ,  this increase in the pool 
of financial capital will reduce interest rates and encourage more investment by firms.  
The greater rate of investment leads to a higher rate of growth of potential output.    

   The paradox of thriftthe idea that an increase in saving reduces the level of 
real GDPis true only in the short run.  In the long run, the path of real GDP is  
determined by the path of potential output.  The increase in saving has the long-run 
ef ect of increasing investment and therefore increasing potential output.      

   Automatic Fiscal  Stabi l izers  

 The fiscal policies that we have been discussing are referred to as  discretionary   because 
the government uses its discretion in changing its taxation or its spending in an attempt 
to change the level of real GDP.  However,  even if the government makes no active deci-
sions regarding changes in spending or taxation, the mere existence of the governments 
tax-and-transfer system will act as an  automatic stabilizer   for the economy.  Lets see 
how this works.  

 Consider a shock that shifts the  AD   curve to the right and thus increases the short-
run level of real GDP.  As real GDP increases,  government tax revenues also increase.  
In addition,  since there are fewer low-income households and unemployed persons 
requiring assistance,  governments make fewer transfer payments to individuals.  The 
rise in net tax revenues ( taxes minus transfers)  dampens the overall increase in real 
GDP caused by the initial shock.  In other words,  the tax-and-transfer system reduces 
the value of the multiplier and thus acts as an  automatic stabilizer   for the economy.  

    automatic stabil izers     Elements 

of the tax-and-transfer system 

that reduce the responsiveness 

of real  GDP to changes in  

autonomous expenditure.    
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 As we saw in   Chapter   22  ,  t    he presence of a tax-and-transfer system reduces the value of 
the multiplier;  any positive demand shock thus leads to a smaller shift in the  AD   curve 
than would occur in the absence of taxes and transfers.      

  The same is true in the presence of a negative  AD   shock.  As real GDP declines in 
response to the shock,  the reduction in government net tax revenues dampens the over-
all decline in real GDP.    

 The Great Depression, which is usually dated as begin-
ning with the massive stock-market crash on October 29,  
1929, was perhaps the most dramatic economic event of 
the twentieth century.  As the accompanying figure shows, 
Canadian real GDP plummeted by almost 30 percent from 
its peak in 1929 to its low point in 1933.  The price level 
fell beginning in 1930 and declined by about 20 percent 
over the next five years.  The unemployment rate increased 
from 3  percent of the labour force in 1929 to an unparal-
leled 19.3  percent four years later.  To put these numbers 
in perspective, by todays standards a very serious reces-
sion (like the most recent one in 2008  and 2009)  sees real 
GDP fall by 2 to 3  percent, the unemployment rate rise to 
8  to 10 percent,  and prices continue rising but perhaps at 
a slower rate.  The economic events of the 1930s certainly 
deserve to be called the Great Depression.  

 The Great Depression was not just a catastrophic 
event that happened exogenouslyits depth and dur-
ation were made worse by some fundamental mistakes 
in policy.  Failure to understand the implication of the 
paradox of thrift led many countries to adopt disastrous 
fiscal policies during the Great Depression.  In addition, 
failure to understand the role of automatic stabilizers has 
led many observers to conclude,  erroneously,  that fiscal 
expansion was tried in the Great Depression but failed.  
Let us see how these two misperceptions are related.  

   The Paradox of Thrift in  Action   

 In 1932, Canadian prime minister R.B.  Bennett said, We 
are now faced with the real crisis in the history of Canada.  
To maintain our credit we must practise the most rigid 

   LESSONS  FROM  H I STORY   2 4-1   

 Fiscal  Policy in  the Great Depression  

economy and not spend a single cent.  His government that 
yearat the deepest point in the recessionbrought down 
a budget based on the principle of trying to balance revenues 
and expenditures, and it included  increases   in tax rates.  

 In the same year,  Franklin Roosevelt was elected U.S.  
president on a platform of fighting the Great Depression 
with government policies.  In his inaugural address he 
urged, Our great primary task is to put people to work.  
.  .  .  [This task]  can be helped by insistence that the fed-
eral,  state,  and local governments act forthwith on the 
demand that their costs be drastically reduced.  .  .  .  

 Across the Atlantic,  King George V told the Brit-
ish House of Commons in 1931 ,  The present condition 
of the national finances,  in the opinion of His Majestys 
ministers,  calls for the imposition of additional taxation 
and for the effecting of economies in public expenditure.  

 As the paradox of thrift predicts,  these policies 
tended to worsen,  rather than cure,  the Great Depression.   

   Interpreting the Deficits in  the 1930s  

 In general,  governments  can have a budget deficit 
for two different reasons.  First,  a  government might 
increase its  level of purchases  without increasing its 
tax revenues.  Such a  deficit-financed   increase in gov-
ernment spending represents  an expansion in aggre-
gate demand.  Second,  a government might leave its 
purchases  unchanged but have lower tax revenues.  If 
the lower tax revenues are caused by a  policy deci-
sion to reduce  tax rates,   then this  policy also repre-
sents  an expansion in aggregate demand.  But if the 
decline in tax revenues is  caused by a  fall  in real  GDP 

    Even in the absence of discretionary  scal stabilization policy, the governments 
tax-and-transfer system provides the economy with an automatic stabilizer.    

  At the end of   Chapter   22   we argued that r    ealistic Canadian values for our models 
key parameters are as follows:  

      marginal propensity to consume (MPC)  =  0.8   
     net tax rate (t)  =  0.25   
     marginal propensity to import (m)  =  0.35    
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 The implied value of  z  ,  the marginal propensity to spend on national income, is  
therefore 

   
z = MPC(1 - t)  -  m

 = (0.8)(0.75)  -0.35 = 0.25
   

 As a result,  a realistic value for the simple multiplier in Canada is 

   Simple multiplier = 1 >(1  - z) = 1 >0.75 = 1 .33    

 The lower is the net tax rate,  the larger is  the simple multiplier and thus the less 
stable is  real GDP in response to shocks to autonomous spending.  For example,  if the 
net tax rate were reduced to 20 percent (  t  =  0.20),  the value of  z   would rise to 0.29 and 
the simple multiplier would rise to 1 /(1    0.29)  =  1 /0.71  =  1 .41 .  The larger multiplier 
implies that a shock to autonomous expenditure would result in a larger shift in the 
 AD   curve and thus a larger total change in GDPthat is,  the economy would be less 
stable.  Therefore,  whatever benefits might arise from a reduction in the net tax rate,  

with unchanged tax rates,  the existing budget deficit 
 does not   represent an expansion in aggregate demand.  
These distinctions are central to  interpreting the budget 
deficits  of the 1930s.  

 Government budget deficits did increase in the 
1930s,  but they were not the result of an increase in gov-
ernment expenditures or reductions in tax rates.  Rather,  
they were the result of the fall in tax revenues,  brought 
about by the fall in real GDP as the economy sank into 
depression.  The various governments did not advocate 
programs of massive deficit-financed spending to increase 
aggregate demand.  Instead, they hoped that a small 
amount of government spending in addition to numer-
ous policies designed to stabilize prices and to restore 
confidence would lead to a recovery of private invest-
ment expenditure.  To have expected a massive revival of 
private investment expenditure as a result of the puny 
increase in aggregate demand that was instituted by the 
federal government now seems hopelessly nave.  

 When we judge these policies from the viewpoint of 
modern macro theory,  their failure is no mystery.  Indeed, 
Professor E.  Cary Brown of MIT, after a careful study 
for the United States,  concluded, Fiscal policy seems to 
have been an unsuccessful recovery device in the thirties
not because it did not work, but because it was not 
tried.  Once the massive,  war-geared expenditure of the 
1940s began, output responded sharply and unemploy-
ment all but evaporated.  A similar pattern occurred in 
Canada, as seen clearly in the figure.  

 The performance of the Canadian and U.S.  econ-
omies from 1930 to 1945  is well explained by the 

macroeconomic theory that we have developed in the last 
few chapters.  The governments did not effectively use 
fiscal policy to stabilize their economies.  War brought 
the Depression to an end because war demands made 
acceptable a level of government expenditure sufficient 
to remove the recessionary gap.  Had the Canadian and 
American administrations been able to do the same in the 
early 1930s,  it might have ended the waste of the Great 
Depression many years sooner.    
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one drawback is that the tax reduction would lead to the economy being less stable fol-
lowing shocks to autonomous expenditure.  

 The great advantage of automatic fiscal  stabilizers  is  that they are automatic.  
As long as  the tax-and-transfer system is  in place (and there is  no sign of its  immin-
ent disappearance! ) ,  some stability is  provided without anyone having to make 
active decisions about fiscal  policy.  As we see next,  the sorts  of decisions required 
for successful  discretionary   fiscal  policy are not simple,  and some attempts to pro-
vide stability through discretionary fiscal policy may actually reduce the stability of 
the economy.   

   Limitations of Discretionary Fiscal  Pol icy  

 According to our earlier discussion of fiscal stabilization policy,  returning the economy 
to potential output would appear to be a simple matter of changing taxes and govern-
ment spending,  in some combination.  Why do so many economists believe that such 
policies would be as likely to harm as help?  Part of the answer is that the  practical  
use of discretionary fiscal policy is anything but simple.  

   Decision  and  Execution  Lags    To  change fiscal  policy requires  making changes  in 
taxes  and government expenditures.  The changes  must be agreed on by the  Cabinet 
and passed by Parliament.  The political  stakes  in such changes  are  generally very 
large;  taxes  and spending are  called bread-and-butter issues  precisely because 
they affect the  economic well-being of almost everyone.  Even if economists  agreed 
that the economy would be helped by,  say,  a  tax cut,  politicians  would likely 
spend a  good deal  of time debating  whose   taxes  should be cut and by  how much  .  
If the  assessment by economists  was  that an increase  in government spending was 
desirable,  the lengthy political  debate would then be  about what  type   of spending 
should increase  and whether it should focus  on particular industries  or regions.  
The delay between the  initial  recognition of a  recessionary or inflationary gap and 
the enactment of legislation to  change fiscal  policy,  which may be several  months 
long,  is  called a   decision lag  .    

 Once policy changes are agreed on,  there is  still an  execution lag  ,  adding time 
between the enactment of the legislation and the implementation of the policy action.  
Furthermore,  once the new policies are in place,  it will usually take still more time for 
their economic consequences to be felt.  Because of these lags,  it is  quite possible that 
by the time a given policy decision has any impact on the economy, circumstances will 
have changed such that the policy is no longer appropriate.    

 The decision lag applies more or less equally to both tax and expenditure policies.  
The execution lag,  however,  tends to be considerably longer for expenditure than tax 
policies.  Once Parliament agrees to specific tax changes,  the effects can be realized quite 
soon by individual or corporate taxpayers.  For an increase in expenditure,  however,  
new programs may need to be created or infrastructure projects planned and designed 
before the bulk of the new spending can occur.  Even for planned reductions in expendi-
ture,  it often takes time to scale down or cancel existing spending programs and to 
identify the public servants who will be laid off.   

   Temporary Versus Permanent Tax Changes    Changes  in taxation that are  known 
to  be temporary are generally less  effective than measures  that are  expected to  be 

    execution  lag     The time that i t 

takes to  put pol icies in  place 

after a  decision  has been  made.    

    decision  lag     The period  of 

time between  perceiving some 

problem and  reaching a  decision  

on  what to do about i t.     
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permanent.  For example,  if households  know that an announced tax cut will  last 
only a  year,  they may recognize  that the  effect on their long-run consumption pos-
sibilities  is  small  and may choose to  save rather than spend their current increase in 
disposable  income.  If so,  the effect of the tax cut on aggregate demand will  be  nil.  

 In other cases,  however,  temporary changes in taxes may be quite effective at 
changing aggregate demand.  If the government temporarily increases employment-
insurance (EI)  benefits to the long-term unemployed, for example,  it is quite likely that 
they will spend a large fraction of the increased benefits and that aggregate demand will 
increase as a result.  

 For most tax changes,  the following general principle is  a useful guide for policy:  
The more closely household consumption expenditure is  related to  lifetime   income 
rather than to  current  income, the smaller will be the effects on current consumption 
of tax changes that are known to be of short duration.  Or,   to use the language that we 
used when introducing the consumption function in   Chapter   21   ,      the more forward-
looking households are,  the smaller will be the effects of what are perceived to be 
temporary changes in taxes.   

   Fine Tuning versus Gross Tuning    Attempts to use discretionary fiscal policy to  fine 
tune  the economy are thus fraught with difficulties.   Fine tuning   refers to the use of 
fiscal (and monetary)  policy to offset virtually all  fluctuations in private-sector spend-
ing so as to keep real GDP at or near its  potential level.  However,  neither economics 
nor political science has yet advanced far enough to allow policymakers to undo 
the consequences of every aggregate demand or supply shock.  Nevertheless,  many 
economists  still  argue that when a recessionary gap is  large enough and persists for 
long enough,   gross tuning   may be appropriate.   Gross tuning   refers to the use of fiscal 
and monetary policy to remove large and persistent output gaps.  Other economists 
believe that fiscal policy should not be used for economic stabilization under any 
circumstances.  Rather,  they would argue,  tax and spending behaviour should be the 
outcome of public choices regarding the long-term size and financing of the public 
sector and should not be altered for short-term considerations.   We return to these 
debates in   Chapter   31    .        

   Fiscal  Pol icy and  Growth   

 Fiscal policy has both short-run and long-run effects on the economy.  Its short-run 
effects,  which we have discussed in this chapter,  are reflected by shifts in the  AD   curve 
and changes in the level of GDP.  However,  the theory presented in this chapter predicts 
that the adjustment of factor prices will eventually bring real GDP back to  Y *  so that 
the long-run effects of any given fiscal policy will depend on the policys effects on  Y * .  
To highlight the difference between the short-run and long-run effects of the policies,  
we imagine starting in a macroeconomic equilibrium with real GDP equal to  Y * .  

   I ncreases in  Government Purchases    A fiscal expansion created by an increase in 
government purchases (  G  )  will shift the  AD   curve to the right and increase real GDP 
in the short run.  As factor prices rise in response to the inflationary output gap, output 
will return back to  Y *  but at a higher price level.  At this point,  lets consider two pos-
sibilities.  In the first,  the level of  Y *  is  unaffected by the increase in  G  ;  in the second, 
for reasons that we will see shortly,  the increase in  G   causes  Y *  to rise.  

    gross tuning     The use of 

macroeconomic pol icy to 

stabi l ize the economy such  that 

large deviations from potential  

output do not persist for 

extended  periods of time.    

    fine tuning     The attempt to 

maintain  output at i ts potential  

level  by means of frequent 

changes in  fiscal  or monetary 

pol icy.    
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   1 .  The Increase in  G Leaves  Y *  Unchanged.        As we will see in later chapters,  e    ven though the 
adjustment of factor prices will bring real GDP back to the initial  Y * ,  the  composition   
of output will be altered.  From the national-income accounting  we saw in   Chapter   20   ,  
we know that  Y =  C a  +  I a  +  G a  +  NX a  ,  where the   a    subscripts denote the actual 
components of aggregate expenditure.  If real GDP returns to  Y *  after factor prices 
have fully adjusted,  then the  rise   in  G a   must be equal to the  fall  in  C a  +  I a  +  NX a  .  In 
this case we say that the increase in government purchases has crowded out  private 
expenditures.  Of particular concern is the possibility that private investment in plant 
and equipment will be reduced.  If private investment is  crowded out,  there will be a 
slower rate of accumulation of physical capital,  and this will likely lead to a reduction 
in the future growth rate of potential output.    7      

   2 .  The I ncrease in  G  Causes  Y *  to  Rise.       We have assumed throughout this chapter that 
short-run  AD   shocks leave  Y *  unchanged.  Though this is  a useful simplifying assump-
tion in our model,  it may not be true in the real world.  Suppose,  in particular,  that the 
increase in  G   is  spent on public infrastructure that increases the productivity of private-
sector production.  Improved highways,  bridges,  ports,  or public-health networks may 
all have such an effect.  In this case,  the rise in  G   will still cause an inflationary gap and 
set in place the economys adjustment process.  As factor prices rise,  firms  unit costs 
will increase;  the  AS   curve will shift to the left,  thus returning real GDP back toward 
 Y * .  But if  Y *  has now increased as a result of the productivity-enhancing increase in 
 G  ,  the extent of crowding out of private expenditures will be less than in the previous 
case (where  Y *  was constant) .  The result is that the negative effect on the economys 
long-run growth rate may be reduced or even eliminated.    

   7   Since some of the rise in  G   a   may be government investment in such things as roads or power plants or other 

productivity-enhancing infrastructure,  the overall effect on the path of  Y *  depends on the productivity of the 

new public investment compared with that of the private investment that was crowded out.  

   If an increase in government purchases leads to an increase in potential output (or 
its  growth rate),  the negative ef ects from the crowding out of private investment 
will be reduced.      

   Reductions in  Taxes    Now consider a  fiscal  expansion created by a  reduction in 
tax rates,  and suppose again that we begin the  analysis  with real  GDP equal  to   Y * .  
The short-run demand-side effects  are straightforward.  Reductions  in the GST rate 
or in the corporate  or personal  income-tax rates  that are thought to  be  long-lasting 
will  increase both investment and consumption spending and shift the  AD   curve to 
the right.  The level  of real  GDP will  rise  in the short run.  As  wages  and other factor 
prices  increase,  however,  the level  of output will  gradually return to   Y * .  

 Will the level of  Y *  or its growth rate be affected by the reduction in taxes?  It 
depends to a large extent on which taxes are cut,  and by how much.  Reductions in 
GST rates and personal income-tax rates may provide an incentive for individuals to 
increase their work effort,  thus increasing overall labour supply and the level of  Y * .  
Reductions in corporate income-tax rates are likely to increase the economys rate of 
investment and,  through this channel,  increase the future growth rate of  Y * .    

   Reductions in tax rates generate a short-run demand stimulus and may also gener-
ate a longer-run increase in the level and growth rate of potential output.    
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 Reductions in tax rates  may   lead to increases in the economys potential growth rate.  
But this is not a certain outcome.  In the event that growth is increased, however, there 
would appear to be no clear tradeoff between the short-run and long-run effects of the 
fiscal expansion.  The economy benefits in the short run from the increase in economic 
activity and in the long run from the increase in the growth rate.  The absence of a tradeoff 
may, however, be illusory.  Even though the growth rate of potential output is higher, the 
reduced tax revenues lead to fewer resources under the command of government.  This 
means less public spending on many of the things that citizens value, such as national 
parks, public education, health care, roads, bridges, airports,  other infrastructure, and 
research and development.  The essential tradeoff then becomes one between having more 
resources in the hands of the private sector or more resources in the hands of the public 
sector.  This choice is a crucial oneand often a contentious onefor all economies.      

    S U MMARY  

      24.1      THREE MACROECONOMIC STATES LO 1    

     The short run in macroeconomics assumes that factor 
prices are exogenous and technology and factor supplies 
are constant.   

    During the adjustment process,  factor prices respond 
to output gaps;  technology and factor supplies are 
assumed to be constant.   

    In the long run, factor prices are assumed to have fully 
adjusted to output gaps;  technology and factor supplies 
are assumed to change.     

      24.2        THE ADJUSTMENT PROCESS LO 2,  3    

     Potential output,   Y * ,  is  the level of real GDP at which 
all factors of production are fully employed.   

    The output gap is the difference between potential 
output and the actual level of real GDP, the latter deter-
mined by the intersection of the  AD   and  AS   curves.   

    An inflationary gap means that  Y  is  greater than  Y * ,  
and hence there is excess demand in factor markets.  
As a result,  wages and other factor prices rise,  causing 
firms  unit costs to rise.  The  AS   curve shifts upward, 
and the price level rises.   

    A recessionary gap means that  Y  is  less than  Y * ,  and 
hence there is excess supply in factor markets.  Wages 
and other factor prices fall but perhaps very slowly.  
As firms  unit costs fall,  the  AS   curve gradually shifts 
downward, eventually returning output to potential.   

    In our macro model,  the level of potential output,  
 Y * ,  acts as an anchor  for the economy.  Given the 
short-run equilibrium as determined by the  AD   and  AS   
curves,  wages and other factor prices will adjust,  shift-
ing the  AS   curve,  until output returns to  Y * .     

      24.3      AGGREGATE DEMAND AND SUPPLY SHOCKS LO 4    

     Beginning from a position of potential output,  a posi-
tive demand shock creates an inflationary gap,  causing 
wages and other factor prices to rise.  Firms  unit costs 
rise,  shifting the  AS   curve upward and bringing output 
back toward  Y * .   

    Beginning from a position of potential output,  a nega-
tive demand shock creates a recessionary gap.  Because 
factor prices tend to be sticky downward, the adjust-
ment process tends to be slow, and a recessionary gap 
tends to persist for some time.   

    Aggregate supply shocks,  such as those caused by 
changes in the prices of inputs,  lead the  AS   curve to 
shift,  changing real GDP and the price level.  But the 

economys adjustment process reverses the shift in  AS  ,  
tending eventually to bring the economy back to its  
initial level of output and prices.   

    In the short run,  macroeconomic equilibrium is deter-
mined by the intersection of the  AD   and  AS   curves.  In 
the long run, the economy is in equilibrium only when 
real GDP is equal to potential output.  In the long run, 
the price level is  determined by the intersection of the 
 AD   curve and the vertical  Y *  curve.   

    Shocks to the  AD   or  AS   curves can change real GDP in 
the short run.  For a shock to have long-run effects,  the 
value of  Y *  must be altered.     
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      24.4     FISCAL STABILIZATION  POLICY LO 5    

     In our macro model,  fiscal policy can be used to sta-
bilize output at  Y * .  To remove a recessionary gap,  
governments can shift  AD   to the right by cutting taxes 
or increasing spending.  To remove an inflationary gap,  
governments can adopt the opposite policies.   

    In the short run,  increases in desired saving on the part 
of firms,  households,  and governments lead to reduc-
tions in real GDP.  This phenomenon is called the para-
dox of thrift.  In the long run, the paradox of thrift does 
not apply,  and increased saving will lead to increased 
investment and economic growth.   

    Because government tax and transfer programs tend to 
reduce the size of the multiplier,  they act as automatic 
stabilizers.   

    Discretionary fiscal policy is  subject to decision lags and 
execution lags that limit its ability to take effect quickly.   

    Fiscal policy has different effects in the short and long 
run.  In the short run,  a fiscal expansion created by an 
increase in government purchases (  G  )  will increase real 
GDP.  In the long run, the rise in  G   may crowd out  
private spending.  If private investment is crowded out,  
the growth rate of potential output may be reduced.   

    A fiscal expansion created by a reduction in taxes 
increases real GDP in the short run.  In the long run, if 
the tax reduction leads to more investment and work 
effort,  there will be a positive effect on the level and 
growth rate of potential output.      

    The output gap and factor prices   
   Inflationary and recessionary gaps   
   Asymmetry of wage adjustment:  flex-
ible and sticky wages   

   The Phillips curve   

   Potential output as an anchor  for 
the economy   

   Short-run versus long-run effects of 
 AD   and  AS   shocks   

   Fiscal stabilization policy   

   The paradox of thrift   
   Decision lags and execution lags   
   Automatic stabilizers   
   Fine tuning and gross tuning     

   KEY  CON CEPTS  

    STUDY EXERCISES 

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

    MyEconLab    

      Fill in the blanks to make the following statements 
correct.  

    a.  In our short-run macro model,  it is  assumed that 
factor prices are              and the level of potential 
output is             .  Changes in real GDP are caused 
by fluctuations in              and             .   

   b.  During the adjustment process highlighted in this 
chapter,  the central assumption is that factor prices 
are              and respond to             .  Potential output 
is assumed to be             ,  and acts as a(n)               for 
real GDP following  AD   or  AS   shocks.      

     Fill in the blanks to make the following statements 
correct.  

    a.  When actual GDP is higher than potential GDP, 
we say that there is a(n)               gap.  When actual 
GDP is less than potential GDP we say there is a(n)  
             gap.   

   b.  An inflationary gap leads to excess demand for 
labour,  which causes wages and thus              costs 
to rise.  Firms require higher              in order to 
supply any level of output,  and so the  AS   curve 
shifts             .   

   c.  A recessionary gap leads to excess supply of labour,  
which tends to cause wages and thus              costs 
to fall.  Firms reduce              for any level of output 
supplied,  and so the  AS   curve shifts             .   
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   d.  The downward adjustment of wages in response to 
a recessionary gap is much              than the upward 
adjustment of wages in response to a(n)               gap.  
Economists refer to this phenomenon as             .      

     Fill in the blanks to make the following statements 
correct.  

    a.  Beginning with output equal to potential,  suppose 
there is a sudden increase in demand for Canadian 
exports.  This is  a(n)               shock to the Canadian 
economy, which will result in the              curve 
shifting to the              and the opening of a(n)  
             gap.  Firms  unit costs will start to              and 
the              curve will shift             .  Long-run 
equilibrium will be restored at              output and 
             price level.   

   b.  Beginning with output equal to potential,  suppose 
there is a drop in business confidence and invest-
ment falls.  This is  a(n)               shock to the Canadian 
economy, which shifts the              curve to the left 
and creates a(n)               gap.  Unit costs will start 
to              and the              curve will shift             .  
Long-run equilibrium will (slowly)  be restored at 
             output and              price level.   

   c.  Beginning with output equal to potential,  suppose 
there is a large and sudden increase in the price of 
electricity.  This is  a(n)               shock to the Canadian 
economy, which will result in the              curve 
shifting              and the opening of a(n)               gap.  
If wages are downwardly sticky the economys 
             process could be very slow and the              will 
persist for a long time.   

   d.  Beginning with output equal to potential,  suppose 
there is a large and sudden decrease in the price of 
electricity.  This is  a(n)               shock to the Canadian 
economy, which will result in the              curve shift-
ing              and the opening of a(n)               gap.  Unit 
costs will start to              and the              curve will 
shift             ,  restoring equilibrium at              output 
and              price level.      

     Fill in the blanks to make the following statements 
correct.  

    a.  In the long run, total output is determined only 
by             .  In the long run, aggregate demand 
determines the             .   

   b.  Permanent increases in real GDP are possible only 
if              is  increasing.   

   c.  Suppose illiteracy in Canada were eliminated,  and 
the school dropout rate were reduced to zero.  The 
effect would be a permanent              in productivity 
and a(n)               in potential output.   

   d.  A reduction in corporate income tax is likely to 
make              more attractive and thus shift the 
             curve to the right.  The result is  a(n)               in 

the short-run level of real GDP.  In the long run, the 
greater rate of              by firms will lead to a greater 
rate of growth of             .      

     The following diagram shows two economies,   A   and 
 B  .  Each are in short-run equilibrium at point  E  ,  where 
the  AD   and  AS   curves intersect.    
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    a.  Explain why in Economy  A   wages and other factor 
prices will begin to rise,  and why this will increase 
firms  unit costs.   

   b.  Following your answer in part (a) ,  show the effect 
on the  AS   curve.  Explain what happens to real 
GDP and the price level.   

   c.  Explain why in Economy  B   wages and other factor 
prices will begin to fall,  and why this will decrease 
firms  unit costs.   

   d.  Following your answer in part (c) ,  show the effect 
on the  AS   curve.  Explain what happens to real 
GDP and the price level.      

     The table shows several possible situations for the 
economy in terms of output gaps and the rate of 
change of wages.  Real GDP is measured in billions of 
dollars.  Assume that potential output is $800 billion.    
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   c.  Explain the process by which the economy will 
adjust back toward  Y *  in the long run.  Show this 
in your diagram.   

   d.  Is there a strong case for using a fiscal contraction 
to return output to  Y * ?  Explain why or why not.      

     The table below shows hypothetical data for five econ-
omies.  Real GDP is measured in millions of dollars.    


Real 
GDP

Potential 
GDP (  Y * )

Output 
Gap 

(%  of  Y * )

Rate of 
Wage 
Change

Economy 1  10050    9100  +2.0%

Economy 2  70000   77000  20.3%

Economy 3 115000 130000  20.5%

Economy 4    4000    3700  + 1 .0%

Economy 5  50000   50000      0.0%

    a.  Fill in the missing data.  Which economies have an 
inflationary gap?  Which have a recessionary gap?   

   b.  Which economies likely have the most unused cap-
acity?  Explain.   

   c.  In which economies are labour and other factors of 
production in excess demand?   

   d.  Explain why the rate of change of nominal wages is 
high in Economies 1  and 4,  and low in Economies 
2  and 3.   

   e.  Assuming that labour productivity is constant,  in 
which economies are unit costs rising?  In which are 
they falling?  Explain.      

     Consider the following sets of values for  MPC ,   t ,  and 
 m  ,  and recall that the simple multiplier is  given by 1 /
[1    MPC  (1    t )    m  ] .  Assume the  AS   curve is  upward 
sloping and identical in each economy.  

   Economy A:   MPC  =  0.84,   t  =  0.15,   m   =  0.19 
   Economy B:   MPC  =  0.84,   t  =  0.40,   m   =  0.19 
   Economy C:   MPC  =  0.93,   t  =  0.15,   m   =  0.12 
   Economy D:   MPC  =  0.75,   t  =  0.30,   m   =  0.27 
   Economy E:   MPC  =  0.75,   t  =  0.10,   m   =  0.30 
    a.  For each economy, calculate the  simple   multiplier.   
   b.  Which economy would experience the largest 

swings in real GDP in response to a given  AD   
shock?  Which would experience the smallest 
swings?   

   c.  Explain why the change in real GDP in response 
to an  AD   shock would  not  be solely determined by 
the simple multiplier for each of these economies.   

   d.  Compare Economies A and B and explain how the 
tax-and-transfer system provides greater automatic 
stabilization in one of the two economies.   

   e.  Explain how the slope of the  AS   curve would affect 
the short-run change in real GDP in response to an 
 AD   shock.      

Situation
Real 
GDP

Output 
Gap

Rate of 
Wage 
Change

Shift of 
 AS   Curve

A 775  22.0% 

B 785  2 1 .2% 

C 795  20.2% 

D 800    0.0% 

E 805    1 .0% 

F 815    2.4% 

G 825    4.0% 

H 835    5.8% 

    a.  Compute the output gap (  Y   Y * )  for each situation 
and fill in the table.   

   b.  Explain why wages rise when output is greater 
than potential but fall when output is less than 
potential.   

   c.  For each situation, explain whether the economys 
 AS   curve is shifting up,  shifting down, or station-
ary.  Fill in the table.   

   d .  Plot the Phillips curve on a scale diagram for this 
economy, with the rate of change of nominal wages 
on the vertical axis and the level of GDP on the 
horizontal axis.  (See  Extensions in Theory 24-1   for 
a review of the Phillips curve.)      

     Consider an economy that is in equilibrium with out-
put equal to  Y * .  There is then a significant reduction 
in the worlds demand for this countrys goods.  

    a.  Illustrate the initial equilibrium in a diagram.   
   b.  What kind of shock occurredaggregate demand 

or aggregate supply?  Show the effects of the shock 
in your diagram.   

   c.  Explain the process by which the economy will 
adjust back toward  Y *  in the long run.  Show this 
in your diagram.   

   d.  Explain why policymakers may want to use a fis-
cal expansion to restore output back to  Y *  rather 
than wait for the process you described in part (c) .  
What role does downward wage stickiness play in 
the policymakers  thinking?      

     Consider an economy that is in equilibrium with out-
put equal to  Y * .  There is then a significant reduction 
in the world price of an important raw material,  such 
as iron ore.  (Assume that this country produces no 
iron ore domestically.)  

    a.  Illustrate the initial equilibrium in a diagram.   
   b.  What kind of shock occurredaggregate demand 

or aggregate supply?  Show the effects of the shock 
in your diagram.   
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     In our discussion of automatic fiscal stabilizers,  we 
argued that income taxes and transfers increased the 
stability of real GDP in the face of  AD   and  AS   shocks.  
Recall  from   Chapter   22    that the simple multiplier is  
given by 1 /[1    MPC (1    t )    m  ] .  

    a.  Explain how the size of the simple multiplier is 
related to the  slope   of the  AD   curve.  (You may want 
to review the relationship between the  AE   curve 
and the  AD   curve ,  as discussed in   Chapter   23    . )   

   b.  Explain how the slope of the  AD   curve affects the 
stability of real GDP in the presence of  AS   shocks.   

   c.  Now explain how the size of the simple multiplier 
is  related to the size of the  shift  in the  AD   curve for 
any given change in autonomous expenditure.   

   d.  For any given  AS   curve,  show how the size of the 
 AD   shift affects the stability of real GDP.   

   e.  Finally,  explain how the economys automatic sta-
bilizers depend on the sizes of  MPC ,   t ,  and  m  .      

     Which of the following would be automatic stabiliz-
ers?  Explain why.  

    a.  Employment-insurance payments  
   b.  Cost-of-living escalators in government contracts 

and pensions  
   c.  Income taxes  
   d.  Free university tuition for unemployed workers 

after six months of unemployment,  provided that 
they are under 30 years old and have had five or 
more years of full-time work experience since high 
school     

     The following diagram shows the  AD  ,   AS  ,  and  Y *  
curves for an economy.  Suppose the economy begins 
at point  A  .  Then the government increases its level of 
purchases (  G  ) .    
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    a.  Describe the short-run effects  of this  fiscal 
expansion.   

   b.  Describe the adjustment process,  and the new long-
run equilibrium for the economy.   

   c.  Explain how the  composition   of real GDP has 
changed from the initial to the new long-run 
equilibrium.   

   d.  Repeat parts (a) ,  (b) ,  and (c)  for a fiscal expansion 
generated by a reduction in the net tax rate.      

     Between 2006 and 2012, the Canadian government 
reduced both personal and corporate income taxes.  Is 
this a demand-side or a supply-side policy?  Explain.           
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 Long-Run Economic Growth   

  ECONOMIC growth is  the single most 

powerful engine for generating long-term increases 

in living standards.  What happens to our material 

living standards over time depends largely on the 

growth in real GDP in relation to the growth in 

populationthat is,  it depends on the growth of real 

per capita GDP.  Such growth does  not necessarily 

make  everybody   in Canada materially better off 

in the short term.  But it  does  increase the  average

standard of living over the short term and virtually 

everyones  in the long term.  

 What determines the long-run growth rate of per 

capita GDP in Canada?  Is this something beyond our 

control,  or are there government policies that can 

stimulate economic growth?  What are the costs and 

benefits of those policies?  

 In this chapter we examine the important issue of 

economic growth.  We will look at the benefits and costs 

of economic growth and then study various theories to 

explain how growth happens.  Finally,  we examine the 

idea that there may be  limits to growth   imposed by 

resource exhaustion and environmental degradation.    

        25 

    CHAPTER  OUTLI NE  

       25.1   THE NATURE OF ECONOMIC GROWTH     

     25.2    ESTABLISHED THEORIES  OF ECONOMIC 

GROWTH     

     25.3   NEWER GROWTH  THEORIES    

     25.4  ARE THERE LIM ITS  TO GROWTH?       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  d iscuss the costs and  bene ts of economic growth .   

  2  l i st four important determinants of growth  in  potentia l  GDP.   

  3  expla in  the main  elements of Neoclassica l  growth  theory in  

wh ich  technologica l  change is  exogenous.   

  4  d iscuss a l ternative growth  theories based  on  endogenous 

techn ica l  change.   

  5  expla in  why resource exhaustion  and  environmenta l  degrada-

tion  may create serious cha l lenges for publ ic pol icy d i rected  a t 

susta in ing economic growth .     

582
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     25.1    THE NATURE OF ECONOMIC GROWTH    

 Economic growth is sought after in the rich, developed economies of Canada, France, and 
Australia as well as in the much poorer, developing countries of Haiti,  Bangladesh, and 
Vietnam.  Governments in all countries view economic growth as an important objective.  
While the  urgency   for growth is clearly higher in poorer countries than it is in richer ones,  
the fundamental nature of growthits causes and consequencesis strikingly similar 
across all countries.  We begin our discussion by examining some Canadian data.    

   Figure   25-1    shows the paths,  since 1960,  of three variables in the Canadian econ-
omy, each of which relates to long-run economic growth.  Each variable is expressed 
as an index number, which takes a value of 100 in 1960.  The first is  real GDP, which 
shows an overall growth from 1960 to 2014 of 464 percent,  an average annual growth 
rate of 3 .3  percent.  Though real GDP is an accepted measure of the amount of annual 
economic activity that passes through markets,  it does not tell us about changes in aver-
age material living standards because it does not take into account the growth in the 
populationmore income is not necessarily better if more people have to share it.  The 
second variable shown is the index of real  per capita   GDP.  It shows an overall growth 
of 184 percent between 1960 and 2014,  an annual average growth rate of 2.0 percent.  

  As we will see in this chapter, one of the most important reasons that per capita GDP 
increases over many years is growth in  productivity  .  The third variable provides one meas-
ure of labour productivity; it is an index of real GDP  per employed worker .  Its overall 
growth from 1960 to 2014 is 90 percent, an average annual growth rate of 1 .2 percent;  

      FIGURE   25-1      Three Aspects of Economic Growth    
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   Real GDP, real per capita GDP, and labour productivity have all grown substantially over the past half-century.   Each 
variable shown is an index number with 1960 =  100.  Real GDP has grown faster than real per capita GDP because the 
population has grown.  Real per capita GDP has grown faster than real GDP per worker ( labour productivity)  because 
the level of employment has grown faster than the population.   

  (  Source:   All variables are based on authors calculations,  using data from Statistics Canada, CANSIM database.  Real 
GDP:  Table 380-0106.  Employment:  Series V2091072.  Population:  Series V2062809.)    
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the average Canadian worker produced 90 percent more 
in 2014 than in 1960.  Applying Economic Concepts 25-1  
provides some everyday examples of the sources of pro-
ductivity growth in specific industries.  

 The three variables in   Figure   25-1    show different 
aspects of   economic growth   ,  a term that economists 
usually reserve for describing sustained or long-run 
increases in real GDP.  This chapter will discuss each of 
these three aspects of economic growthreal GDP, real 
per capita GDP, and productivity.    

 The average annual growth rates shown in   Figure   25-1    
may seem small, especially those for the measure of pro-
ductivity.  It is important to realize, however, that because 
these growth rates are sustained for many years, they have 
a profound influence on material living standards from one 
generation to the next.    Table   25-1    illustrates the cumula-
tive effect of what appear to be very small differences in 
growth rates.  

  It is  useful to know the rule of 72  to understand 
the cumulative effects of annual growth rates.  For any 
variable that grows at an annual rate of X percent,  that 
variable will double in approximately 72/X years.  [  31  ]  
For example,  if your income grows at 2  percent per year,  
it will double in 36 years;  at an annual rate of 3  per-

cent,  it will take only 24 years to double.  Another application of the rule of 72 is to 
determine the  gap   in living standards between countries with different growth rates.  If 
one country grows faster than another,  the gap in their respective living standards will 
widen progressively.  If,  for example,  Canada and France start from the same level of 
income but Canada grows at 3  percent per year while France grows at 2 percent per 
year,  Canadas income will be twice Frances in 72 years.  The central lesson from   Table  
 25-1    can be summed up as follows:  The longer your time horizon, the more you should 
care about the economys long-run growth rate.  Small differences in annual growth 
rates,  if sustained for many years,  lead to large differences in income levels.  

 We now examine in more detail the benefits and costs of economic growth.  

   Benefits of Economic Growth   

 Economists typically measure average  material  living standards with real per capita 
GDP.    1     The benefits of long-run growth in per capita GDP may appear obvious.  But it 
is important to distinguish between the increases in average living standards that eco-
nomic growth brings more or less automatically and the reduction in poverty that eco-
nomic growth makes possible but that may still require active policy to make a reality.  

    Rising Average Living Standards    Economic growth is a powerful means of improv-
ing average material living standards.  The average Canadian family today earns about 
$80 000 per year before taxes.  With 2 percent annual growth in its  real  income, that 

    economic growth      Sustained, 

long-run  increases in  the level  

of real  GDP.    

   Small differences in income growth rates make enor-
mous differences in levels of income over a few dec-
ades.   Let income be 100 in year 0.  At a growth rate 
of 3  percent per year,  it will be 135  in 10 years,  438  
after 50 years,  and 1922 after a century.  Notice the 
difference between 2 percent and 3  percent growth
even small differences in growth rates make big 
differences in future income levels.    

    TABLE   25-1       The Cumulative Effect of 

Economic Growth    

Annual Growth Rate

Year 1% 2% 3% 5% 7%

   0 100 100   100      100     100

  10 111 122   134       163       1 97

  30 135 181   243      432         761

  50 165 269   438  1  147     2  946

  70 201 400   792   3  043   11  399

100 271 725  1  922 13  150   86 772

   1     As we noted in   Chapter   20   ,  per capita GDP is a good measure of average  material  living standards because 
it shows the average persons command over resources.  But it is  not necessarily a good measure of  well-being ,  
which is a broader and more subjective measure including such things as income distribution, political and 
religious freedom, environmental quality,  and other things that are not captured by measures of GDP.  
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same family will earn $97 520 ( in constant dollars)  in 10 years  time,  an increase in its 
purchasing power of almost 22 percent.  If the annual growth rate is  instead 3  percent,  
its income will rise to $107 513  in 10 years,  an increase of over 34 percent.     

 A family often finds that an increase in its income can lead to changes in the pattern 
of its consumptionextra money buys important amenities of life and also allows more 

   APPLYI NG  ECONOM IC  CONCEPTS  25 -1  

 What Does Productivity Growth Really Look Like?   

 The most commonly used measure of productivity is 
 labour productivity,   defined as the amount of output 
produced per hour of work, and it can be measured for 
the aggregate economy or for a particular firm or indus-
try.  For the aggregate economy, the appropriate measure 
of output is real GDP, and labour productivity is then 
measured as real GDP divided by the total number of 
hours worked.  In 2014,  Canadian labour productivity 
was about $57 per hour (expressed in 2007 dollars) ;  it 
has been rising at an average annual rate of 1 .2 percent 
since the mid-1970s.  

 How does labour productivity grow over time?  Any 
new production process or technique that raises out-
put proportionally more than it raises labour input will 
increase labour productivity.  Often the introduction of 
new physical capital or new techniques allow firms to 
increase output while  reducing  their use of labour.  In this 
case,  labour productivity for the firm might increase sig-
nificantly.  Here are some examples from various indus-
tries and occupations:  

         Accountants who prepare income-tax forms for 
their clients have experienced an enormous increase 
in labour productivity with the use of software pack-
ages designed specifically for the task.  The software 
allows a given number of accountants to complete 
more tax returns per hour of work, thus increasing 
labour productivity.   

        Residential landscaping companies move large 
amounts of soil,  sand,  and rock.  The development 
of small and inexpensive bulldozers vastly increased 
the amount of work that can be done with a crew 
of two or three workers,  thus dramatically raising 
labour productivity.   

        In modern lumber mills,  a computer reads  each 
log in three dimensions and then computes how the 
log can most efficiently be cut into the various regu-
lar sizes of cut lumber.  Fewer workers are needed 
to sort the logs and more marketable lumber is 
produced from a given number of logs because the 
amount of waste is reduced.  Labour productivity 
rises as a result.   

        Doctors who specialize in eye surgery have been 
greatly aided by the development of precise medical 

lasers.  The equipment is expensive,  but allows a 
single doctor to perform more surgical procedures 
per day than was possible only a decade ago,  thus 
increasing labour productivity.    

 In each of these examples,  the use of new and better 
capital equipment allows the enterprise in question to 
produce more output with a given number of workers,  
or perhaps the same amount of output with a reduced 
number of workers.  Both are an increase in labour 
productivity.  

 How do we get from these specific micro examples 
back to macroeconomics and the change in real GDP and 
aggregate labour productivity?  If in each example the 
amount of work is unchanged but output rises,  real GDP 
and aggregate labour productivity will both be higher as 
a result.  If instead each specific output is unchanged but 
the amount of work is reduced, then we need to recog-
nize that the workers released from these activities are 
now available to move to other firms and industries.  
When they begin working elsewhere in the economy, 
their new production will constitute an increase in real 
GDP.  In this case,  total work effort will be back to its 
original level but real GDP will be higheran increase in 
aggregate labour productivity.     

      Small digging machines like this have replaced the dif-
ficult work of individuals with shovels and have signifi-
cantly increased labour productivity.
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saving for the future.  Similarly,  economic growth that raises average income tends to 
change the whole societys consumption patterns,  shifting away from tangible goods 
such as TVs and furniture and cars and toward services such as vacations,  restaurant 
meals,  and financial services.  In Canada and other rich,  developed countries,  services 
account for roughly 70 percent of aggregate consumption,  whereas this ratio is  signifi-
cantly lower in poorer,  developing countries.  

 Another example of how economic growth can improve living standards involves 
environmental protection.  In developing countries,  most resources are devoted to pro-
viding basic requirements of life,  such as food,  shelter,  and clothing.  These countries 
typically do not have the  luxury  of being concerned about environmental degrada-
tion.  Some people in richer societies may consider this a short-sighted view, but the 
fact is  that the concerns associated with hunger  today   are much more urgent than the 
concerns associated with  future   environmental problems.  In contrast,  richer countries 
are wealthy enough that they can more easily afford to provide the basic requirements 
of life  and  devote significant resources to environmental protection.  Economic growth 
provides the higher incomes that often lead to a demand for a cleaner environment,  
thus leading to higher average living standards that are not directly captured by meas-
ures of per capita GDP.  

 One recent example of this  phenomenon can be seen in China,  whose govern-
ment paid almost no attention to environmental protection when the country was 
very poor.  As average income in China has  risen in the past 30  years,  where it is  
now well above a subsistence level,  concern within China has been growing over 
the extent of environmental degradation,  which in some cases  is  causing serious 
human health problems.  The Chinese government has  been responding with policies 
to address  some of these concerns,  and will  likely do much more as  Chinese prosper-
ity continues to  rise.   

   Addressing Poverty and  Income Inequal ity    Not everyone benefits  equally from eco-
nomic growth,  and some may not benefit at all.  Many of the poorest members of a 
society are not in the labour force and do not receive the higher wages and profits 
that are the primary means by which the gains from growth are distributed.  Others,  
although they  are   in the labour force,  may experience wage gains far smaller than 
average.  

 In recent years,  growing attention has been paid to the fact that the majority of 
aggregate income growth in many countries,  including Canada,  has been accruing to 
the top earners in the income distribution.  The result is  that,  while average per capita 
incomes have been rising (as shown in   Figure   25-1   ) ,  there has also been a rise in income 
inequality and also a relative stagnation of incomes for those at or below the middle of 
the income distribution.  Both poverty and income inequality are important challenges 
for public policy.  

 A rapid overall  growth rate makes  the alleviation of poverty and the reduction 
of income inequality easier to  achieve politically.  If existing income is  to  be redis-
tributed through the governments  tax or spending policies,  someones  standard of 
living will  actually have to  be lowered.  However,  when there is  economic growth 
and when some of the  increment   in income is  redistributed ( through active gov-
ernment policy) ,  it  is  possible to  reduce income inequalities  while simultaneously 
allowing all  incomes to  rise.  It  is  much easier for a  rapidly growing economy to  be 
generous  toward its  less  fortunate citizensor neighboursthan it is  for a  static 
economy.    
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   Costs of Economic Growth   

 Economic growth comes with real costs,  some of which are more obvious than others.  
For example,  the simple act of producing goods and services necessarily uses resources 
and causes environmental damage.  While these effects may be very small for some 
products,  for others they are significant.  As a logical matter,  we cannot deny that eco-
nomic production has negative consequences.  Indeed, many of those who advocate 
 against  continued economic growth do so on the grounds that it depletes our natural 
resources and leads to excessive environmental degradation.  

 This debate is  important,  and continues to gain prominence among academic and 
government economists.   Applying Economic Concepts 25-2   presents a case against 
continued economic growth,  especially in the developed countries.  We take up some 
of these ideas in this chapters final section where we examine the extent to which 
there are  limits to growth  .  Here,  we address two other costs associated with economic 
growth:  the cost of forgone consumption, and the social costs of the disruption that 
typically accompanies growth.    

    Forgone Consumption     In a world of scarcity,  almost nothing is free,  including eco-
nomic growth.  As we will soon see,  increases in real per capita GDP typically result 
from investment in capital goods,  as well as in such activities as education and scientific 
research.  Often these investments yield no immediate return in terms of goods and ser-
vices for consumption;  thus,  they imply that sacrifices are being made by the current 
generation of consumers.    

   Economic growth, which promises more goods and services tomorrow, is achieved 
by consuming fewer goods today.  This sacri ce of current consumption is  an 
important cost of growth.    

 For example,  suppose an economys annual growth rate could be permanently 
increased by 1  percentage point if investment as a share of GDP increased permanently 
by 4 percentage points (and consumptions share fell by 4 percentage points) .  If such 
a reallocation of resources were made, consumption would be lower for several years 
along the new growth path, and the payoff from faster growthhigher future con-
sumptionwould not occur for several years.  Lower consumption now and in the near 
future would be the cost of obtaining higher consumption in the more distant future.   

   Social  Costs    A growing economy is also a changing economy.  Part of growth is 
accounted for by existing firms expanding and producing more output, hiring more 
workers, and using more equipment and intermediate goods.  But another aspect of 
growth is that existing firms are overtaken and made obsolete by new firms, old products 
are made obsolete by new products, and existing skills are made obsolete by new skills.    

   The process of economic growth renders some machines obsolete and also leaves 
the skills of some workers obsolete.    

 No matter how well trained workers are at age 25,  in another 25  years many will 
find that their skills are at least partly obsolete.  A high growth rate usually requires 
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rapid adjustments in the labour force,  which can cause much upset and misery to some 
of the people affected by it.  

 It is  often argued that costs  of this  kind are a  small  price to  pay for the great 
benefits  that growth can bring.  Even if this  is  true in the aggregate,  these personal 
costs  are borne very unevenly.  Indeed,  many of the people for whom growth is  most 
costly ( in terms of lost j obs or lowered incomes)  share least in the fruits  that growth 
brings.    

   Sources of Economic Growth   

 Where does economic growth come from?  Four major determinants of growth are:  

     1.  Growth in the labour force.   Growth in population or increases in the fraction of 
the population that chooses to participate in the labour force cause the labour 
force to grow.   

 Economists have long recognized that economic growth 
comes with real costs.  In recent years,  however,  many 
economists have been arguing that the benefits of further 
growth are outweighed by the costs now being imposed 
on Earth and its inhabitants.  While these arguments are 
not the mainstream view within the profession, they are 
increasingly receiving serious attention.  This box pre-
sents some of their main arguments against continued 
economic growth.    *     

    Growth Is Not Sustainable  

 There is  overwhelming evidence that the effects  on 
the biosphere of the worlds  growing economies  and 
population are not sustainable over the long term.  
Expanding production and consumption of goods  and 
services  is  causing biodiversity losses,  land degrada-
tion,  scarcities  of fresh water,  ocean acidification,  cli-
mate change,  and the disruption of the earths  nutrient 
cycles.  This  environmental  damage will  eventually 
reduce our capacity to  continue producing and con-
suming at current rates.  

 In addition,  the low-cost supplies of fossil fuels on 
which economic growth has depended for over a century 
are rapidly being depleted.  As supplies diminish,  there is 
a need to introduce new technologies to obtain resources 
from less accessible locations.  Extraction of oil sands,  
hydraulic fracturing for natural gas,  and deep-sea drill-
ing for oil and gas are examples of new technologies that 

   APPLYI NG  ECONOM IC  CONCEPTS  25 -2  

 A Case Against Economic Growth   

bring increased environmental impact and risks.  This 
extraction of less accessible and higher-cost fossil fuels 
highlights the conflict between the need for new supplies 
of resources to sustain economic growth and the need to 
reduce our overall burden on the environment.  

 The ongoing degradation of the planet in pursuit of 
economic growth also runs counter to the interests of 
other species that inhabit Earth.  Mainstream econom-
ics is not well equipped to address this important ethical 
issue,  but it should not be ignored.   

   Growth May Not Increase Overall  Well-Being  

 Quite apart from whether current growth rates are 
sustainable,  the benefits from continued growth, espe-
cially in developed countries,  are questionable.  Econo-
mists have long understood that GDP is a reasonable 
measure of the level of economic activity and income 
but that it is  not an accurate measure of overall  well-
being .  Other measures that include a range of environ-
mental and social factors suggest that income growth 
in the developed economies is no longer closely related 

   *   The author thanks Peter Victor for providing material on 

which this box is based.  For a thorough discussion of the case 

against economic growth, see Peter Victor,   Managing Without 

Growth: Slower by Design not Disaster,   Edward Elgar,  2008.  
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2.  Growth in human capital.     Human capital    is the term economists use to refer to the 
set of skills that workers have; it can increase either through formal education or on-
the-job training.  Human capital can be thought of as the  quality   of the labour force.     

3.  Growth in physical capital.   The stock of physical capital (such as factories,  
machines,  electronic equipment,  and transportation and communications facilities)  
grows only through the process of investment.  We include here improvements in 
the  quality   of physical capital.   

4.  Technological improvement.   This is  brought about by innovation that introduces 
new products,  new ways of producing existing products,  and new forms of organ-
izing economic activity.    

 The various theories of economic growth that we explore next emphasize these dif-
ferent sources of economic growth.  For example, some theories emphasize the role of 
increases in physical capital in explaining growth; others emphasize the role of increases in 
human capital;  and still others emphasize the importance of technological improvements.    

    human capital      The set of ski l ls 

workers acquire through  formal  

education  and  on-the-job 

training.    

with greater well-being.  People typically attach far more 
significance to their income in relation to others  incomes 
than to its absolute level,  and it is  simply not possible 
for economic growth to raise everyones relative income.  

 In addition, the growing evidence on income and 
wealth inequality in the developed economies suggests 
that over the past few decades the lions share of total 
income growth has been captured by the highest income 
earners.  The resulting increase in income and wealth 
inequality has actually led to rising discontent among 
large parts of the population.  So growth in national 
income, given its current distribution, may actually be 
causing a reduction rather than an increase in overall 
well-being.   

   The Weakness of the Technological  Defence  

 Economists who argue in favour of further economic 
growth typically note the possibility of increasing GDP 
even while reducing resource use and environmental 
damage.  They argue that by producing and consuming 
fewer goods and more services,  employing more efficient 
and improved technologies,  and more compact forms of 
land use,  economic growth can continue indefinitely.  

 Those who argue against further growth see a ser-
ious problem with this argument.  While it is  true that the 
amount of resources used per dollar of GDP continues 
to shrink gradually in the developed countries,  it is  also 

true that the absolute resource use and absolute environ-
mental damage continue to grow.  

 Looking to the future, if the world economy grows at 
a rate of 3  percent per year, after a century the economy 
will have increased in size by nearly 20 times.  To prevent 
any absolute increase in resource and energy use would 
require an ambitious twenty-fold improvement in resource 
and environmental efficiencya far greater improvement 
than we have witnessed over the past century.  

 So the belief that ongoing technological improve-
ment can be consistent with continued economic growth 
and a reduced impact on Earths resources and environ-
ment is a belief that must be based on extremeand 
probably unrealisticoptimism.   

   Not So Gloomy  

 Economists  arguing against further growth are quick to 
emphasize that their message is  not so gloomy.  The good 
news is  that further economic growth in the developed 
economies isnt necessary for continued prosperity.  The 
benefits  of ongoing productivity growth can be taken 
in the form of reduced work and production,  and also 
by directing effort at reducing our absolute resource 
use and environmental damage.  Making these adjust-
ments will  surely require a  significant change in most 
peoples  way of thinking,  but there is  no reason why 
they cant be made.  Prosperity can continue without 
economic growth.   
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    25.2     ESTABLISHED THEORIES OF ECONOMIC 
GROWTH    

 In this section we discuss some of the theories of economic growth that have been used by 
economists for many years.  These long-established theories remain relevant because they 
contain important insights about the growth process.  Learning them provides a basis for 
examining the more recent theories in the next section.  We begin by studying the relationship 
among saving, investment, and economic growth. We then examine the precise predictions 
of what economists call the Neoclassical growth theory.  For simplicity, we assume that the 
economy is closedthere is no trade in goods, services, or assets with the rest of the world.  

   A Long-Run  Analysis  

 Though our discussion of economic growth will focus on the long-run behaviour of the 
economy, we can use some of the insights we developed in the short-run version of our 
macro model.  Think back to    Chapter   21    when we were building  the simplest short-run 
macro model (with no government or foreign trade).  The equilibrium level of real GDP in 
that model was such that real GDP equals desired consumption plus desired investment:  

   Y = C + I    

 We can rearrange this equilibrium condition to get 

   Y - C = I    

 or 

   S = I    

 which says that at the equilibrium level of real GDP, desired saving equals desired 
investment.  This is  just an alternative way to think about exactly the same equilibrium.  

 Recall also that  in   Chapter   21     we took the real interest rate as given,  or  exogenous.   
Taking the interest rate (and several other variables)  as exogenous, we then determined 
the equilibrium level of real GDP.  

 For our discussion of economic growth in this chapter,  we will use the same equi-
librium condition  from   Chapter   21     but impose the long-run restriction that real GDP 
equals  Y *  (reflecting the assumption that all factor-price adjustment has taken place).  
The models equilibrium condition will then determine the interest rate endogenously.    

   In the short-run macro model,  real GDP adjusts to determine equilibrium, in which 
desired saving equals desired investment.  In the models long-run version, real GDP 
is  equal to   Y *   and the interest rate adjusts to determine equilibrium.   

 This long-run perspective of our model will tell us a great deal about the relation-
ship among saving, investment,  and economic growthand the interest rate will play 
an important role.   

   I nvestment,  Saving,  and  Growth   

 We now complicate our model slightly by adding a government sector that purchases 
goods and services (  G  )  and collects taxes net of transfers (  T ) .  National saving is the sum 
of private saving and public (government)  saving.  Desired private saving is the differ-
ence between disposable income and desired consumption.  With real GDP equal to  Y *  
in the long run,  desired private saving is equal to 
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   Private saving = Y* - T - C    

 Public saving is equal to the combined budget surpluses 
of the federal,  provincial,  and municipal governments:  

   Public saving = T - G    

 National saving is therefore equal to 

    National saving = NS = 1Y* - T - C2 + 1T - G 2  

  1NS = Y* - C - G    

 For a given level of real GDP in the long run  (Y* )  ,  an 
increase in household consumption or government pur-
chases must imply a reduction in national saving.    2    

    Figure   25-2   shows the supply of national saving as a 
function of the real interest rate.  The horizontal axis meas-
ures the quantity of national saving, measured in dollars.  The 
real interest rate is shown on the vertical axis.  The national 
saving (  NS  )  curve is upward sloping because,  as we first saw 
in   Chapter   21   ,   an increase in the interest rate is assumed to 
lead households to reduce their current consumption, espe-
cially on big-ticket items and durable goods, such as cars,  
furniture, and appliances, that are often purchased on credit.  
Note also that the  NS   curve is quite steep, in keeping with 
empirical evidence suggesting that household consumption 
responds only modestly to changes in the real interest rate.  

    Figure   25-2   also shows a downward-sloping investment 
demand curve,  I.    As we first saw in   Chapter   21   ,   all compon-
ents of desired investment (plant and equipment, inventor-
ies, and residential investment)  are negatively related to the 
real interest rate because, whether the investment is financed 
by borrowing or by using firms retained earnings, the real 
interest rate reflects the opportunity cost of using these funds.  

 The supply curve for national saving (  NS  )  and the 
investment demand curve (  I )  make up the economys market for financial capital.  The 
 NS   curve shows the supply of financial capital that comes from households and govern-
ments.  The  I  curve shows the demand for financial capital derived from firms  desired 
investment in plant,  equipment,  and residential construction.  The interest rate that 
clears this market for financial capital determines the amount of investment and saving 
that occur in the economys long-run equilibrium, when real GDP is equal to  Y*  .    

   2    It appears in our  NS   equation that changes in taxes have no effect on the level of national saving, but this 

is misleading.  Changes in  T  may affect national saving through an  indirect  effect on  C  .  For example,   as we 

saw at the end of   Chapter   24   ,  a reduction in taxes is likely to lead to an increase in consumption spending 

and therefore to a reduction in national saving (for given values of  Y *  and  G  ) .  

      FIGURE   25-2       The Long-Run  Connection  
Between  Saving and  
Investment   
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   In the long run, the condition that desired national 
saving equals desired investment determines the 
equilibrium real interest rate.   Investment demand 
by firms is negatively related to the real interest 
rate.  The supply of national (private plus public)  
saving is positively related to the real interest rate,  
since increases in the interest rate lead to a decline 
in desired consumption (  C ) .  Since the analysis 
applies to the long run, we have assumed that real 
GDP is equal to  Y * .  In the long run, the equilib-
rium real interest rate is  i  * .  At this real interest 
rate,  the amount of investment is  I * ,  which equals 
the amount of national saving,   NS  * .    

   In the long-run version of our macro model,  with real GDP equal to  Y * ,  the equi-
librium interest rate is  determined where desired national saving equals desired 
investment.    
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 In   Figure   25-2  ,  equilibrium occurs at interest rate  i  *  where  NS   5   I .  Imagine what 
would happen if the real interest rate were above  i  *  at  i   1  .  At this high interest rate,  the 
amount of desired saving exceeds the amount of desired investment,  and this excess 
supply of financial capital pushes down the price of creditthe real interest rate.  Con-
versely,  if the interest rate is  below  i  *  at  i   2  ,  the quantity of desired investment exceeds 
the quantity of desired saving,  and this excess demand for financial capital pushes up 
the real interest rate.  Only at point  E   is  the economy in equilibrium, with the real inter-
est rate equal to  i  *  and desired investment equal to desired saving.  

 Lets now see how changes in the supply of saving or investment demand lead to 
changes in the real interest rate and what these changes imply for the economys long-
run economic growth.  

   An  Increase in  the Supply of National  Saving    Suppose the supply of national saving 
increases,  so that the  NS   curve shifts to the right,  as shown in part ( i)  of   Figure   25-3   .  
This increase in the supply of national saving could happen either because household 
consumption (  C )  falls or because government purchases (  G  )  fall (or because  T  rises,  
which reduces  C ) .  A decline in either  C   or  G   means that national saving rises at any real 
interest rate,  and so the  NS   curve shifts to the right.  

  The increase in the supply of national saving leads to an excess supply of financial 
capital and thus to a decline in the real interest rate.  As the interest rate falls,  firms 
decide to undertake more investment projects and the economy moves from the initial 

      FIGURE   25-3      I ncreases in  I nvestment Demand  and  the Supply of National  Saving   
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   Changes in the supply of national saving or the demand for investment will change the equilibrium real interest rate 
and the rate of growth of potential output.   In part ( i) ,  the increase in the supply of national saving pushes down the real 
interest rate and encourages more investment.  In part ( ii) ,  the increase in the demand for investment pushes up the real 
interest rate and encourages more saving.  In both cases,  there is an increase in the equilibrium amount of investment 
(and saving)  and the economy moves from  E   0   to  E   1  ;  this higher rate of capital accumulation ( investment)  leads to an 
increase in the economys long-run rate of growth.    
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equilibrium  E   0   to the new equilibrium  E   1  .  At the new equilibrium, more of the econ-
omys resources are devoted to investment than before,  and thus the countrys stock of 
physical capital is  rising at a faster rate.  The higher rate of investment therefore leads 
to a higher future growth rate of potential output.    

   In the long run, an increase in the supply of national saving reduces the real inter-
est rate and encourages more investment.  The higher rate of investment leads to a 
higher future growth rate of potential output.     

   An  Increase in  Investment Demand     Now suppose firms  demand for investment 
increases so that the  I  curve shifts to the right,  as shown in part ( ii)  of   Figure   25-3   .  The 
increase in desired investment might be caused by technological improvements that 
increase the productivity of investment goods or by a government tax incentive aimed 
at encouraging investment.  Whatever its cause,  the increase in investment demand cre-
ates an excess demand for financial capital and therefore leads to a rise in the real 
interest rate.  The rise in the interest rate encourages households to reduce their current 
consumption and increase their desired saving.  At the new equilibrium,  E   1  ,  both the 
real interest rate and the amount of investment are higher than at the initial equilib-
rium.  The greater investment means faster growth in the economys capital stock and 
therefore a higher future rate of growth of potential output.    

   In the long run, an increase in the demand for investment pushes up the real inter-
est rate and encourages more saving by households.  The higher rate of saving (and 
investment)  leads to a higher future growth rate of potential output.     

   Summary    In our macro model,  which we have now extended to enable us  to deter-
mine the real  interest rate in long-run equilibrium,  there is  a  close relationship among 
saving,  investment,  and the rate of economic growth.  We can see this  relationship 
most clearly when studying the market for financial capital.  Lets  summarize our 
results.  

    1.  In long-run equilibrium, with  Y  =   Y * ,  the condition that desired national saving 
equals desired investment determines the equilibrium interest rate in the market for 
financial capital.  This equilibrium also determines the economys flows of invest-
ment and saving.   

   2.  An increase in the supply of national saving will lead to a fall in the real interest 
rate and thus to an increase in the amount of investment.  This is  a shift of the  NS   
curve and a movement along the  I  curve.   

   3.  An increase in the demand for investment will lead to a rise in the real interest rate 
and thus to an increase in the amount of national saving.  This is  a shift of the  I  
curve and a movement along the  NS   curve.   

   4.  A shift in either the  NS   or the  I  curve will lead to a change in the equilibrium 
real interest rate and thus to a change in the amount of the economys resour-
ces devoted to investment.  An increase in the equilibrium amount of investment 
(and saving)  implies a greater growth rate of the capital stock and thus a higher 
future growth rate of potential output.     
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   I nvestment and  Growth  in  Industrial ized  Countries    Our model predicts that coun-
tries with high rates of investment are also countries with high rates of real GDP 
growth.  To provide evidence in support of this prediction,   Figure   25-4   shows data 
from the most industrialized countries between 1950 and 2009.  Each point in the figure 
corresponds to a single country and shows that countrys annual average investment 
rate (as a percentage of GDP)  plotted against the annual average growth rate in real per 
capita GDP.  What is clear from the figure is  a positive relationship between investment 
rates and growth rates,  as predicted by our model.     

   Neoclassical  Growth  Theory  

 We now turn to examine the  Neoclassical growth theory  .  This theory was developed 
during the 1950s and 1960s and was refined in later years.  It quickly became the pri-
mary model used by economists to analyze economic growth, and still has tremendous 
influence today.  

 Recall the four sources of economic growth that we discussed at the beginning of 
this section.  Much of the Neoclassical growth theory is based on the idea that these four 

      FIGURE   25-4      Cross-Country I nvestment and  Growth  Rates,  19502009   
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   There is  a positive relationship between a countrys investment rate (as a percentage of GDP)  and its growth rate of real 
per capita GDP.   For each of the countries,  the annual averages for investment rates and per capita GDP growth rates 
are computed between 1950 and 2009.  Each point represents the average values of these variables for a single country 
over this 59-year period.  The straight line is the  line of best fit  between the growth rates and the investment rates.  
Countries with high investment rates tend to be countries with high rates of economic growth.   

  (  Source:   Based on authors calculations by using data from the Penn World Tables 7.0.  The data for Greece starts in 

1951 ,  China in 1952, South Korea in 1953,  Romania in 1960, and Germany, Hungary,  and Poland in 1970.  Alan 

Heston, Robert Summers,  and Bettina Aten,  Penn World Table Version 7.0,  Center for International Comparisons of 

Production, Income and Prices at the University of Pennsylvania,  September 2011 .)    
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forces of economic growth can be connected by what is  called the   aggregate production 
function   .  This is  an expression for the relationship between the total amounts of labour 
(  L  )  and physical capital (  K  )  employed,  the quality of labours human capital (  H ) ,  the 
state of technology (  T ) ,  and the nations total level of output (GDP).  The aggregate 
production function can be expressed as   

   GDP = FT1 L  ,  K,  H2    

 It is an  aggregate   production function because it relates the economys  total  output to 
the  total  amount of the factors used to produce that output.    3     (Those who have studied 
microeconomics will recall that a micro production function,   such as is discussed in 
  Chapters   7   and   8    ,  relates the output of  one firm   to the factors of production employed 
by  that firm.  )  

  The production function aboveindicated by  F  T  tells us how much GDP will be 
produced for given amounts of labour and physical capital employed, given levels of human 
capital, and a given state of technology.  Using the notation  F  T  is a simple way of indicat-
ing that the function relating  L  ,   K ,  and  H  to GDP depends on the state of technology.  For 
a given state of technology (  T ) ,  changes in either  L  ,   K ,  or  H  will lead to changes in GDP.  
Similarly, for given values of  L  ,   K ,  and  H ,  changes in  T  will lead to changes in GDP. [ 32  ]  

 Recall that we are assuming throughout this chapter that real GDP is equal to  Y *  
because we are examining the economys long-run behaviour.  Lets now examine the 
properties of the aggregate production function and the predictions that follow.  

   Properties of the Aggregate Production  Function     The key assumptions of the Neo-
classical theory are that the aggregate production function displays diminishing mar-
ginal returns when any one of the factors is increased on its own and constant returns 
to scale when all factors are increased together (and in the same proportion).  To explain 
the meaning of these concepts more clearly,  we will assume for simplicity that human 
capital and physical capital can be combined into a single variable called capital and that 
technology is held constant; this allows us to focus on the effects of changes in  K   and  L  .    

   1 .  Dimin ish ing Marginal  Returns.       To begin,  suppose that the labour force grows while 
the stock of capital remains constant.  More and more people go to work using a fixed 
quantity of capital.  The amount that each new worker adds to total output is  called 
labours  marginal product .  The   law of diminishing marginal returns    tells us that the 
employment of additional workers (or hours of work)  will eventually add less to total 
output than the previous worker did.  A simple production function is shown in   Figure  
 25-5    and the law of diminishing marginal returns is  illustrated.    

  The law of diminishing returns applies to any factor that is  varied while the other 
factors are held constant.  Hence,  successive amounts of capital added to a fixed supply 
of labour will also eventually add less and less to GDP.   

   2 .  Constant Returns to  Scale.       The other main assumption concerning the Neoclassical 
aggregate production function is that it displays   constant returns to scale   .  Remember 
that we are assuming for simplicity that labour and capital are the only two inputs.  
With constant returns to scale,  if  L   and  K   both change in an equal proportion, total 
output will change by that same proportion.  For example,  if  L   and  K   both increase by 
10 percent,  GDP will also increase by 10 percent.  [  33  ]      

    aggregate production  

function      The relationship 

between  the total  amount 

of each  factor of production  

employed  and  total  GDP.    

    law of diminishing marginal  

returns     The hypothesis that 

if increasing quantities of a  

variable factor are appl ied  to a  

given  quantity of fixed  factors, 

the marginal  product of the 

variable factor wi l l  eventual ly 

decrease.    

    constant returns to scale     A 

situation  in  which  output 

increases in  proportion  to the 

change in  al l  inputs as the scale 

of production  is increased.    

   3    Natural resources ( including land,  forests,  mineral deposits,  etc.)  are also important inputs to the produc-

tion process.  We leave them out of this discussion only for simplicity.  
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   Economic Growth  in  the Neoclassical  Model     To recap:  The Neoclassical growth 
theory assumes that the aggregate production function displays diminishing marginal 
returns ( in both  L   and  K  )  and also constant returns to scale.  What predictions follow 
from these assumptions?  Recall the four major sources of growth:  

    1.  Growth in labour force  

   2.  Growth in human capital  

   3.  Growth in physical capital  

   4.  Technological improvement   

      FIGURE   25-5      The Aggregate Production  Function  and  Diminishing Marginal  Returns   

Production function:  GDP = 41KL
        K = 9

Units of 
Labour 
(1 )

Units of 
Output 
(GDP)  
(2)

Average Product of 
Labour 
(GDP/ L  )  

(3)

Marginal Product 
of Labour 
(GDP/ L  )  

(4)

 1 12.0 12.0
5.0

 2 17.0  8.5
3.8

 3 20.8  6.9
3.2

 4 24.0  6.0
2.8

 5 26.8  5.4
2.6

 6 29.4  4.9
2.5
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 8 34.0  4.2
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   With one input held constant,  the other input has a declining average 
and marginal product.   We have assumed a hypothetical aggregate pro-
duction function given by  GDP = 41KL  ;  we have also assumed that 
 K   is  constant and equal to 9.  Column 2 shows total output as more of 
the variable factor,  labour,  is  used with a fixed amount of capital.  Total 
output is plotted in part ( i)  of the figure.  Both the average product of 
labour and the marginal product of labour decline continuously.  They 
are plotted in part ( ii)  of the figure.   
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 What does the Neoclassical theory predict will happen when each of these ele-
ments changes?  In this section, we focus on the effects of labour-force growth and the 
accumulation of physical and human capital (combined),  holding constant the level of 
technology.  In the next section,  we focus on technological change.  

   1 .  Labour-Force Growth.       Over the long term, we can associate labour-force growth with 
population growth (although in the short term, the labour force can grow if partici-
pation rates rise even though the population remains constant) .  As more labour is 
used, more output will be produced.  For a given stock of capital,  however,  the law of 
diminishing marginal returns tells us that sooner or later,  each additional unit of labour 
employed will cause smaller and smaller additions to GDP.  Once both the marginal 
product and average product of labour are falling (with each additional increment to 
labour),  we get an interesting result.  Although economic growth continues in the sense 
that total output is  growing,  material living standards are actually  falling  because aver-
age GDP  per person   is  falling (real GDP is growing more slowly than the population).  
If we are interested in growth in material living standards,  however,  we are concerned 
with increasing real GDP per person.    

   In the Neoclassical growth model with diminishing marginal returns,  increases in 
population (with a  xed stock of capital)  lead to increases in GDP but an eventual 
decline in material living standards.     

   2 .  Physical  and  Human  Capital  Accumulation.       Consider the accumulation of both physical 
and human capital.  Growth in physical capital occurs whenever there is  positive (net)  
investment in the economy.  For example,  if Canadian firms produce $300 billion of 
capital goods this year,  and only $40 billion is for the replacement of old,  worn-out 
equipment,  then Canadas capital stock increases by $260 billion.  

 How does human capital accumulate?  Human capital has several aspects.  One 
involves improvements in the health and longevity of the population.  Of course, these 
are desired as ends in themselves, but they also have consequences for both the size and 
the productivity of the labour force.  There is no doubt that improvements in the health of 
workers tend to increase productivity per worker-hour by cutting down on illness,  acci-
dents, and absenteeism.  A second aspect of human capital 
concerns specific training and educationfrom learning to 
operate a machine or software program to learning how 
to be a scientist.  Sometimes this increase in human capital 
occurs through on-the-job training; sometimes it occurs 
through formal educational programs.  Advances in know-
ledge allow us not only to build more productive physical 
capital but also to create more effective human capital.  
Also, the longer a person has been educated, the more 
adaptable and, hence, the more productive in the long run 
that person is in the face of new and changing challenges.    

  The accumulation of capitaleither physical or 
humanaffects GDP in a manner similar to population 
growth.  The law of diminishing marginal returns implies 
that,  eventually,  each successive unit of capital will add 
less to total output than each previous unit of capital.  

 There is,  however,  a major contrast with the case of 
labour-force growth because it is output  per person   that 

      Increases in the amount and quality of physical cap-
ital lead to improvements in the productivity of labour.  
These productivity improvements raise material living 
standards,  as measured by real per capita GDP.
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determines material living standards,  not output per unit of capital.  Thus,  for a con-
stant population, increases in the stock of physical or human capital always lead to 
increases in living standards because output  per person   increases.  However,  because the 
increases in capital are subject to diminishing marginal returns,  successive additions to 
the economys capital stock bring smaller and smaller increases in per capita output.    

   In the Neoclassical model,  capital accumulation leads to improvements in mate-
rial living standards, but because of the law of diminishing marginal returns,  these 
improvements become smaller with each additional increment of capital.     

   3 .  Balanced  Growth  with  Constant Technology.       Now consider what happens if labour and 
capital (both human and physical capital)  grow at the same rate.  This is  what econo-
mists call balanced  growth.  In this case,  the Neoclassical assumption of constant 
returns to scale means that GDP grows in proportion to the increases in inputs.  For 
example,  if capital and labour both increase by 2 percent per year,  then GDP also 
increases by 2 percent per year.  As a result,  per capita output (GDP/ L  )  remains con-
stant.  Thus,  balanced growth in labour and capital leads to growth in total GDP but 
unchanged per capita GDP.  

 Balanced growth can therefore  not  explain sustained increases in material living 
standards.  Increases in material living standards require  increases   in per capita output.    

   If capital and labour grow at the same rate, GDP will increase. But in the Neoclassical 
growth model with constant returns to scale, such balanced growth will not lead to 
increases in per capita output and therefore will not generate improvements in mate-
rial living standards.    

 To summarize,  the Neoclassical growth theory predicts that growth in the labour 
force alone leads to declining per capita income, while capital accumulation alone 
leads to positive but ever-diminishing growth rates of per capita income.  Increases in 
labour and capital together cause an increase in real GDP but leave per capita income 
unchanged.  What we observe in many countries around the world, however,  is sustained 
growth in real per capita incomes.  How does the Neoclassical theory explain this obser-
vation, if not through growth in labour or capital?  The answer is technological change, 
to which we now turn.       

   The Importance of Technological  Change    In Neoclassical growth theory, techno-
logical change is assumed to be exogenousthat is,  it is  not explained by the theory 
itself.  This is  an important weakness of the theory because it means that the theory is 
unable to explain what is undoubtedly the most important determinant of long-run 
improvements in living standards.  Even though it is exogenous to the model,  it is  neces-
sary to understand the nature of technological change, the important role it plays in 
economic growth,  and some ways to measure it.  In the next section we move beyond 
Neoclassical growth theory and see some more modern theories designed to explain the 
sources of technological change.  

 New knowledge and inventions can contribute markedly to the growth of potential 
output,  even without capital accumulation or labour-force growth.  To illustrate this 
point,  suppose the proportion of a societys resources devoted to the production of 

M25_RAGA3072_1 5_SE_C25. indd   598 08/01 /1 6   1 0:25 AM



C H A P TE R  2 5 :  LO N G - R U N  E C O N O M I C  G R OWTH 599

capital goods is just sufficient to replace capital as it wears out.  
If the old capital is  merely replaced in the same form, the capital 
stock will be constant,  and there will be no increase in the capacity 
to produce.  However,  if there is  a growth of knowledge so that as 
old equipment wears out it is  replaced by more productive equip-
ment,  then productive capacity will be growing.  

 The increase in productive capacity created by installing new 
and better capital goods is called   embodied technical change   .  
This term reflects the idea that technological improvements are 
contained in the new capital goods.  Thus,  even if the  quantity   of 
capital may be unchanged, improvements in its  quality   lead to 
increases in the economys productive capacity.  Embodied tech-
nical change has been enormously important through history and 
continues to be important today.  Consider how the invention of 
propeller and then jet airplanes has revolutionized transportation 
over the past 50 years,  or how the invention of the electronic com-
puter and satellite transmission has revolutionized communica-
tions over an even shorter period.  Indeed,  once you start thinking 
about embodied technical change,  you see many examples of it 
around you on a daily basis.    

 Less obvious but nonetheless important are technical changes 
that are embodied in  human   capital.  These are changes that result 
from a better-educated, more experienced labour force;  better 
management practices and techniques;  improved design,  market-
ing,  and organization of business activities;  and feedback from 
user experience leading to product improvement.    

    embodied  technical  

change     Technical  change that is 

intrinsic to  the particular capital  

goods in  use.    

      New and better microchips enhance the 
range of capabilities  of countless types of 
physical capital.  But such improvements in 
technology are  embodied  in the capital stock,  
making it difficult to  estimate the change in 
technology independently from the change in 
the capital stock.

   Many innovations are embodied in either physical or human capital.  These innova-
tions cause continual changes in the techniques of production and in the nature of 
what is  produced.  Embodied technical change leads to increases in potential output 
even if the amounts of labour and capital are held constant.    

 We have been discussing the benefits of technological change in terms of raising 
overall material living standards.  Ever since the Industrial Revolution,  however,  some 
workers have feared the effects of technological change.  After all,  changes in technol-
ogy are often responsible for workers losing their jobs as employers replace less effi-
cient labour with more efficient equipment.   Lessons from History 25-1   examines the 
relationship between technological progress and changes in employment.      

   Can  We Measure Technological  Change?     Technological change is obviously import-
ant.  You need only look around you at the current products and production methods 
that did not exist a generation ago,  or even a few years ago,  to realize how the advance 
of technology changes our lives.  But  how much   does technology change?  Unfortu-
nately,  technology is not something that is  easily measured and so it is very difficult to 
know just how important it is  to the process of economic growth.  

 In 1957, Robert Solow, an economist at MIT who was awarded the Nobel Prize 30 
years later for his research on economic growth, attempted to measure the amount of 
technical change in the United States.  He devised a way to infer from the data (under 
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some assumptions about the aggregate production function)  how much of the observed 
growth in real GDP was due to the growth in labour and capital and how much was 
due to technical change.  His method led to the creation of what is  now called the 
Solow residual.  The Solow residual is  the amount of growth in GDP that  cannot  be 
accounted for by observed growth in the labour force and capital stock.  Since Solow 
was thinking about changes in GDP as having only three possible sourceschanges in 
capital,  changes in labour,  and changes in technologythe residual  was naturally 
interpreted as a measure of technical change.  

 Today,  economists do not view the Solow residual as a precise estimate of the 
amount of technical change.  One reason is that much technical change is known to 
be embodied in new physical and human capital,  as we discussed earlier.  Thus,  capital 
accumulation and technological change are inherently connected.  For example,  imagine 

   LESSONS  FROM  H I STORY   2 5 -1   

 Should Workers Be Afraid of Technological  Change?  

 For centuries people have observed that technological 
change destroys particular jobs and have worried that it 
will destroy jobs in general.  Should they worry?  

 Technological change  does   destroy particular jobs.  
When water wheels were used to automate the produc-
tion of cloth in twelfth-century Europe,  there were riots 
and protests among the workers who lost their jobs.  A 
century ago,  50 percent of the labour force in North 
America and Europe produced the required food.  Today, 
in high-income countries less than 5  percent of the labour 
force is needed to feed all their citizens.  In other words,  
out of every 100 jobs that existed in 1900, 50 were in 
agriculture and 45  of those were destroyed by techno-
logical progress over the course of the twentieth century.  

 Individual workers  are therefore right to  fear that 
technological changes may destroy particular j obs.  
This  process  of j ob destruction has  been going on for 
centuries and will  undoubtedly continue in the future.  
Those individuals  who cannot retrain for j obs in other 
industries  or regions may suffer reduced wages or 
employment prospects.  This  concern is  especially acute 
for older workers who may find retraining difficult or 
who may find it difficult to  convince potential  new 
employers  to hire them.  

 What about the overall level of employment?  Do 
workers need to worry that technological changes will 
cause widespread unemployment?  Just as technological 
change destroys some jobs,  it also creates many new jobs.  
The displaced agricultural workers did not join the ranks 
of the permanently unemployedalthough some of the 
older ones may have,  their children did not.  Instead they,  
and their children,  took jobs in the expanding manufac-
turing and service industries and helped to produce the 
mass of new goods and servicessuch as automobiles,  

refrigerators,  computers,  and foreign travelthat have 
raised living standards over the century.  

 Worries that technological change will cause general 
unemployment have been recorded for centuries,  but,  
so far at least,  there is no sign that those displaced by 
technological change (or their children)  are being forced 
into the ranks of the permanently unemployed.  Over all 
of recorded history,  technological change has created 
more jobs than it has destroyed.  

 How about today?  Arent there good reasons to be 
more afraid of technological change now than in the past?  
Modern technologies have two aspects that worry some 
observers.  First,  they tend to be  knowledge intensive  .  A 
fairly high degree of literacy and numeracy, as well as 
familiarity with computers,  is  needed to work with many 
of these new technologies.  Second, through the process 
of globalization, unskilled workers in advanced coun-
tries have come into competition with unskilled work-
ers everywhere in the world.  Both of these forces are 
decreasing the relative demand for unskilled workers in 
developed countries and have led to falling relative wages 
for unskilled workers in countries like Canada.  If labour 
markets are insufficiently flexible,  this change in relative 
demand may also lead to some structural unemployment.  

 For these reasons,  some people blame the high 
unemployment rates in Europe (and to a lesser extent,  
in Canada)  on the new technologies.  This is  hard to rec-
oncile,  however,  with the fact that the lowest unemploy-
ment rates in the industrialized countries have been 
recorded in the United States,  the most technologically 
dynamic of all countries.  This suggests that the cause of 
high European unemployment rates may be not enough 
technological change and too much inflexibility in labour 
markets rather than too much technological change.  
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a firm that adds to its stock of capital by purchasing two new computers.  These new 
computers embody the latest technology and are more productive than the firms exist-
ing computers.  In this case,  there has been an increase in the capital stock but there 
has also been an increasethough not easily measuredin the level of technology.  
Solows method would attribute much of the change in (embodied)  technology to the 
change in the capital stock, even though we know that a technological change has also 
taken place.  Thus,  in the presence of embodied technical change that gets measured as 
increases in capital,  the Solow residual is,  at best,  an underestimate of the true amount 
of technological change.  

 Despite these problems, the Solow residual is still used by many economists in 
universities and government,  and it often goes by another namethe rate of growth of 
 total factor productivity   (  TFP  ) .     

    25.3    NEWER GROWTH  THEORIES   

 Some newer theories of economic growth go beyond the Neoclassical theory.  Economic 
growth is an active area of research in which there is debate over whether new theories 
are necessary, or whether the established theories do an adequate job of explaining the 
process of long-term economic growth.  

 In this section,  we give a brief discussion of two strands of this new researchmod-
els that emphasize  endogenous technological change   and models based on  increasing 
marginal returns  .  

   Endogenous Technological  Change  

 In Neoclassical growth theory, innovation increases the amount of output producible 
from a given level of factor inputs.  But this innovation is itself unexplained.  The Neo-
classical model thus views technological change as  exogenous  .  It has profound effects 
on economic variables but it is  not itself influenced by economic causes.  It just happens.  

 Yet research by many scholars has established that technological change is responsive 
to such economic signals as prices and profits; in other words, it is  endogenous   to the 
economic system.  Though much of the earliest work on this issue was done in Europe, the 
most influential overall single study was by an American, Nathan Rosenberg, whose 1982 
book  Inside the Black Box: Technology and Economics   argued this case in great detail.  

 Research and development and the innovation necessary to put the results of the 
R&D into practice are costly and risky activities;  firms undertake these activities in 
the expectation of generating profits.  It is  not surprising,  therefore,  that these activities 
respond to economic incentives.  If the price of some particular input,  such as petroleum 
or skilled labour, goes up, R&D and innovating activities may be directed to altering 
the production function to economize on these expensive inputs.  This process is  not 
simply a substitution of less expensive inputs for more expensive ones;  rather,  it is  the 
 development of new technologies   in response to changes in relative prices.  

 There are several important implications of this new understanding that,  to a great 
extent,  growth is achieved through costly,  risky, innovative activity that often occurs in 
response to economic signals.  

   Learning by Doing    The pioneering theorist of innovation, Joseph Schumpeter (1883
1950),  developed a model in which innovation flowed in one direction from a pure 
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discovery upstream,  to more applied R&D, then to working machines,  and finally 
to output downstream.  

 In contrast,  modern research shows that innovation involves a large amount of 
 learning by doing  at all of its stages.  What is learned downstream then modifies what 
must be done upstream.  The best innovation-managing systems encourage such feed-
back  from the more applied steps to the purer researchers and from users to designers.  

 This interaction is illustrated,  for example,  by the differences that existed for many 
years between the Japanese automobile manufacturers and their North American com-
petitors in the design and production of new models.  North American design was trad-
itionally centralized:  design production teams developed the overall design and then 
instructed their production sections and asked for bids from parts manufacturers to 
produce according to specified blueprints.  As a result,  defects in the original design 
were often not discovered until production was underway, causing many costly delays 
and rejection of parts already supplied.  In contrast,  Japanese firms involved their design 
and production departments and their parts manufacturers in all stages of the design 
process.  Parts manufacturers were not given specific blueprints for production;  instead, 
they were given general specifications and asked to develop their own detailed designs.  
As they did so,  they learned.  They then fed information about the problems they were 
encountering back to the main designers while the general outlines of the new model 
were not yet finalized.  As a result,  the Japanese were able to design a new product 
faster,  at less cost,  and with far fewer problems than were the North American firms.  
Since that time,  however,  the North American automotive firms have adopted many of 
these Japanese design and production methods.   

   Knowledge Transfer    The diffusion of technological knowledge from those who have 
it to those who want it is  not costless.  We often think that once a production process is  
developed, it can easily be copied by others.  In practice,  however,  the diffusion of new 
technological knowledge is not so simple.  Firms need research capacity just to adopt 
the technologies developed by others.  Some of the knowledge needed to use a new 
technology can be learned only through experience by plant managers,  technicians,  
and operators.  

 For example,  research has shown that most industrial technologies require 
technology-specific organizational skills that cannot be embodied  in the machines 
themselves,  in instruction books,  or in blueprints.  The needed knowledge is  tacit  in the 
sense that it can be acquired only by experiencemuch like driving a car or playing a 
video game.  Acquiring tacit knowledge requires a deliberate process of building up new 
skills,  work practices,  knowledge,  and experience.  

 The fact that diffusion is a costly and time-consuming process explains why new 
technologies take considerable time to diffuse,  first through the economy of the ori-
ginating country and then through the rest of the world.  If diffusion were simple and 
virtually costless,  the puzzle would be why technological knowledge and best industrial 
practices did not diffuse very quickly.  As it is,  decades can pass before a new techno-
logical process is  diffused everywhere that it could be employed.   

   Market Structure and  Innovation     Because it is  risky, innovation is encouraged by 
strong rivalry among firms and discouraged by monopoly practices.  Competition 
among three or four large firms often produces much innovation, but a single firm, 
especially if it serves a secure home market protected by trade barriers,  often seems 
much less inclined to innovate.  The reduction in trade barriers over the past several 
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decades and the increasing globalization of markets as a result of falling transportation 
and communication costs have increased international competition.  Whereas one firm 
in a national market might have had substantial monopoly power three or four dec-
ades ago, today it is  more likely to be in intense competition with firms based in other 
countries.  This greater international competition generally leads to more innovation.  

 An important implication of this idea is that policies that make firms more com-
petitiveeither by lowering protective tariffs or by reducing domestic regulations that 
hamper competitionare likely to have a positive effect on the amount of innovation 
and thus on an economys rate of growth of productivity.  This is a central conclusion 
in William Lewiss  The Power of Productivity  ,  an influential book published in 2004.   

   Shocks and Innovation    One interesting consequence of endogenous technical change 
is that shocks that would be unambiguously adverse to an economy operating with 
fixed technology can sometimes provide a spur to innovation that proves a blessing in 
disguise.  A sharp rise in the price of one input can raise costs and lower the value of 
output per person for some time.  But it may lead to a wave of innovations that reduce 
the need for this expensive input and,  as a side effect,  greatly raise productivity.  

 Sometimes individual firms will respond differently to the same economic signal.  
Sometimes those that respond by altering technology will do better than those that concen-
trate their efforts on substituting within the confines of known technology.  For example,  
several years ago when the consumer electronics industry was beset with high costs in 
both Japan and the United States, some U.S.  firms moved their operations abroad to avoid 
high, rigid labour costs.  They continued to use their existing technology and went where 
labour costs were low enough to make that technology pay.  Their Japanese competitors,  
however, stayed at home.  They innovated away most of their labour costs and then built 
factories in the United States to replace the factories of U.S.  firms that had gone abroad!    

   I ncreasing Marginal  Returns  

 We saw earlier that Neoclassical theories of economic growth assume that investment 
in capital is  subject to diminishing marginal returns.  Some research suggests,  however,  
the possibility of  increasing returns   that remain for considerable periods of time:  As 
investment in some new geographic area,  new product,  or new production technology 
proceeds through time,  new increments of investment are often  more   productive than 
previous increments.  The sources of such increasing returns fall under the two general 
categories of  market-development costs   and  knowledge  .  

   Market-Development Costs    For three reasons there may be important costs associ-
ated with the initial development of a market.  These costs result in increasing marginal 
returns to investment.  

    1.  Investment in the early stages of development of a country, province,  or town 
may create new skills and attitudes in the workforce that are then available to all 
subsequent firms,  whose costs are therefore lower than those encountered by the 
initial firms.   

   2.  Each new firm may find the environment more and more favourable to its invest-
ment because of the physical infrastructure that has been created by those who 
came before.   
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   Knowledge    Many of the newer growth theories  shift the emphasis  from the eco-
nomics of goods to  the economics of  ideas  .  Physical goods,  such as  factories  and 
machines,  exist in one place at one time.  This  has  two consequences.  First,  when 
physical  goods are used by someone,  they cannot be used by someone else.  Second, 
if a  given labour force is  provided with more and more physical  objects  to use in 
production,  sooner or later diminishing marginal returns will  be encountered.  

 Ideas  have different characteristics.  Once someone develops an idea,  it is  avail-
able for use by everyone.  For example,  if one firm uses  a  truck,  another firm cannot 
use it at the same time;  but one firms  use of a  revolutionary design for a  new suspen-
sion system on a truck does not prevent other firms from using that design as  well.  
(For those who have studied microeconomics,  some knowledge has  aspects  that 
make it  a   public good  ,   as  we discussed in   Chapter   1 6   .  )  

 Ideas  are also  not necessarily subj ect to  diminishing marginal  returns.  As  our 
knowledge increases,  each increment of new knowledge does  not inevitably add 
less  to  our productive  ability than each previous  increment.  Indeed,  the reverse  is  
often the  case:  one new idea may spawn several  additional  ideas  that build on or 
extend it  in some ways.  For example,  the  discovery of genes  and the  subsequent 

 The behaviour of customers is  also 
important.  When a new product is  developed,  

customers will often resist adopting it,  both because they may be conservative and 
because they know that new products often experience growing pains.  Customers 
also need time to learn how best to use the new product.       Many potential users take 
the reasonable approach of letting others try a new product,  following only after the 
products success has been demonstrated.  This makes the early stages of innovation 
especially costly and risky for the firms involved.      

   3.  The first investment in a new product will 
encounter countless production problems 
that,  once overcome, cause fewer prob-
lems to subsequent investors.    

 In each of these examples,  the returns to 
later investment are greater than the returns 
to the same investment made earlier for the 
simple reason that the economic environ-
ment becomes more fully developed over 
time.  Early firms must incur costs in order 
to develop various aspects of the market,  but 
some benefits of this development are then 
reaped by later firms that need not incur these 
costs.  As a result,  the investment returns for 
followers  can be substantially greater than 
the investment returns for pioneers.  

      The development of the electric car has been expensive for those 
companies involved at early stages.  As a result,  there may be signifi-
cant advantages to other firms who follow the pioneers.

    Successive increments of investment associated with an innovation often yield a 
range of increasing marginal returns as costs that are incurred in earlier investment 
expenditure provide publicly available knowledge and experience and as customer 
attitudes and abilities become more receptive to new products.     
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work on gene technology has  spawned entire 
biotechnology industries  that are revolutionizing 
aspects  of medicine,  agriculture,  and environ-
mental  control.  

 Ideas  produce what is  called  knowledge-
driven growth.   New knowledge provides  the 
input that allows investment to  produce increas-
ing rather than diminishing marginal returns.  
Because there are no practical  limits  to  human 
knowledge,  there need be no immediate bound-
aries  to  finding new ways to  produce more output 
by using less  of all  inputs.    

      A  computer is a private good because if I own it then you 
cannot also own it.  But the knowledge required to build the 
computer is a public good.  And knowledge,  unlike traditional 
factors of production,  is not necessarily subject to the law of 
diminishing returns.

   Neoclassical growth theories  gave economics 
the name  the dismal science  by emphasiz-
ing diminishing marginal returns  under con-
ditions  of given technology.  Newer growth 
theories  are more optimistic because they 
emphasize the unlimited potential of knowl-
edge-driven technological change.    

 Probably the most important contrast between these ideas-based theories  and 
the Neoclassical  theory concerns  investment and income.  In the Neoclassical  model,  
diminishing marginal returns  to  investment imply a  limit to  the possible  increase of 
per capita GDP.  In the newer theories,  investment alone can hold an economy on a 
 sustained growth path  in which per capita GDP increases  without limit,  provided 
that the investment embodies  the results  of continual  advances  in technological 
knowledge.     

    25.4   ARE THERE LIMITS TO GROWTH?   

 Many opponents  of growth argue that sustained growth of the world economy is 
undesirable;  some argue that it  is  impossible.  The idea that economic growth is 
limited by nature is  not new.  In the early 1 970s,  a  group called the Club of Rome  
published a  book entitled  The Limits  to  Growth  ,  which focused on the limits  to 
growth arising from the finite  supply of natural  resources.  Extrapolating from the 
oil  shortages  and price increases  caused by the OPEC cartel,  the Club of Rome con-
cluded that industrialized countries  faced an imminent absolute limit to  growth.  Do 
such limits  really exist?  We now discuss  the two issues  of resource exhaustion and 
environmental  degradation.    

   Resource Exhaustion   

 The years  since the Second World War have seen a  rapid acceleration in the con-
sumption of the worlds  resources,  particularly fossil  fuels  and basic minerals.  
World population has  increased from fewer than 2.5  billion to  more than 7 billion 
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in that period;  this  increase alone has  intensified the demand for the worlds  resour-
ces.  Furthermore,  as  people attain higher incomes,  they generally consume more 
resources.  Thus,  not only are there more people in the world,  but many of those 
people are consuming increasing quantities  of resources.  

 Most everyone in the world today would like to achieve a standard of living equal 
to that of the average Canadian family.  Unfortunately,  the worlds current resources 
and its present capacity to cope with pollution and environmental degradation are 
insufficient to accomplish this rise in global living standards with present technology.  

 Most economists,  however,  agree that absolute limits to growth,  based on the 
assumptions of constant technology and fixed resources,  are not relevant.  As empha-
sized by the growth theories we discussed in the previous section,  technology changes 
continually,  as do the available stocks of resources.  For example,  75  years ago,  few 
would have thought that the world could produce enough food to feed its present popu-
lation of 7 billion people,  let alone the 10 billion at which the population is projected to 
stabilize sometime later this century.  Yet significant advances in agricultural methods 
make this task now seem feasible.  Further,  while existing resources are being depleted,  
new ones are constantly being discovered or developed.  One example is  the massive 
expansion in U.S.  oil and gas production that has occurred since the late 2000s.  The oil 
and gas reserves currently being exploited were virtually unknown a decade earlier but 
technological improvements allowed them to be developed to such an extent that the 
United States is  now forecast to be the worlds largest oil producer in just a few years.  

 Another consideration relates to both resource use and technological progress.  
Along with advances in technological knowledge typically comes an increase in the 
economys  resource efficiency  a reduction in the amount of resources used to produce 
one unit of output.  In Canada, for example,  an average dollar of real GDP is currently 
produced with nearly 40 percent less energy than was the case in 1978, and if we 
focus just on petroleum use,  the reduction is almost 50 percent.  More generally,  every 
dollars worth of real GDP produced in the world has used steadily fewer resources 
over the past century.  Part of this reduction is due to an improvement in the efficiency 
with which resources are used; part is  due to the gradual shift toward the production 
of services (and away from the production of goods)  in world GDP.  Improvements in 
resource efficiency do not eliminate the concerns about resource exhaustion,  but they 
do underline the importance of recognizing the role of technological change when con-
sidering limits to economic growth.    

   Technology is  constantly advancing, and many things that seemed impossible a 
generation ago will be commonplace a generation from now. Such technological 
advance makes any absolute limits to economic growth less likely.    

 Yet there is  surely cause for concern.  Although many barriers can be overcome by 
technological advances,  such achievements are not instantaneous and are certainly not 
automatic.  There is  a critical problem of timing:  How soon can we discover and put 
into practice the knowledge required to solve the problems that are made ever more 
imminent by the growth in the population, the affluence of the rich nations,  and the 
aspirations of the billions who now live in poverty?  There is  no guarantee that a whole 
generation will not be caught in transition between technologies,  with enormous social 
and political consequences.  
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 A final point worth noting is that 
the extent of resource depletion is not 
something that  just happens.  Since 
natural resources are typically owned 
by the public,  government policy can 
be used to influence the rate of resource 
extraction if that objective is  deemed 
to be appropriate.  If we fail to protect 
some key natural resources,  it will not 
be because we lacked the ability or 
the technology to do so,  only that we 
lacked the political will to make con-
tentious and difficult decisionsdeci-
sions that may nonetheless be in our 
long-run interests.   

   Environmental  Degradation   

 A more important problem associated 
with economic growth is the genera-
tion of pollution and the degradation of our natural environment.  Air,  water,  and soil 
are polluted by a variety of natural activities,  and,  for billions of years,  the environ-
ment has coped with them.  Earths natural processes had little trouble coping with the 
pollution generated by its 1  billion inhabitants in 1800.  But the 7 billion people who 
now exist put such extreme demands on our ecosystems that there are now legitimate 
concerns about environmental sustainability.  Smoke, sewage, chemical waste,  hydro-
carbon and greenhouse-gas emissions,  spent nuclear fuel,  and a host of other pollutants 
threaten to overwhelm Earths natural regenerative processes.      

      The development of the Alberta oil sands has significantly increased Canadas 
oil-production capacity.  At the same time,  it has raised concerns regarding 
environmental degradation,  including substantial emissions of greenhouse gases.

    Conscious  management of pollution was  unnecessary when the worlds  popu-
lation was  1  billion people,  but such management has  now become a pressing 
matter.    

 Reducing the extent of environmental degradation, however,  is  different from 
advocating an anti-growth  position.  To put it differently,  there is  nothing incon-
sistent about an economy displaying  both   high rates of economic growth and active 
environmental protection.  As students of microeconomics will recognize,  an important 
part of a policy designed to reduce the extent of environmental degradation is to get 
polluters (firms and households)  to face the full cost of their polluting activitiesespe-
cially the external costs that their activities impose on society.  This often involves levy-
ing some form of tax on polluters for every unit of pollution emitted.  Although such 
policies,  if stringently enforced,  will lead to output reductions in specific industries,  
they need not lead to reductions in the  overall  level of economic activity.  And long-run 
economic growth is related to growth in the overall level of economic activity,  not to 
the growth of specific industries.  
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 Furthermore,  many technological  advances  reduce the  amount of pollution 
per unit of output and also  reduce the  costs  of dealing with whatever pollution 
remains.  Rich,  advanced economies,  such as  Canada,  the United States,  and the 
European Union,  create  less  pollution per dollar of GDP and find it  easier to 
bear the  cost of pollution clean-up than do poorer,  less  technologically advanced 
economies.  

 None of this  implies  that environmental  issues  are  not serious.  It  is  possible 
that our management of these  issues  will  be  sufficiently inadequate  that growth 
will  be  impaired and our living standards  will  suffer by significant amounts.  If this 
happens,  it  will  probably  not   be  because we lacked the technology or know-how 
to  solve  these problems once they were recognized.  If we do create  environmental 
disasters,  more likely it  will  be  because we failed to  respond quickly enough ( if at 
all)  to  the growing dangers  as  they were occurring.  

 Most climate scientists  believe,  for example,  that we may already be too late 
to  reverse the  forces  leading to  global  climate change and that significant increases 
in sea level  are  now a  virtual  certainty over the  next few decades.  However,  most 

 There is no doubt that Earths average surface temper-
ature has been rising over the past century,  and that the 
increase has been unevenly distributed,  from less than 
1 C near the equator to over 5C near the poles.  As a 
result of this global warming, the polar ice caps have 
been melting significantly,  the worlds deserts have been 
gradually increasing in size,  and extreme weather events 
are becoming more frequent and severe.  The melting of 
the Antarctic and Greenland ice caps is predicted to cause 
a significant increase in sea level,  with potentially catas-
trophic effects for the many highly populated island and 
coastal regions of Asia and Africa.  The creeping desert-
ification and changing rainfall patterns are predicted to 
cause significant reductions in agricultural productivity,  
especially in the developing countries.  The effects of 
climate change will be felt by people in many countries,  
but the most dramatic effects are likely to be experienced 
in the lowest-income countries least prepared to shoulder 
the burden.  

 Although the underlying cause of the rising global 
temperatures is still debated,  the bulk of the scientific 
evidence points to a clear causal link.  The burning of 
fossil fuels leads to the emission of carbon dioxide and 
other greenhouse gases,  which accumulate in the 
atmosphere and remain there for many years.  This rising 

   APPLYI NG  ECONOM IC  CONCEPTS  25 -3  

 Climate Change and Economic Growth   

atmospheric concentration of gases acts like a green-
house to lock in the suns warmth, thus increasing aver-
age global temperature.  

 The worlds annual emissions of greenhouse gases 
have been increasing steadily,  broadly in line with the 
growth of the world economy.  In the absence of poli-
cies aimed at reducing these emissions,  they are predicted 
to approximately double between today and 2050.  Yet 
the weight of scientific evidence suggests that in order 
to stabilize the atmospheric concentration of greenhouse 
gases (at a level well above todays) ,  and thus to stabilize 
Earths average temperature (at a level 1   to 2C above 
todays average temperature),  annual emissions will need 
to fall by 80 to 90 percent from  current  levels by 2050.  
Achieving such reductions will likely affect the worlds 
economic growth.  

 What is the connection between global warming 
and economic growth?  First,  modern economic growth 
is a significant cause of global warming.  Since energy is 
an important input to production for most goods and 
services,  and since the burning of fossil fuels is  currently 
one of the most efficient ways to produce energy,  it is  
not surprising that a close relationship exists between 
the growth of real GDP and the growth of greenhouse-
gas emissions.  But reducing emissions by reducing world 
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GDP is probably both unrealistic and undesirable.  As the 
worlds population continues to grow, and the people of 
the developing world strive to increase their per capita 
incomes to levels closer to ours,  there will inevitably be a 
rise in global GDP.  

 A more realistic way to reduce greenhouse-gas emis-
sions is to reduce our reliance on energy and, in particu-
lar,  our reliance on those forms of energy that release 
greenhouse gases into the atmosphere.  Most economists 
argue that the most effective policy to reduce the worlds 
emissions of greenhouse gases involves placing a price 
on the emission of greenhouse gases,  either through a 
direct tax (such as a carbon tax)  or by directly restrict-
ing the amount of total emissions and then allowing the 
distribution of emissions among firms to be determined 
through the trading of emissions permits (a cap-and-
trade  system).  Either policy approach will increase the 
cost associated with emitting greenhouse gases and thus 
will create incentives for firms and households to use 
non-emitting forms of energy.  Incentives will also be cre-
ated for the further development of non-emitting energy 
sources such as solar,  wind, nuclear,  and hydroelectricity.  

 Since these policies will be effective only by impos-
ing costs on firms and households,  their use will high-
light a second connection between economic growth 

and global warming.  These higher costs will eventually 
lead to the adoption of cleaner energy systems and thus 
a reduction of greenhouse-gas emissions.  But unless the 
carbon prices are matched with other growth-enhancing 
policies,  such as reductions in income taxes,  the overall 
effect will likely be a reduction in the rate of economic 
growth.  Over the long term, however,  once the econ-
omy adjusts to the new and possibly more efficient fuel 
sources,  it is  possible that the rate of economic growth 
would increase.  

 Policymakers are thus faced with difficult choices.  
If their objective was to make such choices sensibly,  they 
would first need to estimate the costs to the economy of 
taking the business as usual  approach and thus experi-
encing the predicted changes in the world climate over 
the next several decades.  Then they would need to esti-
mate the costs associated with taking aggressive policy 
actions designed to dramatically reduce the emission of 
greenhouse gases.  Finally,  they would need to choose 
a policy approach,  appropriately weighing the costs of 
inaction against the costs of action.  These would be very 
difficult decisions to make,  partly because of the uncer-
tainty surrounding the impact of any policies and partly 
because of the considerable political pressures generated 
by advocates on both sides of the debate.  

agree  that there  is  still  time to  take actions  that could stabilize  Earths  climate over 
the  course of this  century.  Concerted global  actions  and considerable  political  will 
in many countries  must be  part of the  solution.   Applying Economic Concepts  25-3
explores  in more detail  the  problem of climate change caused by greenhouse-gas 
emissions  associated with the  burning of fossil  fuels.   

   Conclusion   

 The world faces  many problems.  Starvation and poverty are  the  common lot of 
citizens  in  many countries  and are  not unknown even in such countries  as  Canada 
and the  United States,  where average living standards  are  very high.  Growth has 
raised the  average citizens  of advanced countries  from poverty to  plenty in the 
course  of two centuriesa short time in terms of human history.  Further growth 
is  needed if people in developing countries  are  to  escape material  poverty,  and 
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    S U MMARY  

    25.1          THE NATURE OF ECONOMIC GROWTH  LO 1,  2    

     Long-term economic growth refers to sustained increases 
in potential GDP.   

    The cumulative effects of even small differences in growth 
rates become very large over periods of a decade or more.   

    The most important benefit of growth lies in its contri-
bution to raising average material living standards.   

    Growth also facilitates the redistribution of income 
among people.   

    The opportunity cost of growth is the reduction of con-
sumption as resources are used instead for investment 
in capital goods.   

    An additional cost of growth is the personal losses to 
those whose skills are made obsolete by the economic 
disruption caused by growth.   

    There are four major determinants of growth:  increases 
in the labour force; increases in physical capital;  increases 
in human capital;  and improvements in technology.     

    25.2        ESTABLISHED THEORIES OF ECONOMIC GROWTH  LO 3    

     The long-run relationship among saving,  investment,  
and economic growth is most easily observed in the 
market for financial capital,  in which the interest rate 
is determined by the equality of desired investment and 
desired national saving.   

    Increases in the supply of national saving will reduce the 
interest rate and encourage more investment by firms,  
thus increasing the rate of growth of potential output.   

    Increases in the demand for investment will increase the 
interest rate and encourage an increase in household 
saving.  The higher saving (and investment)  in equilib-
rium leads to a higher growth rate of potential output.   

    Neoclassical growth theory assumes an aggregate pro-
duction function that displays diminishing marginal 
returns (when one factor is changed in isolation)  and 

constant returns to scale (when all factors are changed 
in equal proportions).   

    In a balanced growth path,  the quantity of labour,  
the quantity of capital,  and real GDP all increase at a 
constant rate.  But since per capita output is constant,  
material living standards are not rising.   

    Changes in output that cannot be accounted for by 
changes in the levels of physical and human capital and 
in the size of the labour force are called growth in total 
factor productivity (TFP).   

    In the Neoclassical growth model,  technological change 
is assumed to be exogenousunaffected by the size of 
the labour force,  the size of the capital stock, or the level 
of economic activity.     

further growth would also  help  advanced countries  to  deal  with many of their 
pressing economic problems.  

 Rising population and consumption,  however,  put pressure  on the  worlds  nat-
ural  ecosystems,  especially through the many forms of pollution.  Further growth 
can only occur if it  is   sustainable   growth,  that is  in turn based on knowledge-
driven technological  change.  Past experience suggests  that new technologies  will 
use  less  of all  resources  per unit of output.  But if they are to  dramatically reduce 
the  demands  placed on Earths  ecosystems,  price and policy incentives  will  be 
needed to  direct technological  change in more environmentally sustainable ways.  
Just as  present technologies  are  much less  polluting than the  technologies  of a  cen-
tury ago,  the  technologies  of the  future  need to  be made much less  polluting than 
todays.    

  There  is  no  guarantee that the  world will  solve  the  problems of sustainable 
growth in the  time available,  but there  is  nothing in modern growth theory and 
existing evidence to  suggest that such an achievement is  impossible.     
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    25.3        NEWER GROWTH  THEORIES LO 4    

     Unlike the Neoclassical growth theory,  newer growth 
theories emphasize endogenous technological change 
that responds to market signals,  such as prices and prof-
its.  In addition, shocks that would be adverse in a setting 
of fixed technology may provide a spur to innovation 
and result in technological improvements.   

    These  growth theories  also  suggest that investment 
embodying new technologies  may be  subj ect  to 
 increasing   rather than diminishing marginal  returns.  

Investment that embodies  a  continuing flow of new 
technologies  can explain ongoing growth in per cap-
ita  incomes  caused by capital  accumulationa phe-
nomenon difficult to  explain with the  Neoclassical 
growth model.   

    New knowledge is an important input to the growth 
process and, because it is  a public good that can be used 
simultaneously by many, it is  not subject to diminishing 
marginal returns.     

    25.4       ARE THERE LIMITS TO GROWTH? LO 5    

     Without ongoing technological change,  world living 
standards could not be raised to those currently existing 
in the developed nations.   

    Rising population and rising real incomes place pressure 
on resources.  Technological improvements,  however,  
lead to less resource use per unit of output produced 
and also to the discovery and development of new 
resources.   

    Earths environment could cope naturally with much of 
human pollution 200 years ago,  but the present popu-
lation and level of output is so large that pollution has 
outstripped many of natures coping mechanisms.   

    Although problems associated with environmental deg-
radation have been surmounted in the past,  there is 
no guarantee that the ones now being encountered,  
such as the effects of climate change,  will be effectively 
addressed by policies before the effects can be reversed.      

    The cumulative nature of growth   
   Benefits and costs of growth   
   The market for financial capital and 
the equilibrium interest rate   

   Saving,  investment,  and growth   

   Neoclassical growth theory   
   The aggregate production function   
   Diminishing marginal returns   
   Constant returns to scale   
   Balanced growth   

   Endogenous technical change   
   Increasing marginal returns to 
investment   

   Resource depletion   
   Environmental degradation     
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step guided instructions to help you find the right answer.   
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optimistic because they emphasize the unlimited 
potential of             .      

     In the text we said that,  over many years,  small differ-
ences in growth rates can have large effects on the level 
of income.  This question will help you understand this 
important point.  Consider an initial value of real GDP 
equal to Y 0  .  If real GDP grows at a rate of  g  percent 
annually,  after  N  years real GDP will equal Y 0  (1  +  
 g )   N  .  Now consider the following table.  Let the initial 
level of GDP in all cases be 100.    

 Real GDP with Alternative Growth Rates

 1% 1.5% 2% 2.5% 3% 3.5%

Year (1 ) (2) (3) (4) (5) (6)

 0 100 100 100 100 100 100
 1      
 3      
 5      
10      
20      
30      
50      

    a.  By using the formula provided above,  compute the 
level of real GDP in column 1  for each year.  For 
example,  in Year 1 ,  real GDP will equal 100(1 .01 )  1   
=  1 01 .  For each year,  compute the GDP to two 
decimal places.   

   b.  Now do the same for the rest of the columns.   
   c.  In Year 20,  how much larger ( in percentage terms)  

is real GDP in the 3  percent growth case compared 
with the 1 .5  percent growth case?   

   d .  In Year 50,  how much larger ( in percentage terms)  
is real GDP in the 3  percent growth case compared 
with the 1 .5  percent growth case?      

     The diagram below shows two paths for aggregate con-
sumption. One grows at a rate of 3 percent per year; the 
other grows at 4 percent per year but begins at a lower level.    

 Time
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Path 2:
4%  growth

Path 1 :
3%  growth

   

      Fill in the blanks to make the following statements 
correct.  

    a.  Long-run, sustained increases in potential output 
are called           .   

   b.  Increases in material living standards occur with 
increases in real           .   

   c.  An important cost of economic growth is the sac-
rifice of current            in exchange for investment 
that raises future           .   

   d.  Four major determinants of growth examined in 
this chapter are 

                   
                  
                  
                       

     In this chapter,  we developed a theory of the market for 
financial capital.  Using that theory,  fill in the blanks to 
make the following statements correct.  

    a.  An increase in the real interest rate leads to a(n)  
             in the amount of national saving as house-
holds reduce their             .   

   b.  An increase in the interest rate leads firms to 
             their amount of desired investment.   

    c.  In the long run, with output equal to potential,  equi-
librium in the market for financial capital determines 
the interest rate as well as the amount of              and 
             in the economy.   

   d.  Following a shift in either the supply of national 
saving or the demand for investment,  there will be 
a change in both the equilibrium              and the 
amount of              in the economy.   

   e.  An increase in the amount of the economys resour-
ces devoted to              leads to an increase in the 
growth rate of             .      

     Fill in the blanks to make the following statements 
correct.  

    a.  An important aspect of Neoclassical growth theory 
is that increases in the supply of one factor,  all else 
held constant,  imply eventually              marginal 
returns to that factor.   

   b.  In Neoclassical growth theory,  an increase in the 
labour force alone              total output and              the 
level of per capita output.   

   c.  When a new and better harvesting machine replaces 
an old harvesting machine on a farm and is more 
productive than the old one,  we say there has been 
             technical change.   

   d.  Some newer growth theories are based on the 
assumption that technological change is              to 
the economic system; others are based on the pos-
sibility that there are              marginal returns to 
investment.   

   e.  Neoclassical  growth theories  are pessimistic 
because they emphasize              returns with a given 
state of             .  Modern growth theories are more 
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    a.  Suppose the economy jumps from Path 1  to Path 
2 in Year 0 because its rate of capital accumula-
tion increases.  What is the opportunity cost in this 
economy for this increase in capital accumulation?   

   b.  Suppose the economy jumps from Path 1  to Path 
2 in Year 0 because its rate of R&D (research and 
development)  expenditures increases.  The greater 
R&D leads to technological improvements that 
generate the higher growth rate.  What is the 
opportunity cost to this economy for the increase 
in R&D expenditures?   

   c.  Given the two paths in the diagram, can you offer a 
way to identify the break-even  point for making 
the jump from Path 1  to Path 2?  Explain.      

     The table below shows aggregate values for a hypo-
thetical economy.  Real GDP is equal to potential GDP.  
Figures are billions of dollars.    

Potential GDP 950

Net tax revenue 125

Government purchases 140

Desired investment  10

Desired consumption 800

    a.  What is the level of private saving?   
   b.  What is the level of public saving?   
   c.  What is the level of national saving?   
   d.  Is the interest rate at its equilibrium level?  How do 

you know?      

     Consider an economy in the long run with real GDP 
equal to the level of potential output,   Y * .  

    a.  Draw the diagram of the market for financial cap-
ital.  Explain the slopes of the investment demand 
curve and the national saving curve.   

   b.  Suppose the government pursued a fiscal contrac-
tion by reducing the level of government purchases.  
Explain what would happen to the equilibrium 
interest rate,  the amount of investment in the econ-
omy, and the long-run growth rate.   

   c.  Now suppose the fiscal contraction occurs by 
increasing taxes.  Explain what effect this would 
have on the interest rate,  investment,  and long-run 
growth rate.  (Hint:  An increase in taxes is likely to 
reduce disposable income and thus reduce aggre-
gate consumption.)      

     Consider the market for financial capital and the rela-
tionship among saving,  investment,  and the interest 
rate.  In what follows, assume that the economy is in a 
long-run equilibrium with  Y =  Y * .  

    a.  Suppose the government wants to encourage national 
saving.  How could it do this, and what would be the 
effects of such a policy?  Illustrate in a diagram.   

   b.  Suppose instead that the government wants to 
encourage investment.  How might this be accom-
plished, and what would be the effects?  Illustrate in 
a diagram.   

   c.  It is  often heard in public debate that high interest 
rates are bad for investment and growth.  Is this 
true?  Can you come up with a simple rule of thumb 
to describe the relationship between interest rates,  
investment,  and growth?      

     The Neoclassical growth theory is based on the exist-
ence of an aggregate production functionshowing 
the relationship between labour (  L  ) ,  capital (  K  ) ,  tech-
nology (  T ) ,  and real GDP (  Y ) .  The table below shows 
various values for  L  ,   K  ,  and  T.   In all cases,  the aggre-
gate production function is assumed to take the fol-
lowing form:    

   Y = T * 1KL    

Labour 
(  L  )

Capital 
(  K )

Technology 
(  T )

Real GDP 
(  Y )

10 20 1 
15 20 1 
20 20 1 
25 20 1 

10 20 1 
15 30 1 
20 40 1 
25 50 1 

20 20 1 
20 20 3 
20 20 4 
20 20 5 

    a.  Compute real GDP for each case and complete the 
table.   

   b.  In the first part of the table,  capital is  constant but 
labour is increasing.  What property of the produc-
tion function is displayed?  Explain.   

   c.  In the second part of the table,  capital and labour are 
increasing by the same proportion.  What property 
of the production function is displayed?  Explain.   

   d.  What type of growth is being shown in the third 
part of the table?      

     In this chapter we discussed four major determinants 
of growth in real output:  increases in the labour force,  
increases in the stock of physical capital,  increases in 
human capital,  and improvements in technology.  

    a.  For each of the four determinants,  give an example 
of a government policy that is likely to increase 
growth.   

   b.  Discuss the likely cost associated with each policy.   
   c.  Does one of your proposed policies appear better 

( in a costbenefit sense)  than the others?  Explain.      
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     In the early 1970s the Club of Rome, extrapolating 
from the rates of resource use at the time, predicted 
that the supply of natural resources (especially oil)  
would be used up within a few decades.  Subsequent 
events appear to have proven them wrong.  

    a.  What is  predicted to happen to the price of oil (and 
other natural resources)  as population and per cap-
ita incomes rise?   

   b.  Given your answer to part (a) ,  what is the likely 
response by firms and consumers who use such 
resources?   

   c.  Explain why resource exhaustion should,  through 
the workings of the price system, lead to techno-
logical developments that reduce the use of the 
resource.      

     Dr.  David Suzuki,  an opponent of further economic 
growth, has argued that despite the fact that  in the 
twentieth century the list of scientific and technological 
achievements has been absolutely dazzling,  the costs 
of such progress are so large that negative economic 
growth may be right for the future.  Policies to achieve 
this include rigorous reduction of waste,  a question-
ing and distrustful attitude toward technological prog-
ress,  and braking demands on the globes resources.  
Identify some of the benefits and costs of economic 
growth, and evaluate Suzukis position.  What govern-
ment policies would be needed to achieve his ends?           
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 Money and Banking   

   IN  the next three chapters,      we look at the role of 

money and monetary policy.  The role of money may 

seem obvious to most readers:  money is what people use 

to buy things.  Yet as we will see,  increasing the amount 

of money circulating in Canada may not make the 

average Canadian better off in the long run.  Although 

money allows those who have it to buy someone 

elses output,  the total amount of goods and services 

available for everyone to buy depends on the total 

output produced, and thus may be unaffected by the 

total amount of money circulating in the economy.  In 

other words, an increase in the quantity of money may 

not increase the level of potential real GDP.  However,  

most economists agree that changes in the amount of 

money have important short-run effects on national 

income.  A complete understanding of moneys role in 

the economy requires that we recognize the distinction 

between the short run and the long run.  

 We begin by talking in detail about what money 

is and how it evolved over the centuries to its current 

form.  We then examine the Canadian banking system, 

which includes a central bank (the Bank of Canada)  

and many commercial banks.  Finally,  we explain the 

process whereby commercial banks create  money, 

seemingly out of thin air.  This money creation pro-

cess will play a central role in our discussion of how 

money influences the level of economic activity,   a 

topic we begin in the next chapter.     

       26 

    CHAPTER  OUTLI NE  

       26.1   THE NATURE OF MONEY    

     26.2   THE CANADIAN  BANKING  SYSTEM     

     26.3    MONEY CREATION  BY THE BANKING 

SYSTEM     

     26.4  THE MONEY SUPPLY       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  describe the various functions of money,  and  how money has 

evolved  over time.   

  2  see that modern  banking systems include both  privately 

owned  commercia l  banks and  government-owned  centra l  

banks.   

  3  expla in  how commercia l  banks create money through  the 

process of taking deposi ts and  making loans.   

  4 describe the various measures of the money supply.     

      PART    1 0 :    M ONEY,  BANKI NG ,  AND  MONETARY  POLI CY     

615
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     26.1    THE NATURE OF MONEY   

 What exactly is  money?  In this section,  we describe the functions of money and briefly 
outline its history.  

   What I s Money?  

 Money is any generally accepted   medium of exchange   ,  which means anything widely 
accepted in a society in exchange for goods and services.  Although its medium-of-
exchange role is  perhaps its most important one,  money also acts as a  store of value   
and as a  unit of account .  Different kinds of money vary in their abilities to fulfill these 
functions.     

   Money as a  Medium of Exchange    If there were no money,  goods would have to be 
exchanged by barter.    Barter    is  the system whereby goods and services are exchanged dir-
ectly with each other.  The major difficulty with barter is  that each transaction requires 
a  double coincidence of wants  :  Anyone who specialized in producing one commodity 
would have to spend a great deal of time searching for satisfactory transactions.  For 
example,  the barber who needs his sink repaired would have to find a plumber who 
wants a haircut.  In a world of many different goods and many different people,  the 
effort required to make all transactions by barter would be extreme.  The use of money 
as a medium of exchange solves this problem.  People can sell their output for money 
and then, in separate transactions,  use the money to buy what they want from others.        

    medium of exchange     Anyth ing 

that is general ly accepted  in  

return  for goods and  services 

sold.    

    barter     A system in  which  goods 

and  services are traded d irectly 

for other goods and  services.    

 By facilitating transactions,  money makes possible the benefits of specialization 
and the division of labour,   two concepts we first discussed in   Chapter   1    .  As a result,  
money greatly contributes to the efficiency of the economic system.  Not surprisingly,  
money has been called one of the great inventions contributing to human freedom and 
well-being.  

 To serve as an efficient medium of exchange,  money must have a number of charac-
teristics.  It must be both easily recognizable and readily acceptable.  It must have a high 
value relative to its weight (otherwise it would be a nuisance to carry around).  It must 
be divisible,  because money that comes only in large denominations is  useless for trans-
actions having only a small value.  It must be reasonably durable (notice that Canadas 
polymer paper  money can easily survive trips through a washing machine! ) .  Finally,  
it must be difficult,  if not impossible,  to counterfeit.   

   Money as a  Store of Value    Money is  a  convenient means of storing purchasing 
power;  goods may be sold today for money and the  money may then be  stored until 
it  is  needed for some future purchase.  To be  a  satisfactory store of value,  however,  
money must have a  relatively stable  value.  Recall   from the beginning of   Chapter   23     
that a  rise  in the price level  causes  a  decrease  in the purchasing power of money.  
When the price level  is  stable,  the  purchasing power of a  given sum of money is  also 
stable;  when the price  level  is  highly variable,  so  is  the purchasing power of money,  
and the  usefulness  of money as  a  store of value is  undermined.  

  The double coincidence of wants is unnecessary when a medium of exchange is used.   
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 Between the early 1970s and the 
early 1990s, inflation in Canada was high 
enough and sufficiently variable to dimin-
ish moneys usefulness as a store of value.  
Since 1992, however, inflation has been 
low and relatively stable, thus increasing 
moneys effectiveness as a store of value.  
Even Canadas high-inflation experience,  
however, is very modest compared with 
that in some other countries, such as Chile 
in the mid-1970s, Bolivia in the mid-1980s,  
Argentina, Romania, and Brazil in the early 
1990s, and Zimbabwe in the mid-2000s.  
One of the most infamous experiences of 
very high inflation hyperinflation comes 
from Germany in the early 1920s.  This case 
is discussed in  Lessons from History 26-1  .      

   Money as a  Unit of Account    Money is 
also  used for accounting,  and its  use  for 
such purpose does  not rely on its  physical  existence.  Canadian businesses,  gov-
ernments,  and households  all  record their financial  accounts  in terms of dollars.  
Expenditures  and receipts  and deficits  and surpluses  are computed in dollar terms 
even without the  immediate  presence of physical  money.  

 Indeed, money can be used for accounting purposes even if it has  no   physical exist-
ence whatsoever.  For instance, a government store in a communist society might say 
that everyone was allocated so many dollars  to use each month.  Goods could then be 
assigned prices and each consumers purchases recorded, the consumer being allowed to 
buy until the allocated supply of dollars was exhausted.  These dollars need have no exist-
ence other than as entries in the stores books, yet they would serve as a perfectly satisfac-
tory unit of account.  Whether they could also serve as a medium of exchange between 
individuals depends on whether the store would agree to transfer dollar credits from one 
customer to another at the customers request.  Canadian banks transfer dollars credited 
to deposits in this way each time you make a purchase with your ATM or debit card.  
Thus, a bank deposit can serve as both a unit of account and a medium of exchange.    

   The Origins of Money  

 The origins of money go far back in antiquity.  Most primitive societies are known to 
have made some use of it.  

   Metal l ic Money    All sorts of commodities have been used as money at one time or 
another,  but gold and silver proved to have great advantages.  They were precious 
because their supplies were relatively limited, and they were in constant demand by the 
wealthy for ornament and decoration.  Further,  they were easily recognized,  they were 
divisible into extremely small units,  and they did not easily wear out.  For these reasons,  
precious metals came to circulate as money and to be used in many transactions.     

 Before the invention of coins,  it was necessary to carry the metals in bulk.  When 
a purchase was made,  the requisite quantity of the metal was carefully weighed on 

      Canadian bank notes are money.  They serve the function of a medium of 
exchange and a unit of account.  And if the rate of inflation is low,  they 
also serve as a reasonable store of value.
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   LESSONS  FROM  H I STORY   2 6 -1   

 Hyperinflation and the Value of Money  

  Hyperinflation   is  generally defined as inflation that 
exceeds 50 percent per month.  At this rate of inflation, 
a chocolate bar that costs $1  on January 1  would cost 
$129.74 by December 31  of the same year.  When prices 
are rising at such rapid rates,  is  it possible for money 
to maintain its usefulness as a medium of exchange or 
as a store of value?  Several examples from history have 
allowed economists to study the role of money during 
hyperinflation.  This historical record is not very reassur-
ing.  In a number of instances,  prices were rising so 
quickly that the nations money ceased to be a satisfac-
tory store of value,  even for short periods.  

 A spectacular example of hyperinflation is the 
experience of Germany in the period after the First World 
War.  The price index in the accompanying table shows 
that a typical good purchased for one 100-mark note in 
July 1923  would cost  1 0 million   100-mark notes only 
three months later!  Germany had experienced substantial 
inflation during the First World War,  averaging more than 
30 percent per year, but the immediate postwar years of 
1920 and 1921  gave no sign of explosive inflation.  By 
the summer of 1922, however,  the rate of inflation was 
extremely high and by November 1923  the German mark 
was officially repudiated, its value wholly destroyed.  
How could such a dramatic increase in prices happen?  

 The main cause was the German governments 
inability to finance its rising expenditures with tax rev-
enues and its resort to printing new money on a massive 
scale.  As more and more physical money was being spent 
to purchase the same volume of real goods and services,  
the rate of inflation soared.  

 When inflation becomes so high that people lose confi-
dence in the purchasing power of their currency, they rush to 
spend it.  People who have goods become increasingly reluc-
tant to accept the rapidly depreciating money in exchange.  
The rush to spend money accelerates the increase in prices 
until people finally become unwilling to accept money on 
any terms.  What was once money ceases to be money.  The 
price system can then be restored only by repudiation of the 
old monetary unit and its replacement by a new unit.  

 About a dozen hyperinflations in world history have 
been documented, among them the collapse of the contin-
ental during the American Revolution in 1776, the ruble 
during the Russian Revolution in 1917, the drachma during 
and after the German occupation of Greece in the Second 
World War, the peng in Hungary in 19451946, the Chi-
nese national currency from 1946 to 1948, the Bolivian 
peso in 19841985, and the Argentinian peso in the early 
1990s.  Between 2004 and 2009, there was a massive hyper-
inflation in Zimbabwethe largest in recorded history.  At 

the height of the hyperinflation in 2008, the  annual  infla-
tion rate was estimated at over 230 million percent!    

  Every one of these hyperinflations was accompan-
ied by great increases in the money supply;  new money 
was printed to give governments purchasing power that 
they could not or would not obtain by taxation.  Further,  
every hyperinflation occurred in the midst of a major 
political upheaval in which serious doubts existed about 
the stability and the future of the government itself.  

 Is  hyperinflation likely in the absence of civil war,  
revolution, or collapse of the government?  Most econo-
mists think not.  Further,  it is  clear that high inflation 
rates over a period of time do not mean the inevitable or 
even likely onset of hyperinflation.    

      During hyperinflation money loses its value so quickly 
that people cease to accept it as a means of payment.  At 
that point,  money may as well be used for wallpaper.

Date
German Wholesale 
Price Index (1913  5  1 )

January 1913 1

January 1920 13

January 1921 14

January 1922 37

July 1922 101

January 1923 2 785

July 1923 74 800

August 1923 944 000

September 1923 23  900 000

October 1923 7 096 000 000
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a scale.  The invention of coinage eliminated the need 
to weigh the metal at each transaction,  but it created 
an important role for an authority,  usually a king or 
queen, who made the coins and affixed his or her seal,  
guaranteeing the amount of precious metal that the 
coin contained.  This was clearly a great convenience,  
as long as traders knew that they could accept the coin 
at its face value.  The face value was nothing more 
than a statement that a certain weight of the precious 
metal was contained therein.  

 However,  coins often could not be taken at their 
face value.  The practice of clipping a thin slice off 
the edge of the coin and keeping the valuable metal 
became common.  This,  of course,  served to undermine 
the acceptability of coins,  even if they were stamped.  
To get around this problem, the idea arose of minting 
the coins with a rough edge.  The absence of the rough 
edge would immediately indicate that the coin had been 
clipped.  This practice,  called  milling ,  survives on Can-
adian dimes,  quarters,  and two-dollar coins as an inter-
esting anachronism to remind us that there were days 
when the market value of the metal in the coin was 
equal to the face value of the coin.    

  Not to be outdone by the cunning of their subjects,  some rulers were quick to seize 
the chance of getting something for nothing.  The power to mint coins placed rulers in 
a position to work a very profitable fraud.  They often used some suitable occasion
a marriage,  an anniversary,  an allianceto remint the coinage.  Subjects would be 
ordered to bring their coins in to the mint to be melted down and coined afresh with 
a new stamp.  Between the melting down and the recoining,  however,  the rulers had 
only to toss some further inexpensive base metal in with the melted coins.  This  debas-
ing  of the coinage allowed the ruler to earn a handsome profit by minting more new 
coins than the number of old ones collected and putting the extras in the royal vault.  
Through debasement,  the amount of money in the economy (but not the amount of 
gold)  had increased.  

 The eventual result of such debasement was inflation.  The subjects had the same 
number of coins as before and hence could demand the same quantity of goods.  When 
rulers paid their bills,  however,  the recipients of the extra coins could be expected to 
spend them.  This caused a net increase in demand, which in turn bid up prices.  Thus,  
increasing the money supply by debasing the coinage was a common cause of inflation.  

   Greshams Law.       The early experience of currency debasement led to the observation 
known as   Greshams Law   ,  after Sir Thomas Gresham (15191579),  an advisor to the 
Elizabethan court,  who coined the phrase bad money drives out good.    

 When Queen Elizabeth I came to the throne of England in the middle of the six-
teenth century,  the coinage had been severely debased.  Seeking to help trade, Elizabeth 
minted new coins that contained their full face value of gold.  However,  as fast as she 
fed these new coins into circulation,  they disappeared.  Why?  

 Suppose you possessed one of these new coins and one of the old ones,  each with the 
same face value,  and had to make a purchase.  What would you do?  You would use the 
debased coin to make the purchase and keep the undebased one;  you part with less gold 
that way.  Suppose you wanted to obtain a certain amount of gold bullion by melting 

    Greshams Law     The theory that 

bad, or debased, money drives 

good, or undebased, money 

out of circulation.    

      Canadian quarters are intentionally produced with rough 
or bumpy edges.  Such milling of coins is now unnecessary,  
but many decades ago when coins were made from pre-
cious metals,  it was useful in preventing individuals from 
clipping the coins.
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down the gold coins (as was frequently done).  
Which coins would you use?  You would use 
new, undebased coins because it would take 
more of the debased coins than the new coins 
to get a given amount of gold bullion.  The 
debased coins (bad money)  would thus remain 
in circulation,  and the undebased coins (good 
money)  would disappear into peoples  private 
hoardsthe bad  money would drive out 
the good  money.    

  Greshams insights have proven helpful in explaining the experience of a number 
of modern high-inflation economies.  For example,  in the 1970s,  the rising prices of 
base metals raised the value of the metallic content in Chilean coins above their face 
value.  Coins quickly disappeared from circulation as the coins were melted down for 
their metal.  Only paper currency remained in circulation and was used even for tiny 
transactions,  such as purchasing a pack of matches.  Greshams law is one reason that 
modern coins,  unlike their historical counterparts,  are merely tokens that contain a 
metallic value that is  only a small fraction of their face value.    

   Paper Money    The next important step in the  history of money was  the  evolution 
of paper currency.  Artisans  who worked with gold required secure safes,  and the 
public began to deposit gold with these  goldsmiths  for safekeeping.  Goldsmiths 
would give their depositors  receipts  promising to  return the  gold on demand.  When 
a  depositor wanted to  make a  large purchase,  he could go  to  his  goldsmith,  reclaim 
some of his  gold,  and pay it  to  the seller of the goods.  If the  seller had no immediate 
need for the  gold,  he  would carry it  back to  the  goldsmith for safekeeping.    

  If people knew the goldsmith to be reliable, there was no need to go through the 
cumbersome and risky business of physically transferring the gold.  The buyer needed 
only to transfer the goldsmiths receipt to the seller,  who would accept it as long as he was 
confident that the goldsmith would pay over the gold whenever it was needed.  This trans-
ferring of paper receipts rather than gold was essentially the invention of paper money.    1      

 When it first came into being, paper money represented a promise to pay so much 
gold on demand.  In this case,  the promise was made first by goldsmiths and later by 
banks.  Such paper money was  backed  by precious metal and was  convertible on demand  
into this metal.  In the nineteenth century, private banks commonly issued paper money, 
called   bank notes   ,  nominally convertible into gold.  As with the goldsmiths,  each bank 
issued its own notes,  and these notes were convertible into gold at the issuing bank.  
Thus,  in the nineteenth century,  bank notes from many different banks circulated side 
by side,  each of them being backed by gold at the bank that issued them.    

    bank notes     Paper money issued  

by commercial  banks.    

   1    Paper money dates back as far as the Tang dynasty in China (A.D.  618907)  but first appeared in 

Europe much later,  in the 1660s in Sweden.  For a very readable history of the development of money, see Jack 

Weatherford,   The History of Money  ,  Three Rivers Press,  1997.  

      The development of paper money,  such as this bank note issued 
by The Montreal Bank more than a century ago,  was an important 
step in the evolution of modern,  fractional-reserve banking systems.  
Paper money allowed individuals to avoid the cumbersome trans-
portation of gold when making their daily transactions.

  Greshams Law predicts that when two 
types of money are used side by side,  the 
one with the greater intrinsic value will be 
driven out of circulation.   
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   Fractional ly Backed  Paper Money.       Early on, many goldsmiths and banks 
discovered that it was not necessary to keep one ounce of gold in the 
vaults for every claim to one ounce circulating as paper money.  At 
any one time, some of the banks customers would be withdrawing 
gold,  others would be depositing it,  and most would be using the 
banks paper notes without any need or desire to convert those notes 
into gold.  As a result,  the bank was able to issue more paper money 
redeemable in gold than the amount of gold that it held in its vaults.  
This was good business because the extra paper money could be 
invested profitably in interest-earning loans to households and firms.  
To this day,  banks have many more claims outstanding against them 
than they actually have in reserves available to pay those claims.  We 
say that such a currency is  fractionally backed  by the reserves.  

 The major problem with a fractionally backed currency was 
maintaining its convertibility into the precious metal behind it.  The 
imprudent bank that issued too much paper money would find itself 
unable to redeem its currency in gold when the demand for gold was 
even slightly higher than usual.  It would then have to suspend pay-
ments,  and all holders of its notes would suddenly find that the notes 
were worthless.  The prudent bank that kept a reasonable relation-
ship between its note issues and its gold reserves would find that it 
could meet a normal range of demand for gold without any trouble.    

  If,  for whatever reason,  the public lost confidence in the banks 
and demanded redemption of its currency  en masse  ,  even the most 
prudent bank would be unable to honour its promises.  The history 
of nineteenth- and early-twentieth-century banking on both sides of 
the Atlantic is full of examples of banks that were ruined by panics,  or sudden runs 
on their gold reserves.  When these happened,  the banks  depositors and the holders of 
their notes would find themselves with worthless pieces of paper.    

   Fiat Money    As time went on, currency (notes and coins)  issued by private banks 
became less common, and central banks took control of issuing currency.  In time,  
 only   central banks were permitted by law to issue currency.  Originally,  the central 
banks issued currency that was fully convertible into gold.  In those days,  gold would 
be brought to the central bank, which would issue currency in the form of gold certifi-
cates  that asserted that the gold was available on demand.  The reserves of gold thus 
set an upper limit on the amount of currency that could circulate in the economy.  This 
practice of backing the currency with gold is known as a   gold standard   .    

 However,  central banks,  like private banks before them, could issue more currency 
than they had in gold because in normal circumstances only a small fraction of the out-
standing currency would be presented for payment at any one time.  Thus,  even though 
the need to maintain convertibility into gold put some upper limit on note issuance,  
central banks had substantial discretionary control over the quantity of currency out-
standing.  For example,  if the central bank decided to hold gold reserves equal to at least 
20 percent of its outstanding currency,  the total amount of currency would be limited 
to five times the gold reserves.  But the central bank would nonetheless have complete 
discretion in choosing this fraction; the smaller the fraction held in reserves,  the larger 
the supply of paper currency that could be supported with a given stock of gold.  

 During the period between the First and Second World Wars (19191939),  almost 
all the countries of the world abandoned the gold standard;  their currencies were thus 

    gold  standard     A currency 

standard  whereby a  countrys 

currency is convertible into gold  

at a  fixed  rate of exchange.    

      Paper money used to be backed by the value 
of goldmeaning that it was redeemable 
for gold.  But now money is not redeemable 
for anything except itselfpeople hold it 
because they know that others will accept it 
as payment for goods and services.
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no longer convertible into gold.  Money that is  not convertible by law into anything tan-
gible derives its value only from its general acceptability in exchange.  Such   fiat money    
is  widely acceptable because it is  declared by government order,  or  fiat ,  to be legal ten-
der.   Legal tender   is  anything that by law must be accepted when offered either for the 
purchase of goods or services or to repay a debt.    

 Today,  no country allows its currency to be converted into gold on demand.  Gold 
backing for Canadian currency was eliminated in 1940,  although note issues continued 
to carry the traditional statement will pay to the bearer on demand  until 1954.  
Todays Bank of Canada notes simply say, This note is  legal tender.  It is,  in other 
words,  fiat money pure and simple.    2        

    fiat money     Paper money or 

coinage that is neither backed  

by nor convertible into anything 

else but is decreed  by the 

government to  be legal  tender.    

   2    See  A History of the Canadian Dollar   (written by James Powell and published by the Bank of Canada)  for 

a detailed and very readable discussion of the evolution of Canadian money.  

  If  at money is generally acceptable, it is  a medium of exchange.  If its purchasing 
power remains stable, it is  a satisfactory store of value.  If both of these things are 
true,  it serves as a satisfactory unit of account.  Today, almost all currency is   at 
money.   

  Many people are disturbed to learn that present-day paper money is neither backed 
by nor convertible into anything more valuablethat it consists of nothing but pieces 
of paper (or plastic)  whose value derives from common acceptance and from confi-
dence that it will continue to be accepted in the future.  Many people believe that their 
money should be more substantial  than this.  Yet money is,  in fact,  nothing more than 
generally acceptable pieces of paper.    

   Modern  Money:  Deposit Money  

 Todays bank customers deposit coins and paper money with the banks for safekeeping, 
just as in former times they deposited gold.  Such a deposit is recorded as a credit to the 
customers account,  and is a liability (a promise to pay)  for the commercial bank.  

 When the customer wants to purchase goods or services, or wants to settle a debt,  
three options are available.  First,  the customer can withdraw cash from the bank account 
and use it to make a transaction.  Second, the customer can write a  cheque   to the recipi-
ent, who then deposits the cheque in their own bank account.  A cheque is simply an order 
for a  transfer  of funds from the customers account to the recipients account, possibly at 
a different bank.  The development of automatic teller machines (ATMs)  in the past 
30 years has made the cash option more convenient than it was before ATMs existed, 
and the cheque-writing option was common until quite recently, but is now much less so.  

 The customers third option involves an electronic transfer of funds.  Like a cheque, 
although much faster,  a purchase using a debit card leads to a transfer of funds from the 
bank account of the purchaser to the bank account of the seller.  Other electronic trans-
fers of funds are also commonly used, such as direct-deposit payments by employers 
to employees and online payments that individuals can make from their bank accounts 
to firms for the provision of various services,  such as Internet service,  credit cards,  and 
telephone service.  

 Deposits contained inside bank accounts can easily be used to facilitate trans-
actions,  even though they exist only as electronic entries;  they are referred to as   deposit 
money   .  As we will see later in this chapter,  the value of deposit money in a modern 

    deposit money     Money held  

by the publ ic in  the form of 

deposits with  commercial  banks.    
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economy far exceeds the value of coins and paper currency in circulation.  As in much 
earlier times,  modern banks create more promises to pay (deposit money)  than they 
hold as cash in reserve.         

  Bank deposits are money.  Today, just as in the past,  banks create money by issuing 
more promises to pay (deposits)  than they have cash reserves available to pay out.   

    26.2    THE CANADIAN  BANKING SYSTEM    

 Several types of institutions make up a modern banking system.  The   central bank    is  the 
government-owned and government-operated institution that is  the sole money-issuing 
authority and serves to control the banking system.  Through it,  the governments mon-
etary policy is conducted.  In Canada, the central bank is the Bank of Canada,  often 
called just the Bank.    

 Financial intermediaries are privately owned institutions that serve the general pub-
lic.  They are called  intermediaries   because they stand between savers,  from whom they 
accept deposits,  and borrowers,  to whom they make loans.  For many years,  government 
regulations created sharp distinctions among the various types of financial intermedi-
aries by limiting the types of transactions in which each could engage.  The past three 
decades have seen a sweeping deregulation of the financial system so that many of these 
traditional distinctions no longer apply.  In this book, we use the term  commercial banks   
to extend to all financial intermediaries that accept deposits and create deposit money, 
including chartered banks,  trust companies,  credit unions,  and caisses populaires.    

   The Bank of Canada  

 Many of the worlds early central banks were initially private,  profit-making institu-
tions that provided services to ordinary banks.  Their importance,  however,  caused them 
to develop close ties with government.  Central banks soon became instru-
ments of the government,  though not all of them were publicly owned.  
The Bank of England, one of the worlds oldest and most famous central 
banks,  began to operate as the central bank of England in the seventeenth 
century, but it was not formally taken over by the government until 1947.  

 The similarities in the functions performed and the tools used by the 
worlds central banks are much more important than the differences in 
their organization.  Although we give our attention to the operations of 
the Bank of Canada, its basic functions are similar to those of the Bank 
of England, the Federal Reserve System in the United States,  or the Euro-
pean Central Bank (the sole issuer of the euro).     

   Organization  of the Bank of Canada     The Bank of Canada commenced 
operations  on March 1 1 ,  1 935.  It  is  a  Crown corporation;  all  profits 
it  earns  are remitted to  the  Government of Canada.  The responsibility 
for the Banks  affairs  rests  with a  board of directors  composed of the 
governor,  the senior deputy governor,  the deputy minister of finance, 
and 1 2  directors.  The governor is  appointed by the directors,  with the 
approval  of the federal  cabinet,  for a seven-year term.    

    central  bank     A bank that acts 

as banker to  the commercial  

banking system and  often  to 

the government as wel l . Usual ly 

a  government-owned  institution  

that is the sole money-issuing 

authority.    

      The Bank of Canada is located on 
Wellington Street in Ottawa,  across the 
street from the Parliament Buildings.
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 The organization of the Bank of Canada is designed to keep the operation of mon-
etary policy free from day-to-day political influence.  The Bank is not responsible to 
Parliament for its day-to-day behaviour in the way that the department of finance is 
for the operation of fiscal policy.  In this sense,  the Bank of Canada has considerable 
autonomy in the way it carries out monetary policy.  But the Bank is not completely 
independent.  The  ultimate   responsibility for the Banks actions rests with the govern-
ment,  since it is  the government that must answer to Parliament.  This system is known 
as  joint responsibility,  and it dates back to 1967.  

 Under the system of joint responsibility,  the governor of the Bank and the minister 
of finance consult regularly.  In the case of fundamental disagreement over monetary 
policy,  the minister of finance has the option of issuing an explicit  directive   to the gov-
ernor and announcing this decision publicly.  In such a case (which has not happened 
since the inception of joint responsibility) ,  the governor would simply carry out the 
ministers directive or ignore the directive and resign.  In the absence of such a directive,  
however,  responsibility for monetary policy rests with the governor of the Bank.      

  The system of joint responsibility keeps the conduct of monetary policy free from 
day-to-day political in uence while ensuring that the government retains ultimate 
responsibility for monetary policy.    3      

   Basic Functions of the Bank of Canada     A central  bank serves  four main functions:  
as  a  banker for private  banks,  as  a  bank for the  government,  as  the  regulator of 
the nations  money supply,  and as  a  supporter of financial  markets.  The first three 
functions  are reflected in   Table   26-1   ,  which shows the  balance sheet of the  Bank of 
Canada as  of December 2014.   

   1 .  Banker to  the Commercial  Banks.       The central bank accepts deposits from commercial 
banks and will,  on order,  transfer them to the account of another bank.  In this way,  the 
central bank provides the commercial banks with the means of settling debts to other 
banks.  The deposits of the commercial banks with the Bank of Canadapart of their 
 reserves  appear in   Table   26-1   .  In December 2014 the banks had $150 million on 
reserve at the Bank of Canada.  Notice that the cash reserves of the commercial banks 
deposited with the central bank are liabilities of the central bank, because it promises 
to pay them on demand.  

 Historically,  one of the earliest services  provided by central  banks was that of 
 lender of last resort  to  the banking system.  Central  banks would lend money to 
private banks that had sound investments  ( such as  government securities)  but were 
in urgent need of cash.  If such banks could not obtain ready cash,  they might be 
forced into insolvency,  because they could not meet the demands of their deposit-
ors,  in spite  of their being basically sound.  Todays  central  banks continue to  be 
lenders  of last resort.    Table   26-1    shows that in December 2014  the Bank of Canada 

   3     This system was motivated by the Coyne Affair  in 1961 , during the Progressive Conservative govern-
ment of John Diefenbaker.  James Coyne,  then governor of the Bank of Canada, disagreed with the minister 
of finance,  Donald Fleming, over the conduct of monetary policy and was eventually forced to resign.  Louis 
Rasminsky then accepted the position as governor of the Bank on the condition that the Bank of Canada Act 
be modified to incorporate the idea of joint responsibility.  The Bank of Canada Act was so amended in 1967.  
For a discussion of the early history of the Bank of Canada, see George Watts,  The Bank of Canada: Origins 

and Early History,  Carleton University Press,  1993.  
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had no outstanding loans  to  commercial  banks,  although normally there are small 
amounts  of short-term loans.   

   2 .  Banker to  the Federal  Government.       Governments,  too,  need to hold their funds in an 
account into which they can make deposits and on which they can write cheques.  The 
Government of Canada keeps some of its chequing deposits at the Bank of Canada.  In 
December 2014,  the federal government had $21 .5  billion in deposits at the Bank of 
Canada (an unusally large amount).  

  When the government requires more money than it collects in taxes,  it needs to 
borrow, and it does so by issuing government securities (short-term Treasury bills or 
longer-term bonds) .  Most are sold directly to financial institutions and large institu-
tional investors,  but in most years the Bank of Canada buys some and credits the 
governments account with a deposit for the amount of the purchase.  In December 
2014,  the Bank of Canada held $90.4 billion in Government of Canada securities.  
These securities are the Bank of Canadas primary asset,  usually representing over 95  
percent of the Banks total assets.  It is  largely by earning interest on these securities that 
the Bank of Canada earns a profit every yeara profit that is  eventually remitted to 
the government.   

   3 .  Regulator of the Money Supply.       One of the most important functions of a central bank 
is to regulate the  money supply.   Though we have not yet defined the money supply 
preciselyand there are several different definitions of the money supply that we will 
encounterwe will see that most measures of the money supply include currency in 
circulation plus deposits held at commercial banks.    Table   26-1    shows that the vast 
majority of the Bank of Canadas liabilities ( its promises to pay)  are the currency in 

    TABLE   26-1       Assets and  Liabi l i ties of the Bank of Canada,  
December 2014 (mil l ions of dol lars)    

Assets  Liabilities 

Government of Canada 
 securities

90 471 .2 Notes in circulation 70 023.5

Advances to commercial 
 banks

0.0 Government of Canada 
 deposits

21  526.6

Net foreign-currency assets 8.4 Deposits of commercial 
 banks (reserves)

150.1

Other assets 3  632.5 Other liabilities and capital 2 411 .9

Total 94 112.1 Total 94 112.1

   The balance sheet of the Bank of Canada shows that it serves as banker to the commercial 

banks and to the government of Canada, and as issuer of our currency; it also suggests the 

Banks role as regulator of money markets and the money supply.   The principal liabilities 

of the Bank are the basis of the money supply.  Bank of Canada notes are currency,  and 

the deposits of the commercial banks give them the reserves they need to create deposit 

money.  The Banks holdings of Government of Canada securities arise from its operations 

designed to regulate the money supply and financial markets.   

  (  Source:   Adapted from Bank of Canada,  Annual Report 201 4  .   www.bankofcanada.ca . )    
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circulation (held by the public)  or the reserves 
of the commercial banks.    4     These reserves,  in 
turn,  underlie the deposits of households and 
firmsin exactly the same way that in much 
earlier times the goldsmiths holdings of gold 
underlay its issue of notes.  

  By changing its liabilities (currency plus 
reserves) ,  the Bank of Canada can change the 
money supply.  The Bank can change the levels 
of its assets and liabilities in many ways and,  
as its liabilities rise and fall,  so does the money 
supply.   In   Chapter   28   ,  we will explore in detail 
how this happens and how it is  related to the 
Banks decisions regarding monetary policy.  At 
that point we will see how the     Banks holdings 
of government securities ( its largest asset)  are 
closely related to the value of notes in circula-
tion ( its largest liability).      

   4.  Supporter of Financial  Markets.       Various institutionsincluding commercial banks,  
credit unions,  trust companies,  and caisses populairesare in the business of accepting 
deposits from customers and then using these funds to extend long-term loans to bor-
rowers.  Large,  unanticipated increases in interest rates tend to squeeze these institu-
tions.  The average rate they earn on their portfolio of loans rises only slowly as old 
contracts mature and new ones are made, but they must either pay higher rates to hold 
on to their deposits or accept wide-scale withdrawals that could easily bring about 
insolvency.  Such dramatic events are relatively rare in the Canadian banking sector,  
though Canadian banks have failed in the past and it is  possible,  though unlikely,  that 
more may fail in the future.  

 During the global financial crisis that began in 2008, the Bank of Canada played a 
much more active role than usual in supporting financial markets.  At that time,  com-
mercial banks around the world dramatically reduced their interbank lending after 
the failure of some large U.S.  and U.K.  financial institutions.  The reduction in lend-
ing reflected heightened uncertainty regarding the credit-worthiness of  all  commercial 
banks.  In response,  the Bank of Canada took unprecedented actions designed to keep 
credit flowing as normally as possible in Canada,  including the significant provision of 
short-term loans to Canadian financial institutions.     

   Commercial  Banks in  Canada  

 All private-sector banks in Canada are referred to as   commercial banks   .  Commercial 
banks have common attributes:  they hold deposits for their customers;  they permit cer-
tain deposits to be transferred electronically or by cheque from an individual account to 
other accounts in the same or other banks;  they invest in government securities (short-
term Treasury bills and longer-term bonds);  they make loans to households and firms;  

    commercial  bank     A privately 

owned, profit-seeking institution  

that provides a  variety of 

financial  services, such  as 

accepting deposits from 

customers and  making loans 

and  other investments.    

   4    Currency is a liability for the central bank because holders of currency can take it back to the central bank 

and redeem it for .  .  .  currency!  In the days of the gold standard,  currency was redeemable for gold.  Today, 

it is  just redeemable for itself.  

      When the Government of Canada borrows money to finance some 
of its expenditures,  it issues bonds like these.  The Bank of Canada is 
the Governments fiscal agent and manages its outstanding debt.
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and they often divide these loans into small pieces and re-package them into securities,  
each of which contains a diversified collection of many pieces from the original loans
a process called  securitization  .    

 Banks are not the only financial institutions in the country.  Many other privately 
owned, profit-seeking institutions,  such as trust companies and credit unions,  accept 
deposits and grant loans for specific purposes.  Many retail stores and credit-card com-
panies also extend credit so that purchases can be made on a buy-now, pay-later basis.  

   The Provision  of Credit    From the perspective of the overall  economy,  the most 
important role  played by commercial  banks is  that of  financial intermediary  .  Banks 
borrow (accept deposits)  from households  and firms that have money that they do 
not currently need,  and they lend (provide credit)  to  those households  and firms 
that need credit to  achieve their obj ectives.  They therefore act as  essential   inter-
mediaries   in  the  credit market.  

 Credit can be viewed as the lifeblood of a modern economy.  Households often 
require credit to make large purchases,  such as home appliances and cars,  and they 
almost always use credit (a mortgage)  when they buy a house.  Without easy access to 
credit,  most of these household purchases would either be delayed by many years or 
impossible altogether.  Firms require credit to finance several aspects of their operations.  
For example,  payments for workers and for material inputs often must be made well 
before revenue from the associated production is received.  In addition,  firms often 
finance their capital investmentspurchases of equipment or the construction of facili-
tieswith the use of borrowed money.  Without easy access to credit,  many firms 
would be unable to conduct their normal business operations and, as a result,  the level 
of economic activity would decline.  

 This crucial function of banks and other financial institutionsthe provision of 
creditis easy to overlook when credit markets are functioning smoothly.  Like the 
flow of electricity,  we usually take it for granted in our daily activities,  only to be 
reminded of its importance when the next power failure occurs.  Similarly,  when the 
credit markets cease to function well,  as they did during the global financial crisis of 
2008,  their importance to the economy becomes clear to all.  Indeed, the economic 
recession that began in the United States in 2008  and quickly spread around the world 
originated in the failure of some large U.S.  and U.K.  banks,  which in turn led to a 
reduction in the flow of credit and a rise in interest rates ( the price of credit)  in most 
countries.  The effect on economic activity was quick and significant.  A central part of 
the policy response,  in Canada and elsewhere,  involved taking actions to ensure that 
banks and other financial institutions were in a position to extend credit in a normal 
manner.   

   I nterbank Activities    Commercial  banks have a  number of interbank cooperative 
relationships.  For example,  banks  often share  loans.  Even the biggest bank can-
not meet all  the  credit needs  of a  giant corporation,  and often a  group of banks 
will  offer a   pool  loan,  agreeing on common terms and dividing the  loan up into 
manageable segments.  Another form of interbank cooperation is  the bank credit 
card.  Visa and MasterCard are  the two most widely used credit cards,  and each is 
operated by a  group of banks.  

 Probably the most important form of interbank cooperation is cheque clearing and 
collection, including the clearing of electronic transfers through debit cards and online 
banking activities.  Bank deposits are an effective medium of exchange only because 
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banks accept each others cheques and allow funds to be transferred electronically 
when purchases are made with debit cards and other forms of electronic transfer.  If a 
depositor in the Bank of Montreal writes a cheque to someone who deposits it in an 
account at CIBC, the Bank of Montreal now owes money to CIBC.  This creates a need 
for the banks to present cheques to each other for payment.  The same is true for trans-
actions made electronically.  

 Millions of such transactions take place in the course of a day, and they result in an 
enormous sorting and bookkeeping job.  Multibank systems make use of a   clearing house    
where interbank debts are settled.  At the end of the day, all the transfers (cheque and 
electronic)  from the Bank of Montreals customers for deposit to CIBC are totalled and set 
against the total of all the transfers from CIBCs customers for deposit to the Bank of Mont-
real.  It is necessary only to settle the difference between the two sums. Electronic transfers 
take place immediately whereas cheques are passed through the clearing house back to the 
bank on which they were drawn. Both banks are then able to adjust the individual accounts 
by a set of book entries.  An overall transfer between banks is necessary only when there is  
a net transfer from the customers of one bank to those of another.  This is accomplished by 
a daily transfer of deposits held by the commercial banks with the Bank of Canada.     

   Banks as Profit Seekers    Banks are private firms that seek to make profits.  A com-
mercial bank provides a variety of services to its customers:  the convenience of deposits 
that can be transferred by personal cheque, debit card,  or online transaction; a safe 
and convenient place to earn a modest but guaranteed return on savings;  and financial 
advice and wealth-management services.  

   Table   26-2   is the combined balance sheet of the chartered banks in Canada.  The 
bulk of any banks liabilities are deposits owed to its depositors.  The principal assets of a 
bank are the  securities   it owns ( including government bonds),  which pay interest or divi-
dends,  and the interest-earning  loans   it makes to individuals and to businesses,  both in 
Canada and abroad.  A bank loan is a liability to the borrower but an asset to the bank.  

  Commercial banks attract deposits by paying interest to depositors and by provid-
ing them with services,  such as clearing cheques,  automated teller machines,  debit cards,  
and online banking.  Banks earn profits by lending and investing money deposited with 
them for more than they pay their depositors in terms of interest and other services pro-
vided.  They also earn profits through the wealth-management and investment services 
they provide to their customers.  

 Competition for deposits is active among commercial banks and between banks and 
other financial institutions.  Interest paid on deposits, special high-interest certificates of 
deposit (CDs), advertising, personal solicitation of accounts, giveaway programs for new 
deposits to existing accounts, and improved services are all forms of competition for funds.    

   Commercial  Banks  Reserves  

 Commercial banks keep sufficient cash on hand to be able to meet depositors  day-to-
day requirements for cash.  As we saw earlier,  they also keep deposits at the central bank 
which can be readily converted into cash.  However,  just as the goldsmiths of long ago 
discovered that only a fraction of the gold they held was ever withdrawn at any given 
time,  and just as banks of long ago discovered that only a small fraction of convertible 
bank notes were actually converted, so too do modern bankers know that only a small 
fraction of their total deposits will be withdrawn in cash at any one time.    

    clearing house     An  institution  in  

which  interbank indebtedness, 

arising from the transfer of 

cheques between  banks, is 

computed  and  offset and  net 

amounts owing are calculated.    
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  In abnormal times,  however,  nothing short of 100 percent would do the job if the 
commercial banking system had to stand alone.  If a major bank were to fail,  it would 
probably cause a general loss of confidence in the ability of other banks to redeem their 
deposits.  The results would then be devastating.  Such an eventor even the rumour of 
itcould lead to a   bank run    as depositors rushed to withdraw their money.  Faced with 
such a panic,  banks would have to close until either they had borrowed enough funds 
or sold enough assets to meet the demand, or the demand subsided.  However,  banks 
could not instantly turn their loans into cash because the borrowers would have the 
money tied up in such things as real estate or business enterprises.  Neither could 
the banks obtain cash by selling their securities to the public because payments would 
be made by cheques,  which would not provide cash to pay off depositors.    

 The difficulty of providing sufficient reserves to meet abnormal situations is  allevi-
ated by the central bank, which can provide all the reserves that are needed to meet 
any abnormal situation.  It can do this in two ways.  First,  it can lend reserves directly 
to commercial banks on the security of assets that are sound but not easy to liquidate 
quickly,  such as interest-earning residential or commercial mortgages.  Second, it can 
enter the open market and buy all the government securities that commercial banks 
need to sell in order to increase their available cash reserves.  Once the public finds that 
deposits can be turned into cash at their request,  any panic would usually subside and 
any further drain of cash out of banks would cease.  

 The possibility of a bank run in Canada has been all but eliminated by the provision 
of deposit insurance by the Canada Deposit Insurance Corporation (CDIC),  a federal 

    bank run      A situation  in  which  

many depositors rush  to 

withdraw their money, possibly 

leading to a  banks financial  

col lapse.    

    TABLE   26-2       Consol idated  Balance Sheet of the Canadian  Chartered  
Banks,  January 2015 (mil l ions of dol lars)    

Assets Liabilities

Reserves ( including deposits 
 with Bank of Canada)

23  703 Demand and notice 
 deposits

918  578

Government securities 229 709 Term deposits 600 336
Mortgage and non-mortgage 
 loans

1866 350 Government 
 deposits

10 900

Canadian corporate securities 222 293 Foreign-currency liabilities 2 440 856
Foreign-currency and other 
 assets

2 341  413 Shareholders  
 equity

258  633

Other liabilities 454 165

Total 4 683  468 Total 4 683  468

   Reserves are only a tiny fraction of deposit liabilities.   If all the chartered banks  customers 

who held demand and notice deposits tried to withdraw them in cash,  the banks could not 

meet this demand without liquidating almost $900 billion of other assets.  This would be 

impossible without assistance from the Bank of Canada.   

  (  Source:   Adapted from Bank of Canada,  Banking and Financial Statistics,   April 2015,  

Tables C3  and C4.)    

  The reserves needed to ensure that depositors can withdraw their deposits on 
demand will normally be quite small.   
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Crown corporation.  The CDIC guarantees that,  in 
the unlikely event of a bank failure,  depositors will 
get their money back,  up to a limit of $100 000 per 
eligible deposit ( there are seven different types of 
deposit that are eligible for CDIC insurance) .  Most 
depositors will not rush to withdraw all of their 
money as long as they are certain they can get it 
when they need it.     

   Target and Excess Reserves    Canadas banks hold 
reserves against their deposit liabilities for the 
simple reason that they want to avoid situations in 
which they cannot satisfy their depositors  demands 
for cash, and it is costly for them to borrow from 
other banks or from the Bank of Canada when they 
run short of reserves.  Look again at   Table   26-2  .  
Notice that the chartered banks  reserves of 
$23.7 billion are 1 .6 percent of their  deposit  liabil-
ities of more than $1 .5  trillion.  Thus,  if the holders 
of even 2 percent of deposits demanded cash, the 
banks would be unable to meet the demand without 

outside help.  Reserves can be as low as they are because,  first,  banks know that it is  
very unlikely that even 2 percent of their total deposits will be withdrawn at any given 
time and,  second, the banks know that the Bank of Canada will help them out in time 
of temporary need.  The Canadian banking system is thus a   fractional-reserve system   ,  
with commercial banks holding reserveseither as cash or as deposits at the Bank of 
Canadaof just a small fraction of their total deposits.    

 A banks    reserve ratio    is  the  fraction of its  deposits  that it   actually   holds  as 
reserves  at any point in time,  either as  cash or as  deposits  with the  Bank of Canada.  
A banks    target reserve ratio    is  the  fraction of its  deposits  it  would  ideally   l ike  to 
hold as  reserves.  This  target reserve ratio  will  generally not be constant over time.  
During holiday seasons,  for example,  banks may choose to  hold more reserves 
because they know,  based on past experience,  that there  will  be  heavy demands 
for cash.      

 At any given time, any commercial bank will probably not be exactly at its target 
level of reserves.  Reserves may be slightly above or slightly below the target,  but the 
commercial bank will take actions to gradually restore its actual reserves toward its 
target level.  Any reserves in excess of the target level are called   excess reserves   .  As we 
will see next,  a bank can expand or contract its portfolio of loans to adjust its actual 
reserves toward its target level.  Understanding this process is  the key to understanding 
the creation  of deposit money.       

    26.3     MONEY CREATION  BY THE BANKING 

SYSTEM   

 We noted before that the  money supply   includes both currency and deposits at com-
mercial banks.  The fractional-reserve system provides the means by which commercial 
banks create new deposits and thus new money.  The process is  important for under-
standing monetary policy,  so it is  worth examining in some detail.  

    fractional-reserve system     A 

banking system in  which  

commercial  banks keep on ly a  

fraction  of their deposits in  cash  

or on  deposit with  the central  

bank.    

    reserve ratio     The fraction  of 

its deposits that a  commercial  

bank actual ly holds as reserves 

in  the form of cash  or deposits 

with  the central  bank.    

    target reserve ratio     The fraction  

of its deposits that a  commercial  

bank ideal ly wants to  hold  as 

reserves.    

    excess reserves     Reserves held  

by a  commercial  bank in  excess 

of i ts target reserves.    

      The late Jimmy Stewart plays George Bailey in  Its a Wonder-
ful Life.   In this scene,  Bailey,  the owner of a small commercial 
bank,  explains to his panicking customers why they cant all 
take their money out at the same time.  It is a great illustration 
of the workings of a fractional-reserve banking system.
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   Some Simplifying Assumptions  

 To focus on the essential aspects of how commercial banks create money,  suppose 
that banks can invest in only one kind of assetloansand they have only one kind 
of deposit.  Two other assumptions are provisional and will be relaxed after we have 
developed some basic ideas about the creation of money:  

     1.  Fixed target reserve ratio.   We assume that all banks have the same target reserve 
ratio,  which does not change.  In our numerical illustration, we will assume that 
the target reserve ratio is  20 percent (0.20);  that is,  for every $5  of deposits,  the 
banks want to hold $1  in reserves,  investing the rest in new loans.   

    2.  No cash drain from the banking system.   We also assume that the public holds a 
fixed absolute amount of the currency in circulation,  whatever the level of their 
bank deposits.  Later on we will assume that the amount of currency held by the 
public grows as total bank deposits grow.  This is called a  cash drain  .     

   The Creation  of Deposit Money  

 A hypothetical balance sheet,  with assets and liabilities,  is  shown for TD Bank (TD)  in 
  Table   26-3   .  TD has assets of $200 of reserves,  held partly as cash on hand and partly 
as deposits with the central bank, and $900 of loans outstanding to its customers.  Its 
liabilities are $100 to investors (owners)  who contributed financial capital to start the 
bank and $1000 to current depositors.  The banks ratio of reserves to deposits is  0.20 
(200 1000),  exactly equal to its target reserve ratio.   

   What Is a  New Deposit?     In what follows, we are interested in knowing how the com-
mercial banking system can create money  when confronted with a new deposit.  But 
what do we mean by a new deposit?  By new,  we mean a deposit of cash that is  new 
to the  commercial banking system  .  There are three examples.  

      First,  an individual might immigrate to Canada and bring cash.  When that cash 
is deposited into a commercial bank, it constitutes a new deposit to the Canadian 
banking system.   

     Second, an individual who had some cash 
stashed under his bed (or in a safety deposit 
box)  has now decided to deposit it into an 
account at a commercial bank.   

     Third is the most interesting but also the most 
complicated example.  If the Bank of Canada 
were to purchase a government security from 
an individual or from a  rm, it would purchase 
that asset with a cheque drawn on the Bank of 
Canada.  When the individual or  rm deposits the 
cheque with a commercial bank, it would be a 
new deposit to the commercial banking system.    

 The important point to keep in mind here is that 
the  source  of the new deposit is irrelevant to the pro-
cess of money creation by the commercial banks. In the 

   TD has reserves equal to 20 percent of its  deposit liabil-

ities.   The commercial bank earns profits by finding profit-

able investments for much of the money deposited with it.  

In this balance sheet,  loans are its income-earning assets.    

    TABLE   26-3      The Initial  Balance Sheet of TD   

Assets ($) Liabilities ($)

Reserves (cash 
and deposits 
with the cen-
tral bank)

200 Deposits 1  000

Loans  900 Capital  100 

1  100 1  100
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discussion that follows, we use the example of the Bank 
of Canada buying government securities from firms or 
households as a way of generating a new deposit.  But 
this is not crucial.  We use this example because ,  as we 
will see in   Chapter   28   ,   this is how the Bank of Canada 
directly alters the level of reserves in the banking system 
when it chooses to do so.  But the general process of 
money creation we are about to describe applies to  any   
new deposit, whatever its source.   

   The Expansion of Money from a Single New Deposit   

 Suppose the Bank of Canada enters the open market 
and buys $100 worth of Government of Canada bonds 
from John Smith. The Bank issues a cheque to Smith, 
who then deposits the $100 cheque into his account at 
TD. This $100 is a wholly new deposit for the com-
mercial bank, and it results in a revised balance sheet 
(   Table   26-4  ).  As a result of the new deposit, TDs 
reserve assets and deposit liabilities have both increased 
by $100. More important, TDs ratio of reserves to 
deposits has increased from 0.20 to 0.27 (300/1100).  
The bank now has $80 in excess reserves; with 
$1100 in deposits, its target reserves are only $220.  

  TD can now lend the $80 in excess reserves that 
it is  holding.  As it lends the $80,  it increases its loan 
portfolio by $80 but reduces its reserves by the same 
amount.    Table   26-5    shows TDs balance sheet after 
this new loan is made.  Notice that TD has restored 
its reserve ratio to 20 percent,  its target reserve ratio.  

  So far, of the $100 initial deposited at TD, $20 
is held by TD as reserves against the deposit and $80 
has been lent out in the system.  As a result,  other 
banks have received new deposits of $80 stemming 
from the loans made by TD; persons receiving pay-
ment from those who borrowed the $80 from TD will 
have deposited those payments in their own banks.  

 The banks that receive deposits from the pro-
ceeds of TDs loan are called second-round banks,  
third-round banks,  and so on.  In this case,  the 
second-round banks receive new deposits of $80,  
and when the cheques clear,  they have new reserves 
of $80.  Because they desire to hold only $16 in addi-
tional reserves to support the new deposits,  they 
have $64 of excess reserves.  They now increase their 
loans by $64.  After this money has been spent by 
the borrowers and has been deposited in other,  third-
round banks,  the balance sheets of the second-round 
banks will have changed,  as in   Table   26-6  .  

  The third-round banks now find themselves 
with $64 of new deposits.  Against these they want 

   The new deposit raises liabilities and assets by the same 

amount.   Because both reserves and deposits rise by $100, 

the banks actual reserve ratio,  formerly 0.20,  increases 

to 0.27.  The bank now has excess reserves of $80.    

    TABLE   26-4       TDs Balance Sheet Immediately 
After a  New Deposit of $100   

Assets ($) Liabilities ($)

Reserves 300 Deposits 1  100

Loans  900 Capital  100 

1  200 1  200

   Second-round banks receive cash deposits and expand 

loans.   The second-round banks gain new deposits of $80 

as a result of the loan granted by TD.  These banks keep 

20 percent of the cash that they acquire as their reserve 

against the new deposit,  and they can make new loans 

using the other 80 percent.    

    TABLE   26-6       Changes in  the Balance Sheets 
of Second-Round  Banks   

Assets ($) Liabilities ($)

Reserves + 16 Deposits +80

Loans  +64    

+80 +80

   TD converts its  excess cash reserves into new loans.   

The bank keeps $20 as a reserve against the initial new 

deposit of $100.  It lends the remaining $80 to a cus-

tomer,  who writes a cheque to someone who deals with 

another bank.  Comparing   Table   26-3    and 26-5  shows 

that the bank has increased its deposit liabilities by the 

$100 initially deposited and has increased its assets by 

$20 of cash reserves and $80 of new loans.  It has also 

restored its target reserve ratio of 0.20.    

    TABLE   26-5       TDs Balance Sheet After Making 
a  New Loan  of $80   

Assets ($) Liabilities ($)

Reserves 220 Deposits 1  100

Loans     980 Capital     100 

1  200 1  200
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  Recalling that the Greek letter delta ()  means 
 the change in,  we can express this result in a 
simple equation:  

     Deposits =
New cash deposit

v

=

  Reserves

v

   

 The multiple expansion of deposits  that we 
have just described applies in reverse to a with-
drawal of funds.  Deposits of the banking system 
will fall by 1  v   times the amount withdrawn from 
the banking system creating a multiple contrac-
tion of deposits.    

 In our example,  where  v   =  0.2 and the new 
deposit equals $100, total deposits in the banking 
system will eventually increase by (10.2)  times 
$100that is,  by $500.  In our example in which 
there was an initial new deposit of $100,  this $100 
was also the amount by which reserves increased in 
the banking system as a whole.  This is because the 
entire amount of new cash eventually ends up in 
reserves held against a much larger volume of new 
deposits.  Identifying a new deposit as the change in 
reserves in the banking system permits us to state 
our central result slightly differently.    

to hold only $12.80 as reserves,  so they have excess 
reserves of $51 .20 that they can immediately lend 
out.  Thus,  there begins a long sequence of new 
deposits,  new loans,  new deposits,  and new loans.  
These stages are shown in   Table   26-7  .  

  The new deposit of $100 to the banking sys-
tem has led,  through the banks  desire to lend their 
excess reserves,  to the creation of new money.  After 
the completion of the process depicted in   Table   26-7  ,  
the total change in the combined balance sheets of 
the entire banking system is shown in   Table   26-8   .      

   The reserve ratio is  returned to 0.20.   The entire initial 

deposit of $100 ends up as additional reserves of the bank-

ing system.  Therefore,  deposits rise by (1 /0.2)  times the 

initial depositthat is,  by $500.    

    TABLE   26-8       Change in  the Combined  Balance 
Sheets of Al l  the Banks in  the 
System Fol lowing the Multiple 
Expansion  of Deposits   

Assets ($) Liabilities ($)

Reserves 1 100 Deposits 1500

Loans  1400     
1500 1500

  If  v  is  the target reserve ratio, a new deposit 
to the banking system will increase the total 
amount of deposits by 1  v  times the new 
deposit.  [34]   

  With no cash drain from the banking system, 
a banking system with a target reserve ratio 
of  v  can change its  deposits by 1  v  times any 
change in reserves.   

   The banking system as a whole can create deposit money 

whenever it receives new deposits.   The table shows the 

process of the creation of deposit money on the assump-

tions that all the loans made by one set of banks end up 

as deposits in another set of banks (the next-round banks),  

that the target reserve ratio (  v  )  is  0.20,  and that banks 

always lend out any excess reserves.  With no cash drain 

to the public,  the banking system as a whole eventually 

increases deposits by 1 / v  ,  which,  in this example,  is  five 

times the amount of any increase in reserves that it obtains.    

    TABLE   26-7       The Sequence of Loans and  
Deposits After a  Single New 
Deposit of $100   

Bank
New 

Deposits
New 
Loans

Addition 
to 

Reserves

TD 100.00  80.00  20.00

2nd-round bank  80.00  64.00  16.00

3rd-round bank  64.00  51 .20  12.80

4th-round bank  51 .20  40.96  10.24

5th-round bank  40.96  32.77    8 .19

6th-round bank  32.77  26.22    6.55

7th-round bank  26.22  20.98    5 .24

8th-round bank   20.98  16.78    4.20

9th-round bank   16.78  13.42    3 .36

10th-round bank   13.42   10.74     2.68  

Total for first 10 rounds 446.33 357.07  89.26

All remaining rounds   53.67   42.93    10.74 

Total for banking system 500.00 400.00 100.00
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   Excess Reserves and  Cash  Drains  

 The two simplifying assumptions that were made earlier can now be relaxed.  

   Excess Reserves    If banks do not choose to lend their excess reserves, the multiple 
expansion that we discussed will not occur.  Go back to   Table   26-4  .  If TD had been 
content to hold 27 percent of its deposits in reserves, it would have done nothing more.  
Other things being equal,  banks will choose to lend their excess reserves because of the 
profit motive, but there may be times when they believe that the risk is too great.  It is  
one thing to be offered a good rate of interest on a loan, but if the borrower defaults on 
the payment of interest and principal,  the bank will be the loser.  Similarly,  if the bank 
expects interest rates to rise in the future, it may hold off making loans now so that it will 
have reserves available to make more profitable loans after the interest rate has risen.    

  Deposit creation does not happen automatically;  it depends on the decisions of 
bankers.  If commercial banks do not choose to lend their excess reserves, there will 
not be a multiple expansion of deposits.   

  Recall that we have said that the money supply includes both currency and bank 
deposits.  What we have just seen is that the behaviour of commercial banks is crucial 
to the process of deposit creation.  It follows that the money supply is partly determined 
by the commercial banksin response,  for example,  to changes in national income, 
interest rates,  and expectations of future business conditions.   

   Cash  Drain     Until  now,  we have been assuming that the  public holds  a  fixed 
amount of cash,  so  that when deposits  were  multiplying in the economy,  there  was 
no change in the amount of cash held by the  public.  But now suppose that instead 
of holding a  fixed  number   of dollars,  people decide to  hold an amount of cash equal 
to  a  fixed  fraction   of their bank deposits.  An extra $100  that now gets  inj ected into 
the banking system as  a  new cash deposit will  not all  stay in the  banking system.  
As  the amount of deposits  multiplies,  some fraction of those deposits  will  be  added 
to  the cash held by the public.  In such a  situation,  any multiple  expansion of bank 
deposits  will  be  accompanied by what is  called a   cash  drain   to  the  public.  This  cash 
drain will  reduce the multiple  expansion of bank deposits  in exactly the same way 
that taxes  and imports  reduced the value of the  simple multiplier  in   Chapter   22    .  

 In the case of a cash drain,  the relationship between the eventual change in deposits 
and a new injection of cash into the banking system is slightly more complicated.  If new 
cash is injected into the system, it will ultimately show up either as reserves or as cash 
held by the public.  If  c   is  the ratio of cash to deposits that people want to maintain,  the 
final change in deposits will be given by 

     Deposits =
New cash deposit

c + v
   

 For example,  suppose the Bank of Canada were to purchase $100 of government 
securities from some current bondholders.  As the bondholders deposit their $100 into 
their bank accounts,  there is  an injection of $100 into the banking system.  If commer-
cial banks  target reserve ratio is 20 percent and there is  no   cash drain, the eventual 
expansion of deposits will be $500 ( Deposits =  $100/0.20).  But if there is  a cash drain 
of 10 percent,  the eventual expansion of deposits will only be $333.33  ( Deposits =  
$100(0.10 +  0.20)) .  [  35  ]      
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   Realistic Expansion  of Deposits    So  far we have explained the expansion of 
deposits  in the banking system by using reserve-deposit and cash-deposit ratios 
that are easy to  work with but unrealistic for Canada.  In particular,  we have been 
assuming a  reserve-deposit ratio  (  v  )  equal  to  20  percent,  whereas    Table   26-2    shows 
that Canadian commercial  banks hold reserves  equal  to   roughly 1  percent   of their 
deposit liabilities.  A realistic value for the cash-deposit ratio  in Canada is  roughly 
5  percentindicating that firms  and households  hold cash outside the banks  equal 
to  5  percent of the  value of their bank deposits.  Putting these more realistic val-
ues  for  v   and  c   into  our equation,  we see  that a  $100  cash inj ection (new deposit)  
to  the banking system will  eventually lead to  a  total  change in deposits  equal  to 
 +100 > (c + v) = +100 >(0.01 + 0.05) = +100 > (0.06) = +1666.67 .  Therefore,  small 
changes  in the  amount of cash can lead,  through the commercial  banks  process  of 
deposit creation,  to  very large changes  in the  total  level  of deposits.  Commercial 
banks really do create a  lot of (deposit)  money out of thin air!     

    26.4   THE MONEY SUPPLY   

 Several times in this chapter we have mentioned the  money supply   without ever defin-
ing it precisely.  But now that you are familiar with the balance sheets of the Bank of 
Canada and the commercial banking system, and are comfortable with the idea of 
deposit creation by the commercial banks,  we are ready to be more precise about what 
we mean by the money supply.  

 The total stock of money in the economy at any moment is called the   money supply    
or the  supply of money  .  Economists use several alternative definitions for the money 
supply.  Each definition includes the amount of currency in circulation  plus   some types 
of deposit liabilities of the financial institutions.    

   Money supply = Currency + Bank deposits    

 The various definitions differ only by which deposit liabilities are included.  We 
begin by looking at the different kinds of deposits.  

   Kinds of Deposits  

 Over the past several decades banks have evolved a bewildering array of deposit options.  
From our point of view, the most important distinction is between deposits that can be 
readily transferred by cheque, Internet banking,  phone,  or debit card, and those that 
cannot be so easily transferred.  The first type of deposits are media of exchange;  the 
second type are not.  

 For many years,  the distinction lay between  demand deposits  ,  which earned little or 
no interest but were transferable on demand (by cheque),  and  savings deposits  ,  which 
earned a higher interest return but were not easily transferable.  Today,  however,  it is  so 
easy to transfer funds between almost all accounts that the distinction becomes quite 
blurred.  The deposit that is  genuinely tied up for a period of time now takes the form 
of a   term deposit   ,  which has a specified withdrawal date a minimum of 30 days into the 
future,  and which pays a much reduced interest rate in the event of early withdrawal.  

    money supply     The total  quantity 

of money in  an  economy at a  

point in  time. Also cal led  the 

 supply of money .     

    term deposit     An  interest-

earning bank deposit, subject to  

notice before withdrawal. Also 

cal led  a   notice deposit .     

  The larger is  the cash drain from the banking system, the smaller will be the total 
expansion of deposits created by a new cash deposit.   
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    near money     Liquid  assets that 

are easily convertible into money 

without risk of significant loss 

of value. They can  be used  as 

short-term stores of value but 

are not themselves media  of 

exchange.    

Term and other notice  deposits pay significantly higher interest rates than do regular 
demand deposits.    

 Non-bank financial institutions,  such as asset-management firms,  now offer  money 
market mutual funds   and  money market deposit accounts.   These accounts earn higher 
interest and are chequable,  although some are subject to minimum withdrawal restric-
tions and others to prior notice of withdrawal.      

  The long-standing distinction between money and other highly liquid assets used 
to be that,  narrowly de ned, money was a medium of exchange that did not earn 
interest,  whereas other liquid assets earned interest but were not media of exchange.  
Today, this distinction has almost completely disappeared.   

   Definitions of the Money Supply  

 Different definitions of the money supply include different types  of deposits.  Until 
recently,  a  common definition of the money supply used by the Bank of Canada was 
called M1 ,  which included currency in circulation plus  demand (chequable)  deposits 
held at the chartered banks.  But M1  did not include similar deposits  at other finan-
cial  institutions or any non-chequable term or notice deposits.  With the changing 
nature of deposits,  it is  now more common to use broader measures  of the money 
supply.  Two commonly used measures  in Canada today are M2 and M2+ .   M2   
includes currency in circulation plus  demand and notice deposits  at the chartered 
banks;   M21   includes M2 plus  similar deposits  at other financial  institutions ( trust 
and mortgage-loan companies,  credit unions and caisses  populaires)  and holdings of 
money-market mutual funds.    Table   26-9    shows the composition of M2 and M2+  in 
Canada as  of February 2015.        

  The Bank of Canada computes other measures of the money supply even broader 
than M2+ .  These are referred to as M2++ ,  M3, and so on, where each measure is  
broader than the previous one,  meaning that it includes more types of financial assets.  
For example,  M2++  includes M2+  plus holdings of Canada Savings Bonds and 
non-money-market funds.  In general,  the broader the measure of the money supply,  the 
more the concept of money being measured includes assets that do not serve as a direct 
medium of exchange but do serve the store-of-value function and can be converted into 
a medium of exchange.   

   Near Money and  Money Substitutes  

 Recall our early discussion of money as a medium of exchange and as a store of value.  
In arriving at empirical measures of money,  we must consider some assets that do not 
perform one or both of these roles perfectly.  This brings us to the concepts of  near 
money   and  money substitutes  .  

 Assets that adequately fulfill the store-of-value function and are readily converted 
into a medium of exchange but are not themselves a medium of exchange are sometimes 
called   near money   .  Term deposits are a good example of near money.  When you have 
a term deposit,  you know exactly how much purchasing power you hold (at current 

    M2      Currency plus demand  and  

notice deposits at the chartered  

banks.    

    M21      M2  plus simi lar deposits 

at other financial  institutions.    
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prices) ,  and, given modern banking practices,  you 
can turn your deposit into a medium of exchange
cash or a demand depositat a moments notice 
( though you may pay a penalty in the form of 
reduced interest if you withdraw the funds before 
the end of the specified term).  

 Why then does everybody not keep his or 
her money in such deposits instead of in demand 
deposits or currency?  The answer is that the 
inconvenience of continually shifting money back 
and forth may outweigh the interest that can be 
earned.  One weeks interest on $100 (at 5  percent 
per year)  is  only about 10 cents,  not enough to 
cover bus fare to the bank, the time spent going to 
an ATM, or perhaps even the time spent making 
an online transfer.  For money that will be needed 
soon, it would hardly pay to shift it to a term 
deposit.  

 Things that serve as media of exchange but are 
not a store of value are sometimes called   money 
substitutes   .  Credit cards are a prime example.  With 
a credit card,  many transactions can be made with-
out either cash, a debit card, or a cheque.  The credit 
card serves the short-run function of a medium of 
exchange by allowing you to make purchases,  even 
though you have no cash or bank deposit currently 
in your possession.  But this is  only temporary;  
money remains the final medium of exchange for 
these transactions when the credit-card bill is  paid.     

   The Role of the Bank of Canada  

 In this  chapter,  we have seen that the commercial  banking system,  when presented 
with a new deposit,  can create a  multiple expansion of bank deposits.  This  shows 
how the reserves of the banking system are systematically related to the money sup-
ply.   In   Chapter   28    we will  see the details  of how the Bank of Canada conducts its 
monetary policy and how its      actions influence the total  amount of reserves  in the 
banking system.   At that point we will  have a more complete picture of the connec-
tion among the Banks  monetary policy,  reserves  in the banking system,  and the 
overall  money supply.   

  Recall that in the previous chapter we examined how in the long run, with real 
GDP equal to  Y * ,  the real interest rate was determined by desired saving and desired 
investment.  In the next chapter,  we return to the short-run version of our macro model 
( in which  Y  is  no longer assumed to equal  Y * )  but add money to that model explicitly.  
There we will see how the interaction of money demand and money supply determines 
the equilibrium interest rate in the short run.  We will also see how changes in the money 
market lead to changes in desired aggregate expenditure and real GDP.  In   Chapter   28    
we examine the details of the Bank of Canadas monetary policy,  with an emphasis on 
its current policy regime of  inflation targeting .      

    money substitute     Something 

that serves as a  medium of 

exchange but is not a  store 

of value.    

   M2 and M2  1   are two commonly used measures of the 

money supply in Canada.   M2 includes demand (chequable)  

and notice (non-chequable)  deposits at the chartered banks;  

M2+  adds similar deposits at other financial institutions.  

These deposits all serve the medium-of-exchange function of 

money.  Still broader measures ( like M2++  and M3)  include 

financial assets that best serve the store-of-value function but 

can readily be converted into a medium of exchange.   

  (  Source:   Adapted from Bank of Canada,  Weekly Financial 

Statistics  ,  May 2015.)    

    TABLE   26-9       M2  and  M2  1  in  Canada,  February 
2015 (mil l ions of dol lars)    

Currency 68  782

Demand Deposits (chequable)

 Personal 231  509
 Non-personal 379 149

Notice Deposits (non-chequable)

 Personal 587 487
 Non-personal 40 037
Adjustment  22 721  
 M2   1  304 243  

Deposits at:

 Trust and mortgage-loan companies 25 161
 Credit unions and caisses populaires 266 378
 Money-market mutual funds 22 507
 Other  57 483  
 M2  1  1  675  772  
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    S U MMARY  

    26.1        THE NATURE OF MONEY LO 1    

     Money is anything that serves as a medium of exchange,  
a store of value,  and a unit of account.   

    Money arose because of the inconvenience of barter,  
and it developed in stages:  from precious metal to metal 

coinage,  to paper money convertible to precious metals,  
to token coinage and paper money fractionally backed 
by precious metals,  to fiat money, and to deposit 
money.     

    26.2        THE CANADIAN  BANKING SYSTEM  LO 2    

     The banking system in Canada consists of two main ele-
ments:  the Bank of Canada (the central bank)  and the 
commercial banks.   

    The Bank of Canada is a government-owned corpora-
tion that is responsible for the day-to-day conduct of 
monetary policy.  Though the Bank has considerable 
autonomy in its policy decisions,  ultimate responsibility 
for monetary policy resides with the government.   

    Commercial banks and other financial institutions 
play a key role as intermediaries in the credit market.  

Significant interruptions in the flow of credit usually 
lead to increases in interest rates and reductions in the 
level of economic activity.   

    Commercial banks are profit-seeking institutions that 
allow their customers to transfer deposits from one 
bank to another by means of cheques or electronic 
transfer.  They create deposit money as a by-product of 
their commercial operations of making loans and other 
investments.     

    26.3        MONEY CREATION  BY THE BANKING SYSTEM  LO 3    

     Because most customers are content to pay by cheque 
or debit card rather than with cash,  banks need only 
small reserves to back their deposit liabilities.  It is  this 
 fractional-reserve aspect  of the banking system that 
enables commercial banks to create deposit money.   

    When the banking system receives a new cash deposit,  
it can create new deposits equal to some multiple of 

this amount.  For a target reserve ratio of  v   and a cash-
deposit ratio of  c  ,  the total change in deposits following 
a new cash deposit is  

     Deposits =
New cash deposit

c + v
      

    26.4       THE MONEY SUPPLY LO 4    

     The money supplythe stock of money in an economy 
at a specific momentcan be defined in various ways.  
M2 includes currency plus demand and notice deposits at 
the chartered banks.  M2+  includes M2 plus deposits 
at non-bank financial institutions and money-market 
mutual funds.   

    Near money includes interest-earning assets that are 
convertible into money on a dollar-for-dollar basis but 
that are not currently a medium of exchange.  Money 
substitutes are things such as credit cards that serve as a 
medium of exchange but are not money.      

    Medium of exchange,  store of value,  
and unit of account   

   Fully backed, fractionally backed, and 
fiat money   

   The banking system and the Bank of 
Canada   

   Target reserve ratio and excess 
reserves   

   The creation of deposit money   
   Demand and term deposits   
   The money supply   
   Near money and money substitutes     

   KEY  CON CEPTS  
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      Fill in the blanks to make the following statements 
correct.  

    a.  Money serves three functions:            ,            ,  
and           .   

   b.  Suppose children at a summer camp are each given 
a credit of $20 at the snack shop, where purchases 
are recorded but no cash is exchanged.  This is  an 
example of money as a(n)             and a(n)            .   

   c.  Paper money and coins that are not convertible 
into anything with intrinsic value,  but are declared 
by the government to be legal tender,  are known 
as           .   

   d.  The Bank of Canada has four main functions in the 
Canadian economy:  

                  
                 
                 
                   

   e.  Canada has a(n)             reserve banking system, in 
which commercial banks keep only a fraction of 
their total deposits in reserves.  A commercial bank 
has a(n)               ratio that governs what it attempts 
to keep as reserves.      

      Fill in the blanks to make the following statements 
correct.  Answer these questions in the sequence given.  

    a.  Suppose the Bank of Canada purchases a $1000 
bond from Bobs Financial Firm, and Bobs deposits 
its cheque at the CIBC.  This is  a(n)               deposit to 
the banking system and will allow the commercial 
banks to             .   

   b.  Continuing on from part (a) ,  if the CIBC has a 
target reserve ratio of 5  percent,  it will keep 
             dollars as reserves and will lend              dollars.   

   c.  Assuming there is no cash drain from the banking 
system, the ultimate effect is  a(n)               in deposits 
in the banking system of              $1000 =            .   

   d.  Suppose the Bank of Canada sells a $1000 bond to 
Bobs Financial Firm, and Bobs pays for that bond 
with a cheque drawn on its account at the CIBC.  
This is  a(n)               of funds from the banking system 
and will cause the commercial banks to             .   

   e.  If the CIBC pays the $1000 from its reserves,  its 
reserve ratio will then be              its target rate of 

    STUDY EXERCISES 

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

    MyEconLab    

5 percent.  If the CIBC keeps its reserves at the new 
level,  its loans must fall by            to restore the 
5-percent target reserve ratio.      

      Which of the following items can be considered money 
in the Canadian economy?  Explain your answers by 
discussing the three functions of moneymedium of 
exchange,  store of value,  and unit of account.  

    a.  A Canadian $100 bill  
   b.  A Visa credit card  
   c.  A well-known painting by Robert Bateman  
   d .  The balance in an interest-earning savings account  
   e.  A U.S.  Treasury bill payable in three months  
   f.  A share of Tim Hortons stock  
   g.  A $1  bill of Canadian Tire money     

      Sunshine Bank has the following list of entries on its  
balance sheet.  All figures are in millions of dollars.    

Mortgage loans 2100

Cash reserves 630

Shareholders  equity 600

Foreign currency reserves 6000

Government deposits 180

Deposits at the Bank of Canada 150

Demand deposits 4500

Notice ( term)  deposits 3600

    a.  Draw the balance sheet for Sunshine Bank and 
record the entries appropriately in the asset or 
liability column.   

   b.  What are total assets and liabilities for this com-
mercial bank?   

   c.  What is the banks actual reserve ratio?      

      The table below shows the balance sheet for the Regal 
Bank, a hypothetical commercial bank.  Assume that 
the Regal Bank has achieved its target reserve ratio.    

Balance Sheet:  Regal Bank

Assets Liabilities

Reserves $ 200 Deposits $4000

Loans $4200 Capital $  400
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Canadian banking system.  Suppose all commercial 
banks have a target reserve ratio of 10 percent and 
individuals choose to hold cash equal to 10 percent of 
their bank deposits.  

    a.  In the text,  we showed that the eventual total 
change in deposits is  equal to 1(  v   +   c  )  times the 
new deposit,  where  v   is  the target reserve ratio and 
 c   is  the ratio of cash to deposits.  What is the even-
tual total change in deposits in this case?   

   b.  What is the eventual total change in reserves?   
   c.  What is the eventual total change in loans?      

      Consider an individual who moves to Canada and 
brings with him $40 000 in Canadian currency,  which 
he deposits in a Canadian bank.  For each of the cases 
below, compute the overall change in deposits and 
reserves in the Canadian banking system as a result of 
this new deposit.  

    a.  10 percent target reserve ratio,  no cash drain,  no 
excess reserves  

   b.  10 percent target reserve ratio,  5  percent cash 
drain,  no excess reserves  

   c.  10 percent target reserve ratio,  5  percent cash 
drain,  5  percent excess reserves     

      This question is intended to illustrate the similarity 
between the simple income-expenditure multiplier 
 from   Chapters   21    and      22    and the deposit multiplier 
that we examined in this chapter.  

    a.  Recalling the macro model  of   Chapters   21    and      22   ,  
suppose the marginal propensity to spend out of 
GDP,  z  ,  is 0.6.  If autonomous spending increases by 
$1000, fill in the table below.  (Hint:  You might want 
to re-read Applying Economic Concepts  21 -1 .)    

Round  AE  Y

First $1000 $1000

Second             
Third             
Fourth             
Fifth             

   b.  The sum of the values in the third column should be 

       Y = +1000 + z  +1000 +  

  z 2 
+1000 + z3  +1000 + c    

   What is the total change in GDP (after an infinite  
number of rounds)?   

   c.  Now consider the process of deposit creation from 
this chapter.  Consider a new deposit of $1000 
and a target reserve ratio,   v  ,  of 0.25  (with no cash 
drain).  Fill in the following table:    

    a.  What is the Regal Banks target reserve ratio?   
   b.  What is the value of the owners  investment in the 

bank?   
   c.  Suppose someone makes a new deposit to the 

Regal Bank of $100.  Draw a new balance sheet 
showing the  immediate   effect of the new deposit.  
What is the Regal Banks new reserve ratio?   

   d .  Suppose instead that someone  withdraws   $100 
cash from the Regal Bank.  Show the new balance 
sheet and the new reserve ratio.      

      Consider a new deposit to the Canadian banking 
system of $1000.  Suppose that all commercial banks 
have a target reserve ratio of 10 percent and there is no 
cash drain.  The following table shows how deposits,  
reserves,  and loans change as the new deposit permits 
the banks to create  money.    

Round  Deposits  Reserves  Loans

First $1000 $100 $900

Second                   
Third                   
Fourth                   
Fifth                   

    a.  The first round has been completed in the table.  
Now, recalling that the new loans in the first round 
become the new deposits in the second round, com-
plete the second round in the table.   

   b.  By using the same approach, complete the entire 
table.   

   c.  You have now completed the first five rounds of 
the deposit-creation process.  What is the total 
change in deposits  so far  as a result of the single 
new deposit of $1000?   

   d .  This deposit-creation process could go on forever,  
but it would still have a  finite   sum.  In the text,  we 
showed that the eventual total change in deposits 
is  equal to 1 / v   times the new deposit,  where  v   is  
the target reserve ratio.  What is the eventual total 
change in deposits in this case?   

   e.  What is the eventual total change in reserves?  What 
is  the eventual change in loans?      

      Consider a withdrawal of $5000 from the Canadian 
banking system.  Suppose all commercial banks have 
a target reserve ratio of 8  percent and there is no cash 
drain.  

    a.  Using a table like that shown in the previous ques-
tion,  show the change in deposits,  reserves,  and 
loans for the first three rounds  of activity.   

   b.  Compute the eventual total change in deposits,  
reserves,  and loans.      

      Consider an individual who immigrates to Canada 
and deposits $3000 in Canadian currency into the 
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Round  Deposits  Reserves  Loans

First $1000 $250 $750

Second                   
Third                   
Fourth                   
Fifth                   

   d.  The sum of the values in the first column should be 

    Deposits = +1000 + (1  - v)$1000 +  

  (1 - v)2 +1000 + (1 - v) 3  +1000 + c    

   What is the total change in deposits (after an infin-
ite number of rounds)?   

   e.  Explain why taxes and imports for the simple 
multiplier  in   Chapter   21     are similar to a reserve 
ratio for the deposit multiplier in this chapter.      

      Suppose that on January 1 ,  2011 ,  a household had 
$300 000, which it wanted to hold for use one year 

later.  Calculate,  by using resources available online 
or in your university library,  which of the follow-
ing would have been the best store of value over that 
period.  

    a.  The (Canadian)  dollar  
   b.  Stocks whose prices moved with the Toronto Stock 

Exchange (S&P/TSX)  index  
   c.  A Government of Canada 5.75 percent bond com-

ing due in 2029  
   d.  Gold  
   e.  A house whose value changed with the average 

house price in Canada     

      During 2011 ,  after the worst of the global financial 
crisis was over,  the governor of the Bank of Canada 
expressed concern that the commercial banks were still  
hoarding  cash rather than extending a more appro-
priate volume of loans.  Why might the banks do this,  
and what is the implication for the money supply?           
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 Money,  Interest Rates,  and  
Economic Activity   

   I N    Chapter   26   ,  we learned     how the commercial 

banking system multiplies  a  given amount of 

reserves  into deposit  money and thus  influences 

the  nations  money supply.   We also  learned     that 

because the  Bank of Canada can influence the 

amount of commercial-bank reserves,  it  too  has  an 

influence on the  money supply.  What we  have not 

yet discussed,  however,  is   how   the  Bank influences 

the  amount of reserves.  We will  leave  that discussion 

until  the  next chapter,  when we examine Canadian 

monetary policy.      For now,  j ust  think of the  nations 

money supply as  being determined j ointly by the 

actions  of the Bank of Canada and the  commercial 

banking system.  

 In this chapter, we develop a theory to explain how 

money affects the economy. Understanding the role of 

money, however, requires an understanding of the inter-

action of money supply and money demand. To examine 

the nature of money demand, we begin by examining 

how households decide to divide their total holdings of 

assets between money and interest-earning assets (which 

here are called bonds).  Once that is done, we put 

money supply and money demand together to examine 

monetary equilibrium.   Only then can we ask how chan-

ges in the supply of money or in the demand for money 

affect the economy in the short terminterest rates, real 

GDP, and the price level.  We begin with a discussion of 

the relationship between bond prices and interest rates.    

        27  

IN

    

C

HAPTER  OUTLI NE  

       27.1   UNDERSTANDING  BONDS    

     27.2   THE THEORY OF MONEY DEMAND    

     27.3    MONETARY EQUILIBRIUM  AND NATIONAL 

INCOME    

     27.4  THE STRENGTH  OF MONETARY FORCES       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  expla in  why the price of a  bond  is  inversely related  to the 

market in terest rate.   

  2  describe how the demand  for money depends on  the in terest 

rate,  the price level ,  and  rea l  GDP.   

  3  expla in  how monetary equ i l ibrium  determ ines the in terest rate 

in  the short run .   

  4 describe the transmission  mechan ism  of monetary pol icy.   

  5 understand  the d i fference between  the short-run  and  long-run  

effects of monetary pol icy.   

  6 describe under what cond i tions monetary pol icy is  most 

effective in  the short run .     

642
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     27.1    UNDERSTANDING BONDS   

 At any moment,  households and businesses have a stock of financial wealth 
that they hold in several forms.  Some of it is  money in the bank or cash in a 
wallet or vault.  Some may be in  Treasury bills   and  bonds  ,  which are IOUs 
issued by the government or corporations.  Some may be in  equity  ,  meaning 
ownership shares of a company.  

 To simplify our discussion,  we will group financial wealth into just two 
categories,  which we call money  and bonds.  By money we mean all 
assets that serve as a medium of exchangethat is,  paper money, coins,  and 
bank deposits that can be transferred on demand by cheque or electronic 
means.  By bonds we mean all other forms of financial wealth; this includes 
interest-earning financial assets and claims on real capital (equity).  This sim-
plification is useful because it emphasizes the important distinction between 
interest-earning and noninterest-earning assets,  a distinction that is  central 
for understanding the demand for money.    

  Before discussing how individuals decide to divide their assets between 
money and bonds,  we need to make sure we understand what bonds are and how they 
are priced.  This requires an understanding of  present value  .  

   Present Value and  the Interest Rate  

 A bond is a financial asset that promises to make one or more payments at specified 
dates in the future.  The   present value (  PV  )    of any asset refers to the value now of the 
future payments that the asset offers.  Present value depends on the market interest rate 
because when we calculate present value,  the interest rate is  used to  discount  the value 
of the future payments to obtain their  present  value.  Lets consider two examples to 
illustrate the concept of present value.    

   A Single  Payment One Year Hence    We start with the simplest case.  What is the value 
 now   of a bond that will return a single payment of $100 in one years time?  

 Suppose the market interest rate is  5  percent.  Now ask how much you would have 
to lend out at that interest rate today in order to have $100 a year from now.  If we 
use  PV  to stand for this unknown amount,  we can write  PV    (1 .05)  =  $100.  Thus,  
 PV  =  $1001 .05 =  $95.24.    1     This tells us that the present value of $100 receivable in 
one years time is $95.24; if you lend out $95.24 for one year at 5  percent interest you 
will get back the original $95.24 that you lent ( the principal)  plus $4.76 in interest,  
which makes $100.   

 We can generalize this relationship with a simple equation.  If  R   1   is  the amount we 
receive one year from now and  i   is  the annual interest rate,  the present value of  R   1   is  

   PV =

R1

1 + i
   

 If the interest rate is 7 percent (  i   =  0.07)  and the bond pays $100 in one year 
(  R   1   =  $100),  the present value of that bond is  PV  =  $1001 .07 =  $93.46.  Notice 

    present value (  PV )      The value 

now of one or more payments or 

receipts made in  the future;  

often  referred  to as  discounted 

present value.      

      Economists often simplify the 
analysis of financial assets by con-
sidering only two types of assets
noninterest-bearing money and 
interest-bearing bonds.

   1    Notice that in this type of formula, the interest rate is  expressed as a decimal fraction where,  for example,  
5 percent is  expressed as 0.05,  so 1  +   i   =  1 .05.  
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that,  when compared with the previous numerical example,  the higher market interest 
rate leads to a lower present value.  The future payment of $100 gets discounted at a 
higher rate and so is  worth less at the present time.   

   A Sequence of Future Payments    Now consider a more complicated case,  but one 
that is  actually more typical.  Many bonds promise to make coupon  payments every 
year and then return the face value of the bond at the end of the term of the loan.  For 
example,  imagine a three-year bond that promises to repay the face value of $1000 in 
three years,  but will also pay a 10 percent coupon payment of $100 at the end of each 
of the three years that the bond is held.  How much is this bond worth now?  We can 
compute the present value of this bond by adding together the present values of each of 
the payments.  If the market interest rate is  7 percent,  the present value of this bond is 

   PV =

+100

1 .07
+

+100

(1 .07)2
+

+1100

(1 .07)3
   

 The first term is the value today of receiving $100 one year from now.  The second 
term is the value today of receiving the second $100 payment two years from now.  
Note that we discount this second payment twiceonce from Year 2 to Year 1 ,  and 
once again from Year 1  to nowand thus the denominator shows an interest rate of 
7 percent  compounded  for two years.  Finally,  the third term shows the value today of 
the $1100 repayment ($1000 of face value plus $100 of coupon payment)  three years 
from now.  The present value of this bond is 

    PV = +93.46 + +87.34 + +897.93  

  = +1078.73    

 In general,  any asset that promises to make a sequence of payments for  T  periods 
into the future of  R   1  ,   R   2  ,  , and so on, up to  R   T  has a present value given by 

   PV =

R1

1 + i
+

R2

(1 + i)2
+ g +

RT

(1 + i)T
   

 It is  useful to try another example.  Lets continue with the case in which the bond 
repays its face value of $1000 three years from now and makes three $100 coupon 
payments at the end of each year the bond is held.  But this time we assume the market 
interest rate is  9  percent.  In this case,  the present value of the bond is 

    PV =

+100

1 .09
+

+100

(1 .09)2
+

+1100

(1 .09)3
 

  = +91 .74 + +84.17 + +849.40 

  = +1025.31    

 Notice that when the market interest rate is  9  percent,  the present value of the 
bond is lower than the present value of the same bond when the market interest rate is  
7 percent.  The higher interest rate implies that any future payments are discounted at a 
higher rate and thus have a lower present value.   

   A General  Relationship     There are many types of bonds.  Some make no coupon pay-
ments and only a single payment ( the face value)  at some point in the future.  This is  
the case for short-term government bonds called  Treasury bills.   Other bonds,  typically 
longer-term government or corporate bonds,  make regular coupon payments as well as 
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a final payment of the bonds face value.  Though there are many types of bonds,  they 
all have one thing in common:  They promise to make some payment or sequence of 
payments in the future.  Because bonds make payments in the future,  their present value 
is negatively related to the market interest rate.      

  The present value of any bond that promises one or more future payments is  nega-
tively related to the market interest rate.   

   Present Value and  Market Price  

 Most bonds are bought and sold in financial markets in which there are large numbers 
of both buyers and sellers.  The present value of a bond is important because it estab-
lishes the price at which a bond will be exchanged in the financial markets.    

  The present value of a bond is  the most someone would be willing to pay now to 
own the bonds future stream of payments.    2      

 To understand this concept,  let us return to our example of a bond that promises 
to pay $100 one year from now.  When the interest rate is  5  percent,  the present value 
of this bond is $95.24.  To see why this is  the maximum that anyone would pay for this 
bond, suppose that some sellers offer to sell the bond at some other price,  say,  $98.  If,  
instead of paying this amount for the bond, a potential buyer lends $98  out at 5  percent 
interest,  he or she would have at the end of one year more than the $100 that the bond 
will produce.  (At 5  percent interest,  $98  yields $4.90 in interest,  which when added to 
the principal makes $102.90.)  Clearly,  no well-informed individual would pay $98
or,  by the same reasoning,  any sum in excess of $95.24for the bond.  Thus,  at any 
price above the bonds present value,  the lack of demand will cause the price to fall.  

 Now suppose the bond is offered for sale at a price less than $95.24,  say,  $90.  A 
potential buyer could borrow $90 to buy the bond and would pay $4.50 in interest on 
the loan.  At the end of the year,  the bond yields $100.  When this is  used to repay the 
$90 loan and the $4.50 in interest,  $5.50 is left as profit.  Clearly,  it would be worth-
while for someone to buy the bond at the price of $90 or,  by the same argument,  at any 
price less than $95.24.  Thus,  at any price below the bonds present value,  the abun-
dance of demand will cause the price to rise.  

 This discussion should make clear that the present value of an asset determines its 
equilibrium market price.  If the market price of any asset is  greater than the present 
value of its income stream, no one will want to buy it,  and the resulting excess supply 
will push down the market price.  If the market price is  below its present value,  there 
will be a rush to buy it,  and the resulting excess demand will push up the market price.  
When the bonds market price is  exactly equal to its present value,  there is  no pressure 
for the price to change.       

   2    We ignore for now the possibility that the issuer of the bond will default and thereby fail to make some or 
all of the future payments.  If such a risk does exist,  it will reduce the expected present value of the bond and 
thus reduce the price that buyers will be prepared to pay.  We address bond riskiness shortly.  
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   I nterest Rates,  Bond  Prices,  and  Bond  Yields  

 We now have two relationships that can be put together to tell us about the link between 
the market interest rate and bond prices.  Lets restate these two relationships.  

    1.  The present value of any given bond is negatively related to the market interest rate.   

   2.  A bonds equilibrium market price will be equal to its present value.    

 Putting these two relationships together,  we come to a key relationship:    

  An increase in the market interest rate leads to a fall in the price of any given 
bond.  A decrease in the market interest rate leads to an increase in the price of 
any given bond.   

  The equilibrium market price of any bond is the present value of the income stream 
that it produces.   

 Remember that a bond is a financial investment for the purchaser.  The cost of 
the investment is the price of the bond, and the return on the investment is the sequence 
of future payments.  Thus,  for a given sequence of future payments,  a lower bond price 
implies a higher rate of return on the bond, or a higher  bond yield.   

 To illustrate the yield on a bond, consider a simple example of a bond that promises 
to pay $1000 two years from now.  If you purchase this bond for $857.34, your return 
on your investment will be 8  percent per year because $857.34 compounded for two 
years at 8  percent will yield $1000 in two years.  

   +857.34 * (1 .08)2 = +1000   

 In other words,  your yield on the bond will be 8  percent per year.  
 Notice that we are making a distinction between the concept of the  yield  on a bond 

and the  market interest rate  .  The bond yield is  a function of the sequence of payments 
and the bond price.  The market interest rate is the rate at which you can borrow or lend 
money in the credit market.  

 Although they are logically distinct from each other,  there is  a close relationship 
between the market interest rate and bond yields.  A rise in the market interest rate will 
lead to a decline in the present value of any bond and thus to a decline in its equilibrium 
price.  As the bond price falls,  its yield naturally rises.  Thus,  we see that market interest 
rates and bond yields tend to move in the same direction.    

  An increase in the market interest rate will reduce bond prices and increase bond 
yields.  A reduction in the market interest rate will increase bond prices and reduce 
bond yields.  Therefore, market interest rates and bond yields tend to move together.   

 Because of this close relationship between bond yields and market interest rates,  
economists discussing the role of money in the macroeconomy typically refer to  the  
interest rateor perhaps to  interest rates  in generalrather than to any specific 
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interest rate among the many different rates corresponding 
to the many different financial assets.  Since these rates all 
tend to rise or fall together,  it is  a very useful simplification 
to refer only to  the  interest rate,  meaning the rate of return 
that can be earned by holding interest-earning assets rather 
than money.   

   Bond  Riskiness  

 We have been discussing present values and bond prices 
under the assumption that the bond is  risk free that is,  
that the coupon payments and the repayment of principal 
are absolutely certain.  In reality,  however,  there is  some 
chance that bond issuers will be unable to make some or 
all of these payments.  In the face of this possibility, purchasers 
of bonds reduce the price they are prepared to pay by an 
amount that reflects the likelihood of non-repayment.    

  It follows that not all changes in bond yields are caused by changes in market inter-
est rates.  Sometimes the yields on specific bonds change because of a change in their 
perceived  riskiness  .  For example,  if some event increases the likelihood that a specific 
corporate bond issuer will soon go bankrupt,  bond purchasers will revise downward 
the  expected  present value of the issuers bonds.  As a result,  the demand for the bond 
will fall and its equilibrium price will decline.  As the price falls,  the bonds yield will 
risethe higher bond yield now reflecting the greater riskiness of the bond.    

  An increase in the riskiness of any bond leads to a decline in its   expected  present 
value and thus to a decline in the bonds price.  The lower bond price implies a 
higher bond yield.   

      For the past several years,  holders of Greek govern-
ment bonds have demanded higher yields to reflect 
the perceived likelihood that the Greek government 
would default on some or all of its debt.

 It is  rare in Canada that government bonds are perceived as risky,  but in recent 
years some bonds issued by some southern European countries have been viewed as 
high-risk assets,  and this riskiness has been reflected in high bond yields.  In general,  
however,  since governments have the power to collect revenue through taxation,  it is  
unusual for a government bond to be viewed as a risky asset.  More usual at any given 
time is specific corporations that are believed to be in precarious financial situations 
and thus their bonds are perceived to be risky assets.  As a result,  there are often very 
high yields ( low bond prices)  on specific corporate bonds.   Applying Economic Con-
cepts 27-1   discusses the relationship among bond prices,  bond yields,  riskiness,  and 
 term to maturity   of government and corporate bonds.    

    27.2    THE THEORY OF MONEY DEMAND   

 Our discussion of bonds,  bond prices,  and interest rates leads us to a theory that explains 
how individuals allocate their current stock of financial wealth between bonds  and 
money.  An individuals decision to hold more bonds is at the same time a decision to 
hold less money, and the decision to hold fewer bonds is a decision to hold more money.  
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   APPLYI NG  ECONOM IC  CONCEPTS    2 7 -1  

 Understanding Bond Prices and Bond Yields   

 Various kinds of bonds are traded every day,  and they 
differ in terms of the issuer,  price,  yield,  riskiness,  and 
term to maturity.  We focus here on how to understand 
these bond characteristics.  

   How to Read the Bond Tables  

 The accompanying table shows seven bond listings 
just as they appeared on  www.globeinvestor.com  on 
November 1 ,  2015.  The five columns are as follows:  

     1 .   Issuer.     This is  the issuer of the bondthat is,  the 
borrower of the money.  The first five bonds shown 
are issued by the Government of Canada.  The last 
two are issued by large private-sector firms.   

    2.   Coupon.     This is the coupon ratethe annual rate 
of interest that the bond pays before it matures.  For 
example, a 6 percent coupon rate means that the bond-
holder (the lender)  will receive 6 percent of the face 
value of the bond every year until the bond matures.   

    3 .   Maturity.     This is  when the bond matures and the 
face value is repaid to the bondholder.  All debt obli-
gations are then fulfilled.   

    4.   Price.     This is  the market price of the bond (on 
November 1 ,  2015),  expressed as the price per $100 
of face value.  For example,  a price of $105.54 means 
that for every $100 of face value,  the purchaser must 
pay $105.54.  When the price is greater than $100, 
we say there is a  premium  ;  when the price is less 
than $100, we say the bond is selling at a  discount .   

    5.   Yield.    This is the rate of return earned by the bond-
holder if the bond is bought at the  current  price and 
held to maturity, earning all regular coupon payments.    

Issuer
Coupon 
(%) Maturity

Price 
($)

Yield 
(%)

1 .  Canada 4.00 June 1 ,  2017 105.54 0.5

2.  Canada 1 .50 Sept 1 ,  2017 101 .84 0.5

3.  Canada 10.50 March 15, 2021 150.37 0.88

4.  Canada 9.00 June 1 ,  2025 168.14 1 .38

5.  Canada 3.50 Dec 1 ,  2045 127.65 2.23

6.   Capital 
Desjardins 
Inc.

5.54 June 1 ,  2021 102.41 1 .39

7.  Bell Canada 8.88 April 17,  2026 135.76 4.54

   Bond Prices and  Yields  

 Three general patterns can be seen in the table.  First, for a 
given issuer and maturity, there is a positive relationship 

between the bond price and the coupon rate.  Rows 1  and 2,  
for example, show two bonds, both issued by the Gov-
ernment of Canada and maturing at (almost)  the same 
date in 2017.  The common issuer suggests a common risk 
of non-repayment (in this case a very low risk).  The first 
bond has a 4.00 percent coupon whereas the second has a 
1 .50 percent coupon.  Not surprisingly, the higher coupon 
payments make the first bond a more attractive asset and 
thus its market price is higher$105.54 as compared with 
$101.84.  Note, however, that the implied yield on the two 
bonds is identical.  If this werent the case, demand would 
shift toward the high-yield (low-price)  bond, driving down 
the yield (increasing the price)  until the two yields were 
the same.  

 Second, for a given bond issuer, there is a positive rela-
tionship between the bond yield and the term to maturity.  
This is shown in the first five rows, as yields rise from 
0.5 percent on bonds maturing in two years (from the 
date of the listing)  to 2.06 percent on bonds maturing in 
30 years  time.  This positive relationship is often referred to 
as the  yield curve   or the  term structure of interest rates.   The 
higher yields on longer-term bonds reflect what is often 
called a  term premium  the higher yield that bondholders 
must be paid in order to induce them to have their money 
tied up for longer periods of time.  

 Third,  for a  given term to maturity,  there is  a  posi-
tive relationship between the bond yield and the per-
ceived riskiness of the bond issuer.  Compare rows 3  
and 6,  for example.  Both bonds have almost identical 
maturity dates  in 2021 ,  but one is  issued by the Gov-
ernment of Canada while the other is  issued by Cap-
ital  Desjardins Inc.  Though it is  almost impossible for 
the Government of Canada to go bankrupt and almost 
inconceivable that it would default on its  debt,  it is  
certainly possible for Capital  Desjardins to do so.  This 
difference explains  the difference in yields.  The same is 
true between rows 4  and 7,  where the more than three-
percentage-point yield difference is  attributable to  the 
higher likelihood of default by Bell  Canada than by the 
Canadian government.  

 If you run your eyes down the bond tables, you will 
easily see those corporations viewed by the market as 
being risky borrowers because the yields on their bonds 
will be higheroften dramatically sothan the yields on 
similar-maturity government bonds.  For example, in the 
fall of 2015, when some European banks were experi-
encing difficulty, the bonds issued by the Royal Bank of 
Scotland were selling at such a discount that the implied 
annual yield was more than 18  percent.  Such high yields 
represent a great investment opportunity only if you are 
prepared to take the associated risk.  Beware!   
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We can therefore build our theory by considering the desire to hold bonds or by consid-
ering the desire to hold money.  We follow the tradition among economists by focusing 
on the desire to hold money.  The amount of money that everyone (collectively)  wants 
to hold at any time is called the   demand for money   .      

    Three Reasons for Holding Money  

 Why do firms and households hold money?  Our theory offers three reasons.  First,  
households and firms hold money in order to carry out transactions.  Economists call 
this the  transactions demand  for money.  You carry money in your pocket or keep it in 
a chequing account in order to have it readily available for your upcoming transactions;  
it would be very inconvenient to have to sell bonds or withdraw money from your GIC 
(guaranteed investment certificate)  every time you wanted to spend.  Similarly,  firms are 
continually making expenditures on intermediate inputs and payments to labour,  and 
they keep money available in their chequing accounts to pay these expenses.  

 A second and related reason firms and households hold money is that they are 
uncertain about when some expenditures will be necessary,  and they hold money as a 
precaution to avoid the problems associated with missing a transaction.  This is  referred 
to as the  precautionary demand  for money.  For example,  you might hold some cash 
because of the possibility that you might need to take an unplanned taxi ride during a 
rainstorm; a small business may hold cash because of the possibility that it might need 
the emergency services of a tradesperson, such as a plumber or an electrician.  In the 
days before the widespread use of ATMs, the precautionary demand for money was 
quite large,  since to be caught on a weekend or away from home without sufficient 
cash could be a serious matter.  Today, this motive for holding money is less important.  

 The third reason for holding money applies more to large businesses and to profes-
sional money managers than to individuals because it involves  speculating  about how 
interest rates are likely to change in the future.  Economists call this the  speculative 
demand  for money.  To understand this reason for holding money, recall what we said 
earlier about the negative relationship between market interest rates and bond prices.  
If interest rates are expected to rise in the future,  bond prices will be expected to fall.  
Whenever bond prices fall,  bondholders experience a decline in the value of their bond 
holdings.  The expectation of increases in  future   interest rates will therefore lead to the 
holding of more money (and fewer bonds)   now   as financial managers adjust their port-
folios in order to preserve their values.   

   The Determinants of Money Demand   

 We have just seen three reasons why firms and households hold money.  We now want 
to examine which key macroeconomic variables affect the  amount  of money that is  
demanded in our macro model.  We focus on three:  the interest rate,  the level of real 
GDP, and the price level.  

   The Interest Rate    No matter what benefits households or firms receive from holding 
money,  there is  also a cost.  The cost of holding money is the income that  could have 
been earned  if that wealth were instead held in the form of interest-earning bonds.  
This is  the  opportunity cost  of holding money.  In our macro model,  we assume that 
an increase in the interest rate leads firms and households to reduce their desired 

    demand for money     The total  

amount of money balances that 

the public wants to hold  for al l  

purposes.    
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   The Price Level    An increase in the price level leads to an 
increase in the  dollar  value of transactions even if there is no 
change in the  real  value of transactions.  That is, as  P   rises,  

households and firms will need to hold more money in order to carry out an unchanged 
real value of transactions.  This positive relationship between the price level and desired 
money holdings is also shown in   Figure   27-1    as a rightward shift of the  M D   curve to  M   D   .    

  The demand for money is  assumed to be positively related to the price level (for 
any given interest rate).    

money holdings.  Conversely,  a reduction in the inter-
est rate means that holding money is less costly,  and 
so firms and households are assumed to increase their 
desired money holdings.    

  Other things being equal,  the demand for money is  
assumed to be negatively related to the interest rate.    3      

 This negative relationship between interest rates and 
desired money holdings is shown in   Figure   27-1    and is 
drawn as the money demand (  M D  )  curve.  Remember that 
the decision to hold money is also the decision  not  to 
hold bonds,  and so movements along the  M D   curve imply 
the substitution of assets between money and bonds.  For 
example,  as interest rates decline,  bonds become a less 
attractive asset and money becomes more attractive,  so 
firms and households substitute away from bonds and 
toward money.    

   Real  GDP    As we said earlier,  an important reason for 
holding money is to make transactions.  Not surprisingly,  
the number of transactions that firms and households 
want to make is positively related to the level of income 
and production in the economythat is,  to the level of 
real GDP.  This positive relationship between real GDP 
and desired money holdings is shown in   Figure   27-1    by 
a rightward shift of the  M D   curve to  M    D   .  At any given 
interest rate, an increase in  Y  is  assumed to generate more 
transactions and thus greater desired money holdings.     

  The demand for money is  assumed to be positively 
related to real GDP (for any given interest rate).   

      FIGURE   27-1       Money Demand  as a  Function  
of the Interest Rate,  Real  
GDP,  and  the Price Level    
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   The quantity of money demanded is  assumed to be 
negatively related to the interest rate and positively 
related to real GDP and the price level  .  The nega-
tive slope of the  M D   curve comes from the choice 
between holding money and holding bonds.  A fall 
in the interest rate from  i   1   to  i   0   reduces the oppor-
tunity cost of holding money because the rate of 
return on bonds declines.  Thus,  the decision to hold 
more money (the movement from  A   to  B   as the 
interest rate falls)  is  the flip side  of the decision to 
hold fewer bonds.   

  We show the initial money demand curve as 
 M D   (  Y,    P  ) ,  indicating that the curve is drawn for 
given values of  Y  and  P.   Increases in  Y  or  P   shift the 
 M   D   curve to the right;  decreases in  Y  or  P   shift the 
 M D   curve to the left.    

   3    The opportunity cost of holding money is the interest that could have been earned on bondsthis is the 

nominal interest rate.  In the presence of expected inflation,  we must distinguish between the nominal and real 

interest rates.  In this chapter we assume, however,  that expected inflation is zero, and so we simply speak of 

the  interest rate.  We discuss inflation in detail in Chapter 29.  
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 We can be more precise than just saying that there is  a positive relationship between 
 P   and desired money holdings.  Suppose,  for example,  that  Y  and  i   are constant but that 
all prices in the economy increase by 10 percent.  Since  Y  is  unchanged,  the  real  value 
of desired transactions should also be unchanged.  Furthermore,  since  i   is  unchanged,  
the opportunity cost of holding money is constant.  Therefore,  in order to make the 
same transactions as before,  households and firms must not just hold more money than 
beforethey must hold precisely 10 percent more.  For this reason,  economists usually 
assume that if real GDP and the interest rate are constant,  the demand for money is 
 proportional  to the price level.    

   Money Demand:  Summing Up  

 We have discussed the theory of why firms and households hold money,  and we have 
examined the relationship between desired money holding and three macroeconomic 
variables.  Since the demand for money reflects firms  and households  preference to 
hold wealth in the form of a  liquid  asset (money)  rather than a less liquid asset (bonds),  
economists sometimes refer to the money demand function as a  liquidity preference   
function.  We can summarize our assumptions regarding money demand with the fol-
lowing algebraic statement:  

   MD = MD( i
-
,  Y
+
,  P
+
)    

 This equation says that the amount of money firms and households want to hold 
at any given time depends on ( is a function of)  three variables;  the sign above each 
variable indicates whether that variable positively or negatively affects desired money 
holding.  Our central assumptions are as follows:  

    1.  An increase in the interest rate increases the opportunity cost of holding money 
and leads to a reduction in the quantity of money demanded.   

   2.  An increase in real GDP increases the volume of transactions and leads to an 
increase in the quantity of money demanded.   

   3.  An increase in the price level increases the dollar value of a given volume of trans-
actions and leads to an increase in the quantity of money demanded.    

 Remember that money demand is also related to bond demand.  Firms and house-
holds must decide at any time how to divide their financial assets between money 
and bonds.  Therefore,  our statements here about money demand apply in reverse to 
the demand for bonds.  For example,  in   Figure   27-1   ,  a movement down the  M   D   curve 
from point  A   to point  B   indicates that firms and households are deciding to hold more 
money and fewer bonds as the interest rate falls.  In other words,  the movement from 
 A   to  B   involves a substitution away from holding bonds and toward holding money.    

    27.3     MONETARY EQUILIBRIUM  AND NATIONAL 
INCOME   

 So far,  this chapter has been devoted to understanding bonds and how they relate to 
the demand for money.   In the previous chapter we examined the supply of money.  We 
are now ready to     put these two sides of the money market together to develop a theory 
of how interest rates are determined in the short run.  You may recall,  however,  that 
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we already developed in   Chapter   25    a theory of how interest rates are determined.  But 
remember that   Chapter   25    was a discussion of long-run economic growth,  and real 
GDP was assumed to be equal to  Y *  throughout that discussion.  What we do in this 
chapter  and the next  is return to the short-run version of our macro model but make it 
more complete by adding money and interest rates explicitly.  We will see how changes 
in the money market can cause real GDP and interest rates to diverge for short periods 
of time from their long-run values.  

 We begin by examining the concept of  monetary equilibrium the theory of how 
interest rates are determined in the short run by the interaction of money demand 
and money supply.  We then explore what economists call the  monetary transmission 
mechanism the chain of events that takes us from changes in the interest rate,  through 
to changes in desired aggregate expenditure,  to changes in the level of real GDP and 
the price level.  

   Monetary Equi l ibrium  

   Figure   27-2   illustrates the money market.  The money supply (  M S  )  curve is vertical,  
indicating that it is  assumed to be independent of the interest rate.  The money supply 
increases (  M S   shifts to the right)  if the central bank increases reserves in the banking 
system or if the commercial banks decide to lend out a larger fraction of those reserves.  
The money supply decreases (  M S   shifts to the left)  if the central bank decreases reserves 
in the banking system or if the commercial banks decide to reduce their lending.  The 
money demand (  M D  )  curve is downward sloping, indicating that firms and households 
decide to hold more money (and fewer bonds)  when the interest rate falls.  

    Monetary equilibrium    occurs when the quantity of money demanded equals 
the quantity of money supplied.  In    Chapter   3   ,  we saw that in  a competitive market 
for some commodity,  the price will adjust to establish equilibrium.  In the market for 
money, the interest rate is  the price  that adjusts to bring about equilibrium.  Lets see 
how this equilibrium is achieved.    

 When a single household or firm finds that it would like to hold more money (and 
fewer bonds)  it can sell some bonds and add the cash proceeds to its money holdings.  
Such behaviour by an individual firm or a household will have a negligible effect on 
the economy.  

 But what happens when  all  the firms and households try to add to their money 
balances?  They all try to sell bonds to obtain the extra money they desire.  But what 
one person can do in this case,  all persons cannot do simultaneously.  At any moment,  
the economys total supply of money and bonds is fixed.  Thus,  as everyone tries to sell 
bonds,  an excess supply of bonds develops.  But since people are simply trying to switch 
between a given amount of bonds and money,  the excess supply of bonds implies an 
excess demand for money,  as shown at interest rate  i   1   in   Figure   27-2  .  

 What happens when there is  an excess supply of bonds?  Like any other good or ser-
vice,  an excess supply causes a fall in the market price.  As we saw earlier in the chapter,  
a fall in the price of bonds implies an increase in the interest rate.  As the interest rate 
rises,  people economize on money balances because the opportunity cost of holding 
such balances is rising.  Eventually,  the interest rate will rise enough that people will no 
longer be trying to add to their money balances by selling bonds.  At that point,  there is  
no longer an excess supply of bonds (or an excess demand for money),  and the interest 
rate will stop rising.  The monetary equilibrium will have been achieved, as at point  E   
in   Figure   27-2  .  

    monetary equil ibrium     The 

situation  in  which  the quantity 

of money demanded  equals the 

quantity of money supplied.    
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 The theory of interest-rate determination depicted in 
  Figure   27-2   is  often called the  liquidity preference theory 
of interest.   This name reflects the fact that when there are 
only two financial assets,  a demand to hold money (rather 
than bonds)  is  a demand for the more liquid of the two 
assetsa preference for liquidity.  The theory determines 
how the interest rate fluctuates in the short term as people 
seek to achieve  portfolio balance  ,  given fixed supplies of 
both money and bonds.   

   The Monetary Transmission  Mechanism  

 The connection between changes in the demand for and sup-
ply of money and the level of aggregate demand is called the 
  monetary transmission mechanism   .  It operates in three stages:    

    1.  Changes in the demand for money or the supply of 
money cause a change in the equilibrium interest rate 
in the short run.   

   2.  The change in the equilibrium interest rate leads to a 
change in desired investment and consumption expenditure (and net exports in an 
open economy).   

   3.  The change in desired aggregate expenditure leads to a shift in the  AD   curve and 
thus to short-run changes in real GDP and the price level.    

 Lets examine these three stages in more detail.  

   Changes in  the Interest Rate    The interest rate will change if the equilibrium depicted 
in   Figure   27-2   is  disturbed by a change in either the supply of money or the demand 

    monetary transmission  

mechanism     The channels by 

which  a  change in  the demand  

for or supply of money leads to  

a  shift of the aggregate demand  

curve.    

 Suppose now that firms and households would like 
to hold less money and more bonds.  That is,  there is  an 
excess supply of money, as at interest rate  i   2   in   Figure   27-2  .  
The excess supply of money implies an excess demand for 
bondspeople are trying to get rid of  their excess money 
balances by acquiring bonds.  But when all households 
try to buy bonds,  they bid up the price of bonds,  and the 
interest rate falls.  As the interest rate falls,  households and 
firms become willing to hold larger quantities of money.  
The interest rate falls until firms and households stop try-
ing to convert bonds into money.  In other words,  it con-
tinues until everyone is content to hold the existing supply 
of money and bonds,  as at point  E   in   Figure   27-2  .    

  Monetary equilibrium occurs when the interest rate is  
such that the quantity of money demanded equals the 
quantity of money supplied.   

      FIGURE   27-2      Monetary Equi l ibrium   
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   The interest rate rises when there is  an excess 
demand for money and falls when there is  an 
excess supply of money.   The fixed quantity of 
money  M   0   is  shown by the vertical supply curve 
 M S  .  The money supply is determined by the 
behaviour of the central bank as well as the com-
mercial banks  (as we saw in   Chapter   26  )  .  The 
demand for money is given by  M D  ;  its negative 
slope indicates that a fall in the rate of inter-
est causes the quantity of money demanded to 
increase.  Monetary equilibrium is at  E,   with a 
rate of interest of  i   0  .   

  If the interest rate is  i   1  ,  there will be an 
excess demand for money of  M   0   M   1  .  Bonds will 
be offered for sale in an attempt to increase 
money holdings.  This will force the rate of inter-
est up to  i   0   ( the price of bonds falls) ,  at which 
point the quantity of money demanded is equal 
to the fixed available quantity of  M   0  .  If the inter-
est rate is  i   2  ,  there will be an excess supply of 
money  M   2   M   0  .  Bonds will be demanded in return 
for excess money balances.  This will force the 
rate of interest down to  i   0   ( the price of bonds 
rises) ,  at which point the quantity of money 
demanded is equal to the fixed supply of  M   0  .    
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for money.  For example,  as shown in part ( i)  of   Figure   27-3   ,  we see the following 
sequence of events when there is  an increase in the supply of money but no change in 
the money demand curve:   

    c  money supply 1 excess supply of money at initial interest rate 

   1 firms and households buy bonds 

   1 c bond prices 

   1 T equilibrium interest rate   

 Note that the original increase in the supply of money could be caused either by the 
central bank increasing the reserves in the banking system or by the commercial banks 
lending out a higher fraction of their existing reserves.  

 As shown in part ( ii)  of   Figure   27-3   ,  an increase in the demand for money, with an 
unchanged supply of money, leads to the following sequence of events:  

    c  money demand 1 excess demand for money at initial interest rate 

   1 firms and households sell bonds 

   1 Tbond prices 

   1 c equilibrium interest rate   

      FIGURE   27-3      Changes in  the Equi l ibrium Interest Rate   
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   Changes in the supply of money or in the demand for money cause the equilibrium interest rate to change.   In both 
parts of the figure,  the money supply is shown by the vertical curve  M   S  ,  and the demand for money is shown by the 
negatively sloped curve  M D  .  The initial monetary equilibrium is at  E   0  ,  with corresponding interest rate  i   0  .  In part ( i) ,  
an increase in the money supply causes  M S   

0
  to shift to  M S   

1
 .  The new equilibrium is at  E   1  ,  where the equilibrium interest 

rate has fallen to  i   1  .  In part ( ii) ,  an increase in the demand for money shifts  M D   
0
  to  M D   

1
  .  The new monetary equilibrium 

occurs at  E   2  ,  and the equilibrium interest rate increases to  i   2  .    
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 The original increase in the demand for money could be caused by an increase in 
real GDP or by an increase in the price level.  It could also be caused by an increased 
preference to hold money rather than bonds,  as would happen if there were an increase 
in the perceived riskiness of bonds.     

  Changes in either the demand for or the supply of money cause changes in the 
short-run equilibrium interest rate.   

   Changes in  Desired  Investment and  Consumption     The second link in the monetary 
transmission mechanism relates interest rates to desired investment and consumption 
expenditure.   We saw in   Chapter   21        that desired investment,  which includes expenditure 
on inventory accumulation, residential construction, and business fixed investment,  
responds to changes in the interest rate.  Other things being equal,  a decrease in the 
interest rate reduces the opportunity cost of borrowing or using retained earnings for 
investment purposes.  As a result,  the lower interest rate leads to an increase in desired 
investment expenditure.  We also saw that consumption expenditures,  especially on big-
ticket durable items such as cars and furniture,  which are often purchased on credit,  are 
negatively related to the interest rate.  In   Figure   27-4  ,  this negative relationship between 
desired expenditure and the interest rate is  labelled  I D   for investment demand, reflect-
ing the fact that investment is  the  most  interest-sensitive part of expenditure.  

  The first two links in the monetary transmission mechanism are shown in 
  Figure   27-4  .    4     Although the analysis in   Figure   27-4   illustrates a change in the money 

      FIGURE   27-4      The Effects of Changes in  the Money Supply on  Desired  Investment Expenditure   
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   Increases in the money supply reduce the equilibrium interest rate and increase desired investment expenditure  .  In part 
( i) ,  monetary equilibrium is at  E   0  ,  with a quantity of money of  M   0   and an interest rate of  i   0  .  The corresponding level 
of desired investment is  I  0   (point  A  )  in part ( ii) .  An increase in the money supply to  M   1   reduces the equilibrium interest 
rate to  i   1   and increases investment expenditure by  I  to  I  1   (point  B  ) .    

   4    In part ( i)  of   Figure   27-4  ,  it is  the  nominal  interest ratethe rate of return on bondsthat affects money 

demand.  In part ( ii) ,  however,  it is  the  real  interest rate that influences desired investment expenditure.  It is  

therefore worth emphasizing that we are continuing with the assumption that inflation is  expected to be zero,  

and thus the nominal and real interest rates are the same.  This assumption allows us to use the same vertical 

axis in the two parts of the figure.  
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  The entire monetary transmission mechan-
ism is summarized in   Figure   27-6   for the case of 
a shock to the money market that reduces the 
short-run equilibrium interest rate.  Either an 
increase in money supply or a decrease in money 
demand will reduce the interest rate,  increase 
desired investment expenditure,  and increase 
aggregate demand.  

      An  Open-Economy Modification   

 So far,  the emphasis in our discussion of the 
monetary transmission mechanism has been on the effect that a change in the interest 
rate has on desired investment and desired consumption.  In an open economy, how-
ever,  where financial capital flows easily across borders,  the monetary transmission 
mechanism is a little more complex.  

 Financial capital is  very mobile across international boundaries.  Bondholders,  
either in Canada or abroad,  are able to substitute among Canadian bonds,  U.S.  bonds,  
German bonds,  and bonds from almost any country you can think of.  Bonds from 
different countries are generally not  perfect  substitutes for each other because the 

  An increase in the money supply causes a 
reduction in the interest rate and an increase 
in desired aggregate expenditure; it therefore 
causes a rightward shift of the  AD   curve.  
A decrease in the money supply causes an 
increase in the interest rate and a decrease in 
desired aggregate expenditure;  it therefore 
causes a leftward shift of the  AD   curve.   

supply,  remember that the transmission mech-
anism can also be set in motion by a change in 
the demand for money.  In part ( i) ,  we see that 
an increase in the money supply reduces the 
short-run equilibrium interest rate.  In part ( ii) ,  
we see that the lower interest rate leads to an 
increase in desired investment (and consump-
tion)  expenditure.    

   Changes in  Aggregate Demand     The third 
link in our theory of the monetary transmission 
mechanism is from changes in desired expendi-
ture to shifts in the  AE   function and in the  AD   
curve.  This is  familiar ground.   In   Chapter   23   ,  
we saw     that a shift in the aggregate expenditure 
curve (caused by something  other than   a  change 
in the price level)  leads to a shift in the  AD   curve.  
This situation is shown again in   Figure   27-5   .    

      FIGURE   27-5       The Effects of Changes in  the Money 
Supply on  Aggregate Demand    
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   Changes in the money supply cause shifts in the     AE     and  AD    
 functions.   In   Figure   27-4  ,  an increase in the money supply 
increased desired investment expenditure by  I.   In part ( i)  of 
this figure,  the  AE   function shifts up by  I .  At any given price 
level  P   0  ,  equilibrium GDP rises from  Y  0   to  Y  1  ,  as shown by 
the rightward shift in the  AD   curve in part ( ii) .    
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varying amounts of political and economic instability imply 
that different levels of  risk   are associated with different 
bonds.  But bonds from similar countriesCanada and the 
United States,  for exampleare often viewed as very close 
substitutes.  

 The ability of bondholders to substitute easily between 
bonds from different countries implies that monetary dis-
turbances that cause changes in interest rates often lead 
to international flows of financial capital,  which in turn 
cause changes in exchange rates and changes in exports and 
imports.  

 To understand how capital mobility adds a second 
channel to the monetary transmission mechanism, consider 
an example.  Suppose the Bank of Canada decides to increase 
the money supply.  As shown in part ( i)  of   Figure   27-4  ,  the 
increase in money supply reduces the interest rate and 
increases desired investment expenditure.  This is the first 
channel of the monetary transmission mechanism.  But the 
story does not end there.  

 The reduction in Canadian interest rates also makes 
Canadian bonds less attractive assets relative to foreign 
bonds.  Canadian and foreign investors alike will sell some 
of their Canadian bonds and buy more of the high-return 
foreign bonds.  But to buy foreign bonds,  it is necessary first 
to exchange Canadian dollars for foreign currency.  The 
desire to sell Canadian dollars and purchase foreign cur-
rency causes the Canadian dollar to depreciate relative to 
other currencies.    

  An increase in the Canadian money supply reduces Canadian interest rates and 
leads to an out ow of  nancial capital.  This capital out ow causes the Canadian 
dollar to depreciate.   

      FIGURE   27-6       Summary of the Monetary 
Transmission  Mechanism    
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 As the Canadian dollar depreciates,  however,  Canadian goods and services become 
less expensive relative to those from other countries.   As we first saw in   Chapter   22  ,  
t    his change in international relative prices causes households and firmsboth in Canada 
and abroadto substitute away from foreign goods and toward Canadian goods.  
Imports fall and exports rise.  

 So the overall effect of the increase in the Canadian money supply is not just a fall 
in Canadian interest rates and an increase in investment.  Because of the international 
mobility of financial capital,  the low Canadian interest rates also lead to a capital out-
flow, a depreciation of the Canadian dollar,  and an increase in Canadian net exports.  
This increase in net exports,  of course,   strengthens   the positive effect on aggregate 
demand already coming from the increase in desired investment.  

 This complete open-economy monetary transmission mechanism is shown in 
  Figure   27-7  .  This figure is  based on   Figure   27-6  ,  but simply adds the second channel of 
the transmission mechanism that works through capital mobility,  exchange rates,  and 
net exports.    
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  Our example has been that of a monetary expansion.  A 
monetary contraction has the opposite effect,  but the logic 
of the mechanism is the same.  A reduction in the Canadian 
money supply raises Canadian interest rates and reduces 
desired investment expenditure.  The higher Canadian 
interest rates attract foreign financial capital as bondhold-
ers sell low-return foreign bonds and purchase high-return 
Canadian bonds.  This action increases the demand for 
Canadian dollars in the foreign-exchange market and 
thus causes the Canadian dollar to appreciate.  Finally, the 
appreciation of the Canadian dollar increases Canadians  
imports of foreign goods and reduces Canadian exports to 
other countries.  Canadian net exports fall.   

   The Slope of the  AD  Curve  

 We can now use our theory of the monetary transmis-
sion mechanism to add to the explanation of the negative 
slope of the  AD   curve.   In   Chapter   23   ,  we mentioned t    wo 
reasons for its negative slope   :  the change in wealth and 

the substitution between domestic and foreign goods,  both of which occur when the 
domestic price level changes.  A third effect operates through interest rates,  and works 
as follows.  A rise in the price level raises the money value of transactions and thus 
leads to an increase in the demand for money.  For a given supply of money (a vertical 
 M S   curve),  the increase in money demand means that the  M D   curve shifts to the right,  
raising the equilibrium interest rate.  The higher interest rate then leads to a reduction 
in desired investment expenditure.  We therefore have a third reason that the price level 
and the level of aggregate demand are negatively related.  This third reason for the nega-
tive slope of the  AD   curve is important because,  empirically,  the interest rate is  the most 
important link between monetary factors and real expenditure flows.    

    27.4   THE STRENGTH  OF MONETARY FORCES   

 In the previous section we saw that a change in the money supply leads to a change in 
interest rates.  The change in interest rates,  in turn,  leads to changes in investment and,  
through international capital flows and changes in the exchange rate,  to changes in net 
exports.  A change in the money supply therefore leads to a change in desired aggre-
gate expenditure and to a shift in the  AD   curve.   From our analysis in   Chapter   24  ,  
w    e  know that a shift in the  AD   curve will lead to different effects in the short run 

  In an open economy with capital mobility,  an 
increase in the money supply is  predicted to cause an 
increase in aggregate demand for two reasons.  First,  
the reduction in interest rates causes an increase in 
investment.  Second, the lower interest rate causes a 
capital out ow, a currency depreciation, and a rise in 
net exports.   

    long-run  money neutrality     The 

idea  that a  change in  the supply 

of money has no long-run  effect 

on  any real  variables;  it affects 

only the price level .    

      FIGURE   27-7       The Open-Economy Monetary 
Transmission Mechanism    
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and in the long run.  It is  in the long run that fac-
tor prices tend to fully adjust to excess demands 
or excess supplies,  and output tends to return to 
the level of potential output,   Y * .  Lets  begin by 
examining the long-run effects of increases in the 
money supply,  and then turn to a long-standing 
debate about the strength of monetary forces in 
the short run.  

   The Neutral ity of Money  

 Starting from a long-run equilibrium in our macro 
model with real GDP equal to  Y * ,  any  AD   or  AS   
shock that creates an output gap sets in place an 
adjustment process that will eventually close that 
gap and return real GDP to  Y * .  The operation 
of this adjustment process following an increase 
in the money supply is illustrated in   Figure   27-8   .  
In the figure,  the only long-run effect of the shift in 
the  AD   curve is a change in the price level;  there is  
no long-run effect on real GDP or any other real 
economic variable.  This result is  referred to as 
  long-run money neutrality   ;  that is,   Y *  is  unaffected 
by changes in the supply of money.    

    The Classical  Dichotomy    Many eighteenth- and 
nineteenth-century economists developed theories 
of the economys long-run equilibrium and empha-
sized the neutrality of money.  They argued that the 
monetary side  of the economy was independent 
from the real side  in the long run.  This belief 
came to be referred to as the  Classical dichotomy  .  
In the long run,  relative prices,  real GDP, employ-
ment,  investment,  and all other real economic 
variables were assumed to be determined by real 
factors,  such as firms  technologies and consum-
ers  preferences.  The absolute level of money prices 
was then determined by the monetary side of the 
economy, where the quantity of money determined 
the price level.  In macro models that contain this 
dichotomy, the long-run effect of a change in the 
money supply is a change in the price level,  with 
no changes to any real economic variables.  

 The concept of money neutrality is  interpreted 
differently by different people.  Our definition 
above, which emphasizes the independence of  Y *  
from the countrys money supply,  is probably the 
most commonly used definition today,  but there 

      FIGURE   27-8      The Long-Run  Neutral ity of Money   
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   Money is  neutral in the long run if the only long-run 
effect of an increase in the money supply is  a higher price 
level.   The economy begins in long-run equilibrium at  E   0   
in both diagrams,  with real GDP equal to  Y *  and the 
price level equal to  P   0  .  An increase in the money supply 
from  M S   

0
  to   M S   

1
  reduces interest rates immediately to  i   1   

and stimulates aggregate demand,  thus shifting the aggre-
gate demand curve from  AD   0   to   AD   1  .  As real GDP and 
the price level increase,  the demand for money increases 
to  M D   

1
 ,  thus pushing  i   1   up to  i   1  .  The point  E   1   in part ( i)  

therefore corresponds to  E   1   in part ( ii) .  Since real GDP 
is  now above  Y * ,  wages and other factor prices start to 
increase,  thus shifting the  AS   curve upward.  The adjust-
ment process continues until  Y  is  back to  Y *  and the price 
level has increased to  P   2  .  In the new long-run equilibrium, 
the higher price level (with unchanged  Y * )  has increased 
money demand to  M D   

2
 ,  thus restoring the interest rate to 

its  initial level,   i   0  .    
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are others as well.   Applying Economic Concepts 27-2   examines the concept of money 
neutrality as it relates to changes in the denominations of a countrys paper currency.        

  Money is  neutral in the long run if a change in the money supply has no long-run 
ef ect on real GDP or any other real variables.  Much empirical evidence is consis-
tent with long-run money neutrality,  although the proposition is  often debated.   

   APPLYI NG  ECONOM IC  CONCEPTS    2 7 -2  

 Monetary Reform and the Neutrality of Money   

 The least controversial proposition regarding the neu-
trality of money is that altering the number of zeros 
on the monetary unit,  and on everything else stated in 
those units,  will have no economic consequences.  For 
example,  if an extra zero were added to all Bank of 
Canada notesso that all $5  bills became $50 bills,  all 
$10 bills became $100 bills,  and so onand the same 
adjustment was made to all nominal wages,  prices,  and 
contracts in the economy, there would be no effects on 
real GDP, real wages,  relative prices,  and other real eco-
nomic variables.*  

 This proposition has been tested many times since 
the Second World War,  when countries that had suffered 
major inflations undertook  monetary reform   by reducing 
the number of zeros on the monetary unit and everything 
else that was specified in money terms.  The evidence is 
clear that no significant or lasting effects followed from 
these reforms.  That such money neutrality is a testable 
theory,  rather than merely a definitional statement,  is  
shown by the possibility that for a short time after the 
monetary reforms some people may be so ill  informed, 
and others such creatures of habit,  that they make mis-
takes based on assuming that the new money is the same 
as the old.  Although some such behaviour probably 
occurred,  it was not significant enough to show up as 
a sudden change in any of the economic data that have 
been collected in these cases.  

 A slightly stronger proposition regarding money 
neutrality is that altering the nature of the monetary 
unit will have no real economic effects.  Such a change 
occurred,  for example,  in 1971 ,  when the United King-
dom changed from a system in which the basic monetary 
unit,  the pound sterling,  was composed of 240 pence to 

its current system which contains 100 pence.  Another 
example is Irelands 1999 conversion from the punt,  
which contained 240 pence,  to the euro,  which contains 
100 cents.  In these cases there were some alterations in 
real behaviour immediately after the change was made,  
as many people were confused by the new units.  Once 
again,  however,  these changes were neither import-
ant enough nor long-lasting enough to show up in the 
macroeconomic data.  

 These two propositions regarding the neutrality 
of money are important because they emphasize the 
nominal nature of money and the important distinction 
between nominal and real values.  It would be unusual 
indeed if multiplying all nominal values in the economy 
by the same scalar had any real effect other than some 
temporary confusion.  For this reason, these two propos-
itions are accepted by virtually all economists and cen-
tral bankers.  

 The stronger and more controversial proposition 
regarding money neutrality is the one discussed in the 
text  that the economys level of potential output and 
thus its long-run equilibrium is unaffected by changes 
in the supply of money.  This assumption is common 
in many macroeconomic models but,  as we argue in 
the text,  there are good reasons to think that monetary 
policy may have effects on  Y*   and thus have long-run 
effects on real GDP.  

    *   Of course,  there would be some  real effects from such an 
adjustment,  including the level of inconvenience associated with 
using paper money with larger denominations (which would be 
enormous if we added many zeros rather than just one to all 
existing bills and prices) .   

   Hysteresis Effects    The proposition of long-run money neutrality is debatable.  
Though it is  a common assumption in many macroeconomic models,  there are good 
reasons to think that changes in a countrys money supply may have effects on  Y*   and 
thus have long-run effects on real GDP.  Here we examine what is  called  hysteresis  the 
possibility that the short-run path of GDP may have an influence on  Y * .  
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 One possible reason for hysteresis relates to firms  use of credit to finance their 
investment expenditures.  As we have seen in this chapter,  changes in the countrys 
money supply will lead to changes in the interest rate and thus in desired investment.  
But if the change in firms  access to creditassociated with the change in interest 
ratesleads firms to alter their capital investment and expenditures on research and 
development,  there may be a permanent effect on the economys capital stock and state 
of technology.  If so,  there may be a permanent effect on the level of potential output.  

 Another reason for hysteresis is  the effect on human capital that often accompan-
ies prolonged unemployment.  Consider a negative shock that reduces real GDP and 
increases the unemployment rate.  If wages and other factor prices are slow to adjust,  
some individuals will experience long spells of unemployment.  Prolonged lack of work 
for even experienced workers may cause their skills to deteriorate.  If the recession lasts 
long enough, some individuals may eventually become unemployable,  even after the 
aggregate economy recovers.  In this case,  the fall in the level of real GDP, if prolonged, 
leads through hysteresis effects to a fall in the level of  Y*  .     

Short-run changes in GDP may be associated with changes in investment or 
employment that cause long-lasting ef ects on  Y * .  In these situations, the proposi-
tion of long-run money neutrality is called into question.

   Money and  Inflation   

 Whether or not money is neutral in the long run,  it is  certainly closely related to the 
price level.   As we observed in   Chapter   26   ( in Applying Economic Concepts 26-1 ) ,  
t    here have been many examples throughout history of countries experiencing dramatic 
increases in the money supply and equally dramatic increases in the price level.  

 The close connection between money growth and inflation does not hold just in the 
dramatic examples; it is a connection that applies in the long run to most if not all econ-
omies.    Figure   27-9   shows a scatter plot of inflation and money growth for a large sample 
of countries between 1978  and 2013.  The vertical axis measures each countrys average 
annual inflation rate.  The horizontal axis measures each countrys average annual growth 
rate of the money supply.  Each point in the figure represents the rates of inflation and 
money supply growth for one country averaged over the sample period.  As is clear in the 
figure, there is a strong positive correlation between the growth rate of the money supply 
and the rate of inflation, as reflected by the tight bunching of points around the upward-
sloping line.  This line is the statistical  line of best fit  between money supply growth and 
inflation.  Its slope is 0.94, indicating that two countries that differ in their money growth 
rates by 10 percent will,  on average, differ in their inflation rates by 9.4 percent.      

  Across many countries over long periods of time, the rate of in ation and the 
growth rate of the money supply are highly correlated.   

   The Short-Run  Effects of Monetary Shocks  

 In our macro model,  money is clearly not neutral in the short run.  We have seen that 
a change in the money supply shifts the  AD   curve and hence alters the short-run equi-
librium level of real GDP.  For a given  AS   curve,  the short-run effect of a change in the 
money supply on real GDP and the price level is determined by the extent of the shift 
of the  AD   curve.  
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   How Effective Is Monetary Policy?     How much the  AD   curve shifts in response to an 
increase in the money supply depends on the amount of investment expenditure that 
is stimulated.  The increase in investment expenditure in turn depends on the strength 
of two of the linkages that make up the monetary transmission mechanism:  the link 
between money supply and interest rates,  and the link between interest rates and 
investment.    5     Lets look more closely at these separate parts of the monetary transmis-
sion mechanism.   

 First,  consider how much interest rates fall in response to an increase in the money 
supply.  If the  M D   curve is steep, a given increase in the money supply will lead to a 
large reduction in the equilibrium interest rate.  A steep  M D   curve means that firms  and 
households  desired money holding is not very sensitive to changes in the interest rate,  
so interest rates have to fall a lot to get people to be content to hold a larger amount of 
money.  The flatter the  M D   curve,  the less interest rates will fall for any given increase 
in the supply of money.  

Japan
South Korea

Ecuador

Myanmar

Ghana
Mexico

Bolivia

Turkey

Peru

0

10

20

30

40

50

60

70

80

0 10 20 30 40 50 60 70 80

A
v
er
a
g
e 
A
n
n
u
a
l 
In
f
a
ti
o
n
 R
a
te
 (
%
)

Average Annual Growth Rate of Money Supply (%)

      FIGURE   27-9      I nflation  and  Money Growth  Across Many Countries,  19782013    

   Countries with higher inflation rates tend to be countries with higher rates of growth of the money supply.   This figure 
plots long-run data for many countries.  Each point shows the average annual inflation rate and the average annual 
growth rate of the money supply for a specific country for the 19782013  period.  For all countries,  the inflation data 
refer to the rate of change of the Consumer Price Index; the money supply data refer to the growth rate of  M  2.  The 
positive relationship between inflation and money supply growth (with a slope of the best-fit line very close to 1 )  is  
consistent with the proposition of long-run money neutrality.   

  (  Source:   Based on authors calculations using data from the World Bank.  Go to  www.worldbank.org  and look for 

world development indicators and global development finance. )    

   5    As we saw earlier in the chapter,  the consumption of durable goods is also sensitive to changes in the interest 

rate.  In this section, however,  we simplify by focusing only on the behaviour of desired investment.  
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 Second, consider how much investment expenditure increases in response to a fall 
in interest rates.  If the  I D   curve is relatively flat,  then any given reduction in interest 
rates will lead to a large increase in firms  desired investment.  The steeper the  I D   curve,  
the less investment will increase for any given reduction in interest rates.  

 It follows that the size of the shift of the  AD   curve in response to a change in the 
money supply depends on the shapes of the  M D   and  I 

D
   curves.  The influence of the 

shapes of the two curves is  shown in   Figure   27-10   and can be summarized as follows:   

    1.  The steeper the  M D   curve,  the more interest rates will change in response to a given 
change in the money supply.   
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      FIGURE   27-10      Two Views on  the Strength  of Monetary Changes   

   The effect of a change in the money supply on aggregate demand depends on the slopes of the    M  D     and  I  
D
     curves.   Initially,  

in parts ( i)  and ( ii) ,  the money supply is  M S   
0
 ,  and the economy has an interest rate of  i   0   and investment expenditure 

of  I  0  .  The central bank then expands the money supply from  M S   
0
  to  M S   

1
 .  The rate of interest thus falls from  i   0   to  i   1  ,  as  

shown in each of the left panels.  This causes an increase in investment expenditure of  I ,  from  I  0   to  I  1  ,  as shown in 
each of the right panels.   

  In part ( i) ,  the demand for money is insensitive to the interest rate,  so the increase in the money supply leads to 
a large fall in the interest rate.  Further,  desired investment expenditure is highly interest sensitive,  so the large fall in 
interest rates also leads to a large increase in investment expenditure.  In this case,  the change in the money supply will 
be very effective in stimulating aggregate demand.   

  In part ( ii) ,  the demand for money is more sensitive to the interest rate,  so the increase in the money supply leads 
to only a small fall in the interest rate.  Further,  desired investment expenditure is much less sensitive to the interest rate,  
and so the small fall in interest rates leads to only a small increase in investment expenditure.  In this case,  the change 
in the money supply will be less effective in stimulating aggregate demand.    
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   2.  The flatter the  I D   curve,  the more investment expenditure will change in response 
to a given change in the interest rate,  and hence the larger the shift in the  AD   
curve.    

 The combination that produces the largest shift in the  AD   curve for a given change 
in the money supply is a steep  M D   curve and a flat  I 

D   curve.  This combination is 
illustrated in part ( i)  of   Figure   27-10  .  It makes monetary policy relatively effective as 
a means of influencing real GDP in the short run.  The combination that produces the 
smallest shift in the  AD   curve is a flat  M D   curve and a steep  I 

D   curve.  This combination 
is illustrated in part ( ii)  of   Figure   27-10  .  It makes monetary policy relatively ineffective 
in the short run.     

  The ability of monetary policy to induce short-run changes in real GDP depends 
on the slopes of the  M D   and  I 

D
   curves.  The steeper is  the  M D   curve,  and the  atter 

is  the  I D   curve,  the more ef ective is  monetary policy.   

   6    Monetarists argued that monetary policy was very effective for stimulating aggregate demand but they  did 

not  advocate an activist  monetary policy.  One of their concerns was that monetary forces were so strong that 

an activist monetary policy would potentially destabilize the economy.   We address these issues in   Chapter   28    .  

   Keynesians Versus Monetarists      Figure   27-10   illustrates a famous debate among 
economists that occurred in the three decades following the Second World War.  Some 
economists,  following the ideas of John Maynard Keynes,  argued that changes in the 
money supply led to relatively small changes in interest rates,  and that investment was 
relatively insensitive to changes in the interest rate.  These  Keynesian   economists con-
cluded that monetary policy was not a very effective method of stimulating aggregate 
demandthey therefore emphasized the value of using fiscal policy (as Keynes himself 
had argued during the Great Depression).  Another group of economists,  led by Milton 
Friedman, argued that changes in the money supply caused sharp changes in inter-
est rates,  which, in turn,  led to significant changes in investment expenditure.  These 
 Monetarist  economists concluded that monetary policy was a very effective tool for 
stimulating aggregate demand.    6        

 Today,  this debate between Keynesians and Monetarists is  over.  A great deal of 
empirical research suggests that money demand is relatively insensitive to changes in 
the interest rate.  That is,  the  M D   curve is quite steep and,  as a result,  changes in the 
money supply cause relatively large changes in interest rates (as argued by the Monet-
arists) .  The evidence is much less clear,  however,  on the slope of the  I D   curve.  Though 
the evidence confirms that  I D   is  downward sloping, there is  no consensus on whether 
the curve is steep or flat.  Part of the problem facing researchers is  that an important 
determinant of investment is not observable.  Specifically,  firms  expectations about the 
future cannot easily be measured.  Keynes famously referred to the animal spirits  of 
firms, the pessimism or optimism which have such a significant effect on their invest-
ment decisions.  The non-observability of this variable makes it very difficult to estimate 
precisely the relationship between interest rates and investment.  Another problem is 
that the  I D   curve is an aggregation of a number of different investment demands (plant,  
equipment,  inventories,  new housing, and durable consumer goods),  each subject to 
different influences.  While each type of investment is responsive to changes in the inter-
est rate,  their individual differences make it difficult to estimate the responsiveness of 
 aggregate   desired investment (  I D  )  to changes in the interest rate.  
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 Though empirical research over the years has largely filled the gaps in our know-
ledge, there is still plenty of debate about the effectiveness and the appropriate object-
ives of monetary policy.  Some economists argue that monetary policy should be directed 
only to achieving a desired path of the price level,  with little or no attention being paid 
to fluctuations in real GDP.  Others argue that monetary policy should attempt to offset 
the largest and most persistent shocks that hit the economy, while maintaining a long-
run focus on the behaviour of the price level.  Yet others argue that short-run fluctua-
tions in real GDP and employment are so important that monetary policy ought to 
place much less emphasis on the price level and instead be actively engaged in reducing 
the economys fluctuations in the face of all but the smallest and most transient shocks.  

  In the next chapter we examine the details of how monetary policy is conducted in 
Canada.  For several reasons,  the real-world practice of monetary policy is more com-
plex than it appears in this chapter.  But as we will see,  the Bank of Canadas system of 
 inflation targeting  can be viewed as a means of providing both short-run stabilization 
and a long-run focus on the behaviour of the price level.       

    S U MMARY  

      27.1      UNDERSTANDING  BONDS LO 1    

     The present value of any bond that promises to pay 
some sequence of payments in the future is negatively 
related to the market interest rate.  A bonds present 
value determines its market price.  Thus,  there is a nega-
tive relationship between the market interest rate and 
the price of a bond.   

    The yield on a bond is the rate of return the bondholder 
receives,  having bought the bond at its purchase price 

and then receiving the entire stream of future payments 
the bond offers.  For a given stream of future payments,  
a lower purchase price implies a higher bond yield.   

    An increase in the perceived riskiness of bonds leads to 
a reduction in bond prices and thus an increase in bond 
yields.     

      27.2      THE THEORY OF MONEY DEMAND LO 2    

     In our macro model,  households and firms are assumed 
to divide their financial assets between interest-bearing 
bonds  and noninterest-bearing money.  They hold 
money to facilitate both expected and unexpected trans-
actions,  and also to protect against the possibility of a 
decline in bond prices (a rise in interest rates) .   

    The opportunity cost of holding money is the interest 
that would have been earned if bonds had been held 
instead.   

    Households  and firms  desired money holdings are 
assumed to be influenced by three key macroeconomic 
variables:  

     1 .   Increases in the interest rate reduce desired money 
holdings.   

    2.   Increases in real GDP increase desired money 
holdings.   

    3 .   Increases in the price level increase desired money 
holdings.     

    These relationships are captured in the  M D   curve,  which 
is drawn as a negative relationship between interest 
rates (  i  )  and desired money holding (  M D  ) .  Increases in 
real GDP (  Y )  or the price level (  P  )  lead to a rightward 
shift of this  M D   curve.     

M27_RAGA3072_1 5_SE_C27. indd   665 07/01 /1 6   4:45 PM



666 P A R T  1 0 : M O N E Y,  B A N K I N G ,  A N D  M O N E TA R Y  P O L I C Y

      Fill in the blanks to make the following statements 
correctly reflect the theory developed in this chapter.  

    a.  Monetary equilibrium occurs when the quantity of 
                     equals the quantity of                     .  Mon-
etary equilibrium determines the                     .   

   b.  When there is an excess supply of money,  house-
holds and firms will attempt to                      bonds.  

      27.3        MONETARY EQUILIBRIUM  AND NATIONAL INCOME LO 3,  4    

     In the short run,  the interest rate is determined by the 
interaction of money supply and money demand.  Mon-
etary equilibrium is established when the interest rate is 
such that the quantity of money supplied is equal to the 
quantity of money demanded.   

    A change in the money supply (coming from the cen-
tral bank or the commercial banking system)  or in the 
demand for money (coming from a change in  Y  or  P  )  
will lead to a change in the equilibrium interest rate.  
This is  the first stage of the monetary transmission 
mechanism.   

    The second stage of the monetary transmission mech-
anism is that any change in the interest rate leads to a 
change in desired investment and consumption expendi-
ture.  In an open economy with capital mobility,  the 
change in the interest rate leads to capital flows,  chan-
ges in the exchange rate,  and changes in net exports.   

    The third stage of the monetary transmission mechan-
ism is that any change in desired investment,  consump-
tion, or net exports leads to a shift in the aggregate 
demand (  AD  )  curve,  and thus to a change in real GDP 
and the price level.     

      27.4       THE STRENGTH  OF MONETARY FORCES LO 5,  6    

     Changes in the money supply have different effects on 
the economy in the short run and in the long run.   

    Money is said to be neutral in the long run if a change 
in the money supply leads to no changes in the long-run 
level of real GDP (or other real variables) .   

    In the long run, after wages and other factor prices have 
fully adjusted to any output gaps,  real GDP returns to 
potential output,   Y * .  If  Y*   is  unaffected by the change 
in the money supply,  there will be no long-run effect 
from the monetary shock.   

    There is a strong positive correlation between the rate 
of money growth and the rate of inflation across coun-
tries when viewed over the long run.   

    In the short run,  the effects of a change in the money 
supply depend on the shape of the  M D   and  I 

D
   curves 

in our macro model.  The steeper the  M D   curve and the 
flatter the  I D   curve,  the more effective changes in the 
money supply will be in causing short-run changes in 
real GDP.      

    The interest rate and present value   
   Interest rates,  bond prices,  and bond 
yields   

   Reasons for holding money   
   The money demand (  M D  )  function   

   Monetary equilibrium   
   The monetary transmission mechanism   
   The investment demand (  I D  )  function   
   Effects of changes in the money supply   

   Neutrality and non-neutrality of 
money   

   Hysteresis   
   Keynesians and Monetarists     

   KEY  CON CEPTS  

   S TU DY  EXERC I SES 

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want, and most feature step-by-
step guided instructions to help you find the right answer.   

  MyEconLab   

This action will cause the price of bonds to 
                     and the interest rate to                     .   

   c.  When there is an excess demand for money, house-
holds and firms will attempt to                      bonds.  
This action will cause the price of bonds to 
                     and the interest rate to                     .   

   d.  The                                                                refers 
to the three stages that link the money market 
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to aggregate demand.  The first link is between 
monetary equilibrium and the                     ;  the 
second link is between the                      and 
desired                     ;  the third link is between desired 
                     and                     .   

   e.  Suppose the economy is in equilibrium and then 
the Bank of Canada increases the money supply.  
The first effect will be an excess                      of/for 
money, which will then lead to a(n)                       in 
the interest rate,  which will in turn lead to a(n)  
                     in desired investment.   

   f.  Suppose the economy is in equilibrium and the 
Bank of Canada decreases the money supply.  The 
first effect will be an excess                      of/for 
money, which will lead to a                      in the inter-
est rate,  which will in turn lead to a(n)                       in 
desired investment.   

   g.  Through the monetary transmission mechanism, 
a rightward shift of the  AD   curve can be caused 
by a(n)                       in the money supply;  a left-
ward shift of the  AD   curve can be caused by a(n)  
                     in the money supply.   

   h .  In an open economy with capital mobility,  an 
increase in the money supply causes interest rates 
to                     ,  which leads to a capital outflow.  
This causes a(n)                       of the Canadian dollar 
and thus to a(n)                       in net exports,  which 
leads the  AD   curve to shift                     .      

     Fill in the blanks to make the following statements 
correctly reflect the theory developed in this chapter.  

    a.  If money is neutral in the long run, then changes in 
the money supply have no effect on                      in 
the long run.   

   b.  If the demand for money is not very sensitive to 
changes in the interest rate,  then the  M D   curve will 
be relatively                     .  An increase in the money 
supply will lead to a(n)                       reduction in 
the interest rate.   

   c.  If the demand for money is very sensitive to chan-
ges in the interest rate,  then the  M D   curve will be 
relatively                     .  An increase in the money 
supply will lead to a(n)                       reduction in 
the interest rate.   

   d.  A relatively flat investment demand curve means 
that a change in the interest rate will have a(n)  
                     effect on                     ,  which leads 
to a relatively large shift in the                      curve.   

   e.  A relatively steep investment demand curve means 
that a change in the interest rate will have a(n)  
                     effect on                     ,  which leads 
to a relatively small shift in the                      curve.   

   f.  Changes in the money supply will have the largest 
effect on the position of the  AD   curve when the  M D   
curve is relatively                      and the  I D   curve is 
relatively                     .      

      The following table shows the stream of income pro-
duced by several different assets.  In each case,   P   1  ,   P   2  ,  
and  P   3   are the payments made by the asset in Years 1 ,  
2,  and 3.    

Asset

Market 
Interest 
Rate (  i  )  P   1   P   2   P   3  

Present 
Value

Treasury 
 Bill

4% $1000 $0 $0 

Bond 3% $0 $0 $5000 

Bond 5% $200 $200 $200 

Stock 6% $50 $40 $60 

    a.  For each asset,  compute the assets present value.  
(Note that the market interest rate,   i  ,  is  not the 
same in each situation.)   

   b.  Explain why the market price for each asset is  
expected to be the assets present value.      

      The table below provides information for six different 
bonds:  current market price (  P  ) ,  the face value of the 
bond (  V ) ,  and the number of years before the bond 
matures (  N ) .    

Bond 
Number

Market 
Price (  P  )

Face 
Value (  V )

Years to 
Maturity (  N )

1a $926 $1000 1

1b $850 $1000 1

2a $1270 $2000 5

2b $838 $2000 5

3a $1760 $5000 10

3b $684 $5000 10

    a.  In each case, compute the bonds yield, assuming that 
you buy the bond at its current market price and 
hold the bond until it matures.  There are no coupons.  
If  x   is the bonds yield, then  P  (1  +   x  )   N   =   V .   

   b.  Suppose bonds 1a,  2a,  and 3a are all issued by the 
same borrower.  Can you offer an explanation for 
the relationship between the bond yields and the 
terms to maturity?   

   c.  Suppose bonds 1b,  2b,  and 3b are all issued by the 
same borrower.  What can you conclude about the 
riskiness of the a  borrower versus that of the b  
borrower?  Explain.   

   d .  Notice that the market interest rate is not shown 
in the table.  Explain why knowledge of the market 
interest rate is unnecessary in order to compute a 
bonds yield,  once you already know the bonds 
market price.  What aspect of the bond does the 
market interest rate influence,  if anything?      
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demand for money.  What is the effect of their 
actions?   

   c.  Suppose the interest rate is at  i B   .  Explain how 
firms and households attempt to dispose of their 
excess supply of money.  What is the effect of their 
actions?   

   d.  Now suppose there is an increase in the trans-
actions demand for money (perhaps because of 
growth in real GDP).  Beginning at  i  * ,  explain what 
happens in the money market.  How is this shown 
in the diagram?      

     The following diagrams show the determination of 
monetary equilibrium and the demand for investment.  
The economy begins with money supply  M S  ,  money 
demand  M D  ,  and investment demand  I D .   The interest 
rate is  i   0   and desired investment is  I  0  .    
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    a.  Beginning at the initial equilibrium, suppose the 
Bank of Canada increases the money supply.  What 
happens in the money market,  and what happens 
to desired investment expenditure?   

   b.  Beginning in the initial equilibrium, suppose there 
is a reduction in the demand for money (caused, 
perhaps,  by bonds becoming more attractive to 
firms and households) .  What happens in the money 
market,  and what happens to desired investment 
expenditure?   

   c.  Explain why an increase in money supply can have 
the same effects on desired investment expenditure 
as a reduction in money demand.      

      In the text we discussed why, in an open economy with 
international capital mobility,  there is a second part to 
the monetary transmission mechanism.  (It may be useful 
to review   Figure   27-7   when answering this question.)  

    a.  Explain why an increase in Canadas money supply 
makes investors shift their portfolios away from 
Canadian bonds and toward foreign bonds.   

   b.  Explain why this portfolio adjustment leads to a 
depreciation of the Canadian dollar.   

   c.  Why would such a depreciation of the Canadian 
dollar lead to an increase in Canadas net exports?   

   d.  Now suppose that the Bank of Canada does not 
change its policy at all,  but the Federal Reserve (the 
U.S.  central bank)  increases the U.S.  money supply.  
What is the likely effect on Canada?  Explain.      

      Consider a bond that promises to make coupon pay-
ments of $100 one year from now and $100 two years 
from now, and to repay the principal of $1000 three 
years from now.  Suppose also that the market interest 
rate is 8  percent per year,  and that no perceived risk is 
associated with the bond.  

    a.  Compute the present value of this bond.   
   b.  Suppose the bond is being offered for $995.  Would 

you buy the bond at that price?  What do you expect 
to happen to the bond price in the very near future?   

   c.  Suppose the bond is instead being offered at a price of 
$950.  Would you buy the bond at that price?  Do you 
expect the bond price to change in the near future?   

   d .  If the price of the bond is equal to its computed present 
value from part (a), what is the implied bond yield?   

   e.  Explain why bond yields and the market interest 
rate tend to move together so that economists can 
then usefully refer to  the  interest rate.      

      What motives for holding moneytransactions,  pre-
cautionary,  or speculativedo you think explain the 
following holdings?  Explain.  

    a.  Currency in the cash register of the local grocery 
store at the start of each working day.   

   b.  Money to meet Queens Universitys biweekly pay-
roll deposited in the local bank.   

   c.  A household tries to keep a buffer  of $1000 in 
its savings account.   

   d .  An investor sells bonds for cash,  which she then 
deposits in a low-return bank account.   

   e.  You carry $20 in your pocket even though you 
have no planned expenditures.      

      The diagram below shows the demand for money and 
the supply of money.    
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    a.  Explain why the  M D   function is downward sloping.   
   b.  Suppose the interest rate is at  i A  .  Explain how 

firms and households attempt to satisfy their excess 
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     In the text we discussed the historical debate between 
Keynesians and Monetarists regarding the effective-
ness of monetary policy in changing real GDP (see 
  Figure   27-10   to review).  Using the same sort of diagram, 
discuss two conditions in which a change in the money 
supply would have  no   short-run effect on real GDP.    

      In 2008, stock markets in Canada and other developed 
countries experienced very large declines,  largely in 
response to the failure of several large U.S.  and Euro-
pean banks and the resulting disruption in global 
financial markets.  

    a.  Explain how such stock-market declines affect 
wealth and thus are likely to affect the  AD   curve.   

   b.  If the central banks attempt to keep output close to 
 Y * ,  what will they likely do in response?  Explain.   

   c.  Did the Bank of Canada act as predicted in part (b)?  
Explain how you know.      

      Consider the effects of events in the U.S.  economy on 
the Canadian economy and on Canadian monetary 
policy.  

    a.  If a serious recession begins in the United States,  
what is the likely effect on Canadian aggregate 
demand?  Explain.   

   b.  If Canadian real GDP was equal to  Y *  before the 
U.S.  recession began, what would be the likely 
response by the Bank of Canada?   

   c.  Given the mobility of financial capital across 
international boundaries,  what is the likely effect 
on Canadian aggregate demand from a policy by 
the U.S.  Federal Reserve that reduces U.S.  interest 
rates?   

   d .  Given your answer to part (c) ,  explain why 
Canadian monetary policy might sometimes appear 
to mirror  U.S.  monetary policy even though the 
Bank of Canada is wholly independent from the 
U.S.  Federal Reserve.             
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 Monetary Policy in  Canada   

   IN  the previous two chapters we encountered many 

details about money and its  importance for the 

economy.  In   Chapter   26   we saw how commercial 

banks,  through their activities of accepting deposits 

and extending loans, create deposit money.  These bank 

deposits,  together with the currency in circulation, 

make up the nations money supply.  In   Chapter   27   we 

examined the variables that influence households  and 

firms  money demand.  We then put money demand 

together with money supply to examine how interest 

rates are determined in the short run in monetary 

equilibrium.  Finally,  we examined the monetary 

transmission mechanismthe chain of cause-and-

effect events describing how changes in money demand 

or supply lead to changes in interest rates,  aggregate 

demand, real GDP, and the price level.   

 Chapters   26   and      27   presented a general view of the 

role of money in the economy.  What is  still missing is 

a detailed account of how the Bank of Canada con-

ducts its monetary policy .  We begin this chapter by 

describing some technical details about how the Bank 

influences the monetary equilibrium and thereby sets 

in motion the monetary transmission mechanism.  

We then discuss the Banks current system of infla-

tion targeting and how this system helps to stabilize 

the economy.  Finally,  we discuss some limitations for 

monetary policy and some of the Banks major policy 

challenges over the past three decades.    

        28 

    CHAPTER  OUTLI NE  

       28.1    HOW THE BANK OF CANADA 

IMPLEMENTS  MONETARY POLICY    

     28.2   I NFLATION  TARGETING    

     28.3   LONG  AND VARIABLE LAGS    

     28.4   TH IRTY YEARS  OF CANADIAN  

MONETARY POLICY       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  expla in  why the Bank of Canada  chooses to d i rectly target 

in terest rates rather than  the money supply.   

  2  understand  why many centra l  banks have adopted  formal  

in a tion  targets.   

  3  expla in  how the Bank of Canadas pol icy of in a tion  targeting 

helps to stabi l i ze the economy.   

  4 describe why monetary pol icy affects rea l  GDP and  the price 

level  on ly after long time lags.   

  5 d iscuss the main  economic cha l lenges that the Bank of 

Canada  has faced  over the past three decades.     
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     28.1     HOW THE BANK OF CANADA IMPLEMENTS 
MONETARY POLICY   

 The monetary transmission mechanism describes how changes in the demand for or 
supply of money cause changes in the interest rate,  which then lead to changes in aggre-
gate demand, real GDP, and the price level.  But how does the Bank of Canada influence 
the money market and thereby implement its monetary policy?  

  As we saw in   Chapter   26      ,  the money supply is the sum of currency in circulation 
and total bank deposits,  and commercial banks play a key role in influencing the level 
of these deposits.  As a result,  the Bank of Canada cannot directly  set  the money supply.  
As we will soon see,  the Bank of Canada is also unable to directly  set  interest rates.  In 
what follows, therefore,  we speak of the Bank  targeting  the money supply or interest 
rates rather than setting  them directly.  

   Money Supply Versus the Interest Rate  

 In general,  any central bank has two alternative approaches for implementing its monet-
ary policyit can choose to target the money supply or it can choose to target the interest 
rate.  These two approaches are illustrated in   Figure   28-1   ,  which shows money demand, 
money supply,  and the equilibrium interest rate.  For any given  M D   curve,  the central bank 
must choose one approach or the other;  it cannot target  both   the money supply and the 

      FIGURE   28-1      Two Approaches to the Implementation  of Monetary Pol icy   
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   Monetary policy can be implemented either by targeting the money supply directly or by targeting the interest rate 
directlybut not both.   In part ( i) ,  the Bank of Canada could attempt to shift the  M S   curve directly and thereby 
change the equilibrium interest rate.  But because the Bank cannot directly control the money supply,  and because the 
slope and position of the  M D   curve are uncertain,  this is  an ineffective way to conduct monetary policy.  The Banks 
chosen method is illustrated in part ( ii) ,  in which it targets the interest rate directly.  It then accommodates the resulting 
change in money demand through its open-market operations.    
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interest rate independently.  If it chooses to target the money supply,  monetary equilib-
rium will determine the interest rate.  Alternatively, if the central bank targets the interest 
rate,  the money supply must adjust to accommodate the movement along the  M D   curve.     

  Monetary policy can be implemented either by targeting the money supply or 
by targeting the interest rate.  But for a given  M D    curve,  both cannot be targeted 
independently.   

 Part ( i)  of   Figure   28-1    shows how the Bank of Canada could attempt to shift 
the  M S   curve directly, by changing the amount of currency in circulation in the 
economy.  It could do this by buying or selling government securities in the financial 
marketstransactions called  open-market operations.   For example,  by using currency 
to buy $100 000 of government bonds from a willing seller,  the Bank of Canada would 
increase the amount of cash reserves in the banking system by $100 000.   As we saw in 
  Chapter   26  ,  c    ommercial banks would then be able to lend out these new reserves and 
thereby increase the amount of deposit money in the economy.  The combined effect of the 
new reserves and the new deposit money would be an increase in the money supply and 
thus a shift of the  M S   curve to the right.  For a given  M D   curve,  this increase in money 
supply would lead to a reduction in the equilibrium interest rate and, through the vari-
ous parts of the transmission mechanism, to an eventual increase in aggregate demand.  

   Why the Bank of Canada  Does not Target the Money Supply    The Bank of Canada 
does not implement its monetary policy in this way for three reasons.  First,  while the 
Bank of Canada  can   control the amount of cash reserves in the banking system (through 
open-market operations)  it  cannot  control the process of deposit expansion carried out 
by the commercial banks.  And since the money supply is the sum of currency and 
deposits,  it follows that the Bank can influence the money supply but cannot  control  
it.  For example,  if the Bank increased the amount of cash reserves in the system, the 
commercial banks might choose not to expand their lending, and as a result the overall 
increase in the money supply would be far smaller than the Bank initially intended.  

 The second reason the Bank does not try to target the money supply directly is  the 
uncertainty regarding the slope of the  M D   curve.  Even if the Bank had perfect control 
over the money supply (which it does not),  it would be unsure about the change in the 
interest rate that would result from any given change in the supply of money.  Since it 
is  the change in the interest rate that ultimately determines the subsequent changes in 
aggregate demand, this uncertainty would make the conduct of monetary policy very 
difficult.  

 Finally,  in addition to being uncertain about the  slope   of the  M D   curve,  the Bank 
is also unable to predict accurately the  position   of the  M D   curve at any given time.  
Changes in both real GDP and the price level cause changes in money demand that the 
Bank can only approximate.  Even more difficult to predict are the changes in money 
demand that occur as a result of innovations in the financial sector.  During the late 
1970s and early 1980s,  for example,  the creation of new types of bank deposits led to 
unprecedented and unpredicted changes in money demand, as people transferred funds 
between bank accounts of different types.  Unpredictable fluctuations in the demand 
for money make a monetary policy based on the direct control of the money supply 
difficult to implement.  
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 In summary,  the disadvantages of conducting monetary policy by targeting the 
money supply are as follows:  

    1.  The Bank of Canada cannot control the process of deposit creation.   

   2.  There is  uncertainty regarding the slope of the  M D   curve.   

   3.  There is  uncertainty regarding the position of the  M D   curve.    

 If the Bank of Canada chose to target the money supply,  it would have little con-
trol over the resulting interest rate.  It therefore chooses  not  to implement its monetary 
policy in this way.   

   Why the Bank of Canada  Targets the Interest Rate    The alternative approach to 
implementing monetary policy is to target the interest rate directly.  This is  the approach 
used by most central banks,  including the Bank of Canada.  As part ( ii)  of   Figure   28-1    
shows, if the Bank can directly change the interest rate,  the result will be a change in the 
quantity of money demanded.  In order for this new interest rate to be consistent with 
monetary equilibrium, the Bank must  accommodate   the change in the amount of money 
demandedthat is,  it must alter the supply of money in order to satisfy the change in 
desired money holdings by firms and households (we will see shortly how this occurs).  

 Why does  the Bank of Canada choose to  implement its  monetary policy in 
this  manner?  Lets  consider the advantages.  First,  while  the Bank cannot control 
the money supply for the reasons we have j ust discussed,  it   is   able  to  almost com-
pletely control a  particular interest rate.  (We will  see  shortly which rate it  targets 
and how it does  so. )  Second,  the Banks  uncertainty about the slope and position of 
the  M D   curve is  not a  problem when the Bank chooses  instead to  target the interest 
rate directly.  If the Bank ascertains  that a  lower interest rate is  necessary in order 
to  achieve its  policy objectives,  it  can act directly to  reduce the interest rate.  Any 
uncertainty about the  M D   curve then implies  uncertainty about the ultimate change 
in the quantity of money,  but it  is  the interest rate that matters,  through the trans-
mission mechanism,  for determining the level  of aggregate demand.  

 Finally,  the Bank can more easily  communicate   its  policy actions to the public by 
targeting the interest rate than by targeting the money supply or the level  of reserves 
in the banking system.  Changes in the interest rate are more meaningful to firms and 
households than changes in the level  of reserves  or the money supply.  For example,  
if we hear that the interest rate just decreased by one percentage point,  most people 
can readily assess  what this  means for their plans to  buy a new house financed by 
a mortgage.  In contrast,  if we were to hear that the level of reserves  in the banking 
system had just increased by $1  billion,  it would not be clear to  most people what 
this  means,  or that it would have any effect on the interest rate,  or by how much.  
Even the Bank itself would be uncertain about the magnitude of these effects.  

 In summary, these are the advantages of conducting monetary policy by targeting 
the interest rate:  

    1.  The Bank of Canada is able to control a particular interest rate.   

   2.  Uncertainty about the slope and position of the  M D   curve does not prevent the 
Bank of Canada from establishing its desired interest rate.   

   3.  The Bank of Canada can easily communicate its interest-rate policy to the public.      
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   The Bank of Canada and  the Overnight I nterest Rate  

 We have just explained why the Bank of Canada chooses to implement its monetary 
policy by targeting the interest rate rather than by targeting the money supply directly.  
But  how   does the Bank do this,  and  which   interest rate (among many)  does it target?  

  As we discussed in   Chapter   27  ,  t    here are many interest rates in the Canadian 
economy.  Commercial banks pay different rates to depositors on each of several different 
types of bank deposits.  They also lend at different rates for different kinds of loans
home mortgages,  small business loans,  personal lines of credit,  and car loans,  to name 
just a few.  In addition, government securities trade at different yields ( interest rates)  
depending on the term to maturity.  Economists refer to the overall pattern of inter-
est rates corresponding to government securities of different maturities as the  term 
structure of interest rates  .  Since inflation and other risks generally lead bondholders to 
require a higher rate of return in order to lend their funds for a longer period of time, 
yields on government securities generally increase as the term to maturity increases.  At 
any given time,  the yield on 90-day Treasury bills is  usually less than that on 5-year 
government bonds,  which in turn is less than the yield on 30-year government bonds.  
Furthermore,  because these various assets are viewed as close substitutes by bondhold-
ers,  the different interest rates tend to rise and fall together.  

 The interest rate corresponding to the shortest period of borrowing or lending 
is called the   overnight interest rate   ,  which is the interest rate that commercial banks 
charge one another for overnight loans.  Commercial banks that need cash because they 
have run short of reserves can borrow in the  overnight market  from banks that have 
excess reserves available.  The overnight interest rate is  a market-determined interest 
rate that fluctuates daily as the cash requirements of commercial banks change.    

 The Bank of Canada exercises enormous influence over the overnight interest rate.  As 
this rate rises or falls, the other interest rates in the economyfrom short-term lines of credit 
to longer-term home mortgages and government securitiestend to rise or fall as well.    

    overnight interest rate     The 

interest rate that commercial  

banks charge one another for 

overnight loans.    

  By in uencing the overnight interest rate,  the Bank of Canada also in uences 
the longer-term interest rates that are more relevant for determining aggregate 
consumption and investment expenditure.   

 To see how the Bank of Canada influences the overnight interest rate, we need to make 
an important distinction between the Banks target and the instrument that it uses to achieve 
that target.  The Bank establishes a target for the overnight interest rate and announces this 
target eight times per year at pre-specified dates called  fixed announcement dates  ,  or FADs.  

 The Banks instrument for achieving its target is  its lending and borrowing activ-
ities with the commercial banking system.  When the Bank announces its target for 
the overnight rate,  it also announces the   bank rate   ,  an interest rate 0.25  percentage 
points above the target rate.  The Bank promises to lend at the bank rate any amount 
that commercial banks want to borrow.  At the same time, the Bank offers to borrow 
(accept deposits)  in unlimited amounts from commercial banks and pay them an inter-
est rate 0.25  percentage points below the target rate.  With these promises by the Bank, 
the actual overnight interest rate stays within the 0.5-percentage-point range centred 
around the target rate,  and is usually very close to the target rate itself.    

 Consider an example that illustrates the Banks control over the overnight interest 
rate.  We begin by assuming that the Banks announced target for the overnight interest 
rate is 2 percent.  The Bank is then willing to lend to commercial banks at the bank rate,  

    bank rate     The interest rate 

the Bank of Canada charges 

commercial  banks for loans.    
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2.25 percent.  The Bank is also willing to pay 1 .75 percent on any deposits it receives 
from commercial banks.  In this case, what will be the  actual  overnight interest rate?  
Without knowing more details about commercial banks  demands and supplies for over-
night funds,  we cannot know exactly what the rate will be, but we can be sure that it will 
be within the Banks target rangethat is,   between   1 .75 percent and 2.25 percent.  It will 
not be above 2.25 percent because any borrower would rather borrow from the Bank 
of Canada at 2.25 percent than at a higher rate from any commercial lender.  Similarly,  
it will not be below 1 .75 percent because any lender would rather lend to the Bank of 
Canada at 1 .75 percent than accept a lower rate from any commercial borrower.  Thus,  
the Bank can ensure that the actual overnight interest rate remains within its target range.    1        

  The Bank of Canada establishes a target for the overnight interest rate.  Its  instru-
ment for achieving this target is  its  borrowing and lending activities with com-
mercial banks.  By raising or lowering its  target rate,  the Bank af ects the actual 
overnight interest rate.  Changes in the overnight interest rate then lead to changes 
in other, longer-term, interest rates.   

   1    The actual overnight rate is usually indistinguishable from the Banks target rate,  but it occasionally devi-

ates by as much as 10 basis points (0.1  percentage point) .  When this occurs,  typically only a few days per 

month, the Bank of Canada initiates further temporary lending and borrowing transactions with the com-

mercial banks in order to push the overnight rate back toward the Banks target rate.  

      FIGURE   28-2      The Overnight I nterest Rate:  Target and  Actual    
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   By setting a target for the overnight interest rate,  the Bank of Canada exercises considerable influence over the actual 
overnight interest rate.   By establishing an upper lending rate (the bank rate)  and a lower borrowing rate,  the Bank 
can ensure that the actual overnight interest rate remains within the Banks target range.  Since 2000, there have been 
only negligible differences between the actual overnight interest rate,  the solid red line,  and the Banks target for the 
overnight rate,  the green dashed line.   

  (  Source:   All data are from the Bank of Canada:   www.bankofcanada.ca .  Overnight interest rate:  Series V122514.  Bank 

rate:  Series V122530.  The Banks target rate is the bank rate minus 0.25  percentage points.)    
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   Figure   28-2   shows the path of the actual overnight interest rate and the Banks tar-
get rate since 2000.  It is  almost impossible to tell the difference between the two lines 
in the figure,  which shows the considerable influence that the Bank of Canadas actions 
have on the actual overnight interest rate.    

   The Money Supply I s Endogenous  

 When the Bank of Canada changes its  target for the overnight rate,  the change in 
the actual overnight rate happens almost instantly.  Changes in other market interest 
rates,  from home mortgage rates and the prime interest rate to the yields on short- 
and long-term government securities,  also happen very quickly,  usually within a day 
or two.  As these rates adjust,  firms and households begin to adjust their borrowing 
behaviour,  but these changes take considerably longer to occur.  For example,  if the 
Bank of Canada lowered its  target for the overnight rate by 25  basis  points 
(0.25  percentage points) ,  commercial banks might follow immediately by reducing 
the rate on home mortgages.  But individuals  will  not respond to this rate reduction by 
immediately increasing their demand for home mortgages.  Usually such changes take 
a while to occur,  as  borrowers consider how interest-rate changes affect their own 
economic situations,  the affordability of a possible house purchase,  or,  in the case of 
firms,  the profitability of a potential investment.  

 As the demand for new loans gradually adjusts to changes in interest rates,  com-
mercial banks often find themselves in need of more cash reserves with which to make 
new loans.  When this occurs,  banks can sell some of their government securities to the 
Bank of Canada in exchange for cash (or electronic reserves)  and then use this cash to 
extend new loans.  By buying government securities with cash in such an   open-market 
operation   ,  the Bank of Canada increases the amount of currency in circulation in the 
economy.  This new currency arrives at the commercial banks as cash reserves,  which 
can then be loaned out to firms or households.   As we saw in   Chapter   26  ,  t    his process 
of making loans results in an expansion in deposit money and thus an expansion of the 
money supply.      

    open-market operation      The 

purchase or sale of government 

securities on  the open  market 

by the central  bank.    

  Through its open-market operations, the Bank of Canada changes the amount of 
currency in circulation.  These operations, however,  are generally not initiated by 
the Bank; it conducts them to accommodate the changing demand for cash reserves 
by the commercial banks.   

 Economists often say that the amount of currency in circulation (and also the 
money supply)  is   endogenous.   It is  not directly controlled by the Bank of Canada,  but 
instead is determined by the economic decisions of households,  firms,  and commercial 
banks.  The Bank of Canada is  passive   in its decisions regarding the money supply;  it 
conducts its open-market operations to accommodate the changing demand for cur-
rency coming from the commercial banks.   Applying Economic Concepts 28-1   discusses 
in more detail how the Bank of Canada conducts open-market operations in response 
to this changing demand.      

M28_RAGA3072_1 5_SE_C28. indd   676 1 1 /01 /1 6   2:20 PM



C H A P TE R  2 8 :  M O N E TA R Y  P O L I C Y  I N  C A N AD A 677

   APPLYI NG  ECONOM IC  CONCEPTS    2 8-1  

 What Determines the Amount of Currency in Circulation?   

 The Bank of Canada uses its target for the overnight 
interest rate to influence the money market and imple-
ment its monetary policy.  A reduction in the Banks 
target for the overnight rate will reduce market interest 
rates and lead to a greater demand for borrowing and 
hence spending by firms and households.  In contrast,  an 
increase in the Banks target for the overnight rate will 
tend to raise market interest rates and reduce the demand 
for borrowing and spending by firms and households.  

 In response to these changes in the demand for 
loans,  commercial banks may find themselves either with 
too few cash reserves with which to make new loans or 
with too many cash reserves for the amount of loans they 
want to make.  What happens in each case?  

   I f Banks Need More Cash  

 Suppose that at the current market interest rates and 
level of economic activity,  commercial banks are facing a 
growing demand for loans.  If banks have excess reserves,  
these loans can be made easily.  But once banks reach 
their target reserve ratio,  they will be unable to extend 
new loans without increasing their cash reserves.  Banks 
can increase their cash reserves by selling some of their 
government bonds to the Bank of Canada.  In this case,  
the Bank of Canada is  purchasing  government bonds 
from the commercial banks.  This transaction is called an 
 open-market purchase.   

 Suppose a commercial bank wants to sell a $10 000 
bond to the Bank of Canada.  As the accompanying 
balance sheets show, this transaction does not change 
the total assets or liabilities for the commercial bank, 
although it changes the  form   of its assets.  With more 
cash reserves (and fewer bonds),  the commercial bank 
can now make more loans.  For the Bank of Canada, 
however,  there  is   a  change in the level of assets and lia-
bilities.  Its holdings of bonds (assets)  have increased and 
the amount of currency in circulation ( liabilities)  has 
also increased.  Open-market purchases by the Bank of 
Canada are the means by which the amount of currency 
in the economy increases.   

   I f Banks Have Excess Reserves  

 Now suppose that at the current market interest rates 
and level of economic activity the commercial banks 
cannot find enough suitable borrowers to whom they 
can lend their excess cash reserves.  The commercial 
banks can reduce their excess cash reserves by using 

the cash to purchase government bonds from the Bank 
of Canada.  In this case,  the Bank of Canada is  selling  
government bonds to the commercial banks.  This trans-
action is called an  open-market sale  .  

 The changes are the opposite of those shown in the 
accompanying balance sheets.  The commercial bank 
now has less cash and more ( interest-earning)  bonds,  but 
its total assets and liabilities are unchanged.  The Bank of 
Canada now has fewer bonds and there is also less cur-
rency in circulation in the economy.    

An Open-Market Purchase of Bonds from a 
Commercial Bank

Commercial Bank Balance Sheet

Assets Liabilities

Bonds 2  $10 000 No change

Cash Reserves 1  $10 000

Bank of Canada Balance Sheet

Assets Liabilities

Bonds 1  $10 000
Currency in 1  $10 000 
Circulation

   Currency in  a  Growing Economy  

 If you look at the Bank of Canadas balance sheets  ( like 
the one we showed in   Chapter   26  )   over several years,  
you will notice that the amount of currency in circula-
tion rarely ( if ever)  falls.  In an economy where national 
income is steadily growing, the demand for loans by 
firms and households is also usually growing, as is  the 
demand for currency by commercial banks.  In some 
years,  the demand for currency is growing very quickly,  
in which case the Bank of Canada has many open-market 
purchases.  In other years,  the demand for currency 
grows only slowly,  in which case the Bank has fewer 
(or smaller)  open-market purchases.  In a typical year,  
however,  the amount of currency in circulation increases 
by about 5  percent,  which in 2015 represented about 
$3.5  billion.  Thus,  in a typical week, the Bank of Canada 
purchases about $65 million of government bonds in the 
open market.   
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   Expansionary and  Contractionary Monetary Pol icies  

 We can now clarify the meaning of a  contractionary   or an  expansionary   monetary 
policy.  As we saw earlier,  unpredictable shifts in the money demand curve imply that 
there is  no clear relationship between changes in the interest rate and changes in the 
quantity of money in circulation.  And since what matters for the monetary transmis-
sion mechanism is the change in interest rates,  economists label a monetary-policy 
action as being expansionary or contractionary depending on how the policy affects 
interest rates,  rather than how it affects the overall amount of money.  

 If the Bank of Canada wants to stimulate aggregate demand, it will reduce its target 
for the overnight interest rate,  and the effect will soon be felt on longer-term market 
interest rates.  Reducing the interest rate is  an  expansionary   monetary policy because it 
leads to an expansion of aggregate demand.  If the Bank instead wants to reduce aggre-
gate demand, it will increase its target for the overnight interest rate,  and longer-term 
market interest rates will soon rise as a result.  Increasing the interest rate is  a  contrac-
tionary   monetary policy because it leads to a contraction of aggregate demand.  

 As the longer-term market interest rates change,  the various steps in the monetary 
transmission mechanism come into play.   As we saw in   Chapter   27  ,  i     n an open economy 
like Canadas there are two separate channels in this transmission mechanism.  First,  
desired investment and consumption expenditure will begin to change.  At the same 
time,  international capital flows in response to changes in interest rates will cause the 
exchange rate to change,  which,  in turn,  causes net exports to change.  Taken together,  
the total changes in aggregate expenditure lead to shifts in the  AD   curve,  which then 
lead to changes in real GDP and the price level.  The monetary transmission mechanism 
is reviewed in   Figure   28-3   .     

    28.2    INFLATION  TARGETING   

 In the previous section we examined the technical details of how the Bank of Canada 
implements its monetary policy.  In this section we examine the Banks current policy 

      FIGURE   28-3      The Monetary Transmission  Mechanism   
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   Monetary policy influences aggregate demand through the monetary transmission mechanism.   The Bank of Canada 
sets a target for the overnight interest rate,  which influences other market interest rates as well.  The change in interest 
rates leads,  via the monetary transmission mechanism, to changes in desired aggregate expenditure.  Aggregate demand 
and aggregate supply then determine the price level and the level of real GDP.    
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objectives and how it conducts its monetary policy to achieve those objectives.  Our 
emphasis is  on the Banks policy of  inflation targeting .  

   Why Target I nflation?  

 Some people wonder why many central banks have established formal targets for the 
rate of inflation rather than for other important economic variables such as the rate of 
growth of real GDP or the unemployment rate.  Central banks  focus on inflation comes 
from two fundamental observations regarding macroeconomic relationships:  the costs 
associated with high inflation, and the ultimate cause of sustained inflation.  

   H igh  Inflation  Is Costly    Economists have long accepted that high rates of inflation 
are damaging to the economy and are costly for firms and individuals.  Among other 
things,  inflation reduces the real purchasing power for those people whose incomes are 
stated in nominal (dollar)  terms and insufficiently  indexed  to adjust for changes in the 
price level.  For example,  seniors whose pension incomes are not indexed to inflation 
suffer a reduction in their real incomes whenever inflation occurs.  Similarly,  those who 
have made loans or purchased bonds with interest rates that are fixed in nominal terms 
lose because inflation erodes the real purchasing power of their financial investments.  

 High inflation also undermines the ability of the price system to provide accurate 
signals of changes in relative scarcity through changes in relative prices.  As a result,  
both producers and consumers may make mistakes regarding their own production and 
consumption decisions that they would not have made in the absence of high inflation.  

 Finally,  the  uncertainty   generated by inflation is damaging to the economy in many 
ways.  When inflation is high,  it tends to be quite volatile,  and this volatility makes it dif-
ficult to predict the future course of prices.  As a result,  periods of 
high inflation are often characterized as having much  unexpected  
inflation.  The risk of unexpected inflation makes it difficult for 
firms to make long-range plans,  and such plans are crucial when 
firms undertake costly investment and R&D activities in order to 
expand their production facilities or to invent and innovate new 
products and new production processes.  High and volatile infla-
tion is thus likely to be harmful to economic growth.     

  High and uncertain in ation leads to arbitrary income redistri-
butions and also hampers the ability of the price system both to 
allocate resources ef  ciently and to produce satisfactory rates 
of economic growth.   

   Monetary Pol icy Is the Cause of Sustained  Inflation     Until 
recent decades there was uncertainty about the causes of inflation.  
During the 1970s,  many policymakers blamed inflation on the 
cost push  exerted on wages by powerful unions and on prices 
by oligopolistic firms.  In response,  many governments adopted 
formal wage-and-price controls in an attempt to contain the infla-
tions that they assumed were being generated from the supply side 
of the economy rather than from the demand side.  

     Milton Friedman was a very influential macro-
economist and is closely identified with the 
now-widespread view that sustained inflation 
is ultimately a monetary phenomenon.
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 These attempts to control inflation proved to be costly failures as high inflation 
continued to plague many Western economies well into the 1980s.  As a result of such 
failures,  most economists soon came to adopt the argument that Milton Friedman had 
been making for many years,  that inflation was mainly a monetary phenomenon.  It was 
already recognized that shocks unrelated to monetary policy cause shifts in the  AD   and 
 AS   curves and thus cause temporary changes in the rate of inflation as the economy 
responds to these shocks.  The change in view, however,  was that  sustained  inflation was 
not caused by such shocksinstead,  sustained inflation appeared to occur only in those 
situations in which monetary policy was allowing continual and rapid growth in the 
money supply.  In other words,  economists came to recognize that sustained inflation 
must ultimately be caused by monetary policy.    

  With the acceptance of this view that sustained inflation is ultimately the result of 
monetary policy,  central banks came to be seen as the main actors in the anti-inflation 
drama.  If high and variable inflation rates were harmful to the economy and if central 
bank validation was a necessary condition for an inflation to be sustained, the central 
bank could prevent sustained inflation by adopting an appropriate monetary policy.  In 
response to this belief,  central banks around most of the developed world were given 
as their main responsibility the control of the price level and instructed to do this by 
adopting policies that targeted the rate of inflation.     

  Most economists and central bankers accept that monetary policy is  the most 
important determinant of a countrys long-run rate of in ation.   

   The Adoption  of Inflation  Targeting    In 1990,  New Zealand became the first country 
to adopt a formal system of  inflation targeting .  Canada was second, in 1991 , followed 
soon by Israel,  the United Kingdom, Australia,  Finland, Spain,  and Sweden.  Since the 
mid-1990s,  the list has grown to include Chile,  Brazil,  Colombia, Mexico,  the Czech 
Republic,  Poland, South Africa,  Thailand, and the United States.  

 When the Bank of Canada first adopted its formal inflation targets in 1991  the 
annual rate of inflation was almost 6 percent.  The targets were expressed as the mid-
point of a 2-percentage-point band, in recognition of the fact that it is unrealistic 
to expect the Bank to keep the inflation rate at a single,  precise value in the face of 
the many shocks that influence it in the short term.  Beginning in 1992,  the Bank of 
Canadas target range for inflation was 3  to 5  percent,  with the range falling to 2 to 
4 percent by 1993  and to 1  to 3  percent by the end of 1995.  The Banks formal inflation 
targets were renewed every five years between 1991  and 2016, with the current targets 
in place until 2021 .  (The Bank now emphasizes its 2 percent inflation target and places 
much less emphasis on the 1  to 3  percent range.)    Figure   28-4   shows quarterly data for 
Canadian inflation since 1992.     

   I nflation  Targeting and  the Output Gap  

 The control of inflation is the Bank of Canadas stated policy objective.  Keeping infla-
tion close to its formal 2 percent target,  however,  requires the Bank to monitor the 
output gap and the associated pressures that may be pushing inflation above or below 
the target.  

 The Bank recognizes that because monetary policy has the potential to influence 
real GDP, it simultaneously has the potential to alter the size of the current output 
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gap, from which comes the pressure for inflation to rise or fall.  Faced with a persistent 
recessionary gap (  Y  <   Y * ) ,  which eventually tends to reduce inflation below the Banks 
2-percent target,  the Bank can pursue an expansionary monetary policy in an attempt 
to increase real GDP and reduce the recessionary gap.  Such a policy would be pursued 
until the output gap is eliminated and inflationary pressures threaten to move the infla-
tion rate above the 2-percent target.  Faced with a persistent inflationary gap (  Y  >   Y * ) ,  
and the associated tendency for inflation to rise above the 2-percent target,  the Bank 
can pursue a contractionary policy in an attempt to bring real GDP back toward  Y *  
and the inflation rate closer to 2 percent.     

  Persistent output gaps generally create pressure for the rate of in ation to change.  
To keep the rate of in ation close to the 2-percent target,  the Bank of Canada 
closely monitors real GDP in the short run and designs its  policy to keep real GDP 
close to potential output.   

      FIGURE   28-4      Canadian  CPI  and  Core Inflation,  19922015   
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   The CPI inflation rate is  more volatile than the core  inflation rate.   The core rate of inflation in Canada is the rate of 
change of a special price index constructed by removing food, energy,  and the effects of indirect taxes from the overall 
Consumer Price Index.  For both series shown here,  the inflation rate is computed monthly but is the rate of change in 
the price index from 12 months earlier.   

  (  Source:   Based on authors calculations using data from Statistics Canada, CANSIM database.  CPI:  Table 326-0020.  

Core:  Table 176-0003.)    

   I nflation  Targeting as a  Stabi l izing Pol icy  

 If the Bank of Canada is committed to keeping the rate of inflation near 2 percent, positive 
shocks to the economy that create an inflationary gap and threaten to increase the rate of 
inflation will be met by a contractionary monetary policy.  The Bank will increase interest 
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rates and shift the  AD   curve to the left.  This policy will reduce the size of the output gap 
and push the rate of inflation back toward 2 percent.  Similarly, if a negative shock to the 
economy creates a persistent recessionary gap, the Bank will respond with an expansion-
ary monetary policy, reducing interest rates and shifting the  AD   curve to the right.  

 The short-run effects of the Banks actions suggest that its policy of inflation target-
ing can be seen as an automatic  stabilizer.  But this is an exaggeration, as we can see by 
recalling our  discussion in   Chapter   24       of automatic fiscal stabilizers,  which are caused 
by taxes and transfers that vary with the level of national income.  Automatic fiscal sta-
bilizers are truly automatic  in the sense that no group of policymakers has to actively 
adjust policythe stabilizers are built right into the tax-and-transfer system.  With infla-
tion targeting, however,  there must be an active policy decision to keep inflation close 
to its target rate,  and only then will the Banks policy adjustments work to stabilize the 
economy in the face of shocks that create inflationary or recessionary output gaps.     

  In ation targets are not as automatic  a stabilizer as the  scal stabilizers built into 
the tax-and-transfer system. However,  as long as the central bank is committed to 
achieving its  in ation target,  its  policy adjustments will act to stabilize real GDP.  

   Complications in  Inflation  Targeting  

 So far,  our discussion of inflation targeting makes the conduct of monetary policy seem 
relatively straightforward.  But there are several details that complicate the task con-
siderably.  In this section we discuss two complications for the conduct of monetary 
policy,  and in the next section we address a more general difficulty.  

   Volati le  Food  and  Energy Prices    Sometimes the rate of inflation increases for rea-
sons unrelated to a change in the output gap.  For example,  many commodities whose 
prices are included in the Consumer Price Index (CPI)  are internationally traded goods 
and their prices are determined in world markets.  Oil is an obvious example,  as are 
many raw materials and fruits and vegetables.  When these prices rise suddenly,  perhaps 
because of political instability in the Middle East (oil)  or because of poor crop condi-
tions in tropical countries (fruits and vegetables) ,  the measured rate of inflation of the 
Canadian CPI also rises.  Yet these price increases have little or nothing to do with the 
size of the output gap in Canada and thus have little implication for what policy should 
be followed by the Bank of Canada.  By focusing exclusively on the rate of inflation of 
the CPI,  the Bank would be misled about the extent of inflationary pressures coming 
from excess demand in Canada.  

 For this reason,  the Bank of Canada also monitors closely what is called the core  
rate of inflation.  This is the rate of growth of a special price index, one that is  con-
structed by extracting food,  energy, and the effects of indirect taxes (such as the GST or 
excise taxes)  from the Consumer Price Index.    Figure   28-4   shows the paths of core and 
CPI inflation since 1992.  As is clear from the figure,  even though the two measures of 
inflation move broadly together,  core inflation is much less volatile than is CPI inflation.    

  Because the volatility of food and energy prices is often unrelated to the level of 
the output gap in Canada, the Bank of Canada closely monitors the rate of core  
in ation even though its formal target of 2  percent applies to the rate of CPI in a-
tion.  Changes in core in ation are a better indicator of  domestic  in ationary pres-
sures than are changes in CPI in ation.   
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 Note the sharp divergence between the two inflation rates in 1994.  At that time,  
there were substantial decreases in the excise taxes on cigarettes.  Since the resulting 
sharp decline in CPI inflation was caused by a reduction in taxes rather than by domes-
tic excess supply,  it would have been inappropriate for the Bank of Canada to respond 
to this decline in inflation by implementing an expansionary monetary policy.  Instead,  
the Bank focused on the core inflation rate that excludes the effect of changes in indirect 
taxes.  The core inflation rate in 1994 was relatively stable and close to the Banks 
2  percent target,  indicating no need for a change in monetary policy.  

 Note also the volatility of the CPI inflation rate during 2008  and 2009.  Energy and 
commodity prices had been rising for the previous few years, but they increased especially 
rapidly in the early part of 2008.  This helped to push the CPI inflation rate well above 
3  percent.  But then the worst part of the global financial crisis occurred in the autumn of 
that year, energy and commodity prices plunged, and the CPI inflation rate fell quickly 
and was  negative   for a period of a few months in 2009.  In contrast,  the core rate of infla-
tion was much less volatile during these events and remained much closer to 2 percent.   

   The Exchange Rate and  Monetary Pol icy    Given the large amount of trade that 
Canadian firms and households do with the rest of the world,  it is  not surprising 
that the Bank of Canada pays close attention to movements in the exchange rate,  the 
Canadian-dollar price of one unit of foreign currency.  However,  because changes in 
the exchange rate can have several different causes,  care must be taken when drawing 
inferences about the desired change in monetary policy resulting from changes in the 
exchange rate.  As we will see,  there is  no simple rule of thumb  for how the Bank 
should react to a change in the exchange rate.  

 We consider two illustrative examples.  In the first,  an appreciation of the Canadian 
dollar leads the Bank to tighten its monetary policy by raising its target for the over-
night interest rate.  In the second example,  an appreciation of the Canadian dollar leads 
the Bank to loosen its monetary policy by reducing its target for the overnight interest 
rate.  In both cases,  the Banks actions are consistent with its objective of stabilizing real 
GDP and keeping the inflation rate near the Banks 2 percent target.  

 For the first example,  suppose that the economies of Canadas trading partners are 
booming and thus demanding more Canadian exports.  Foreigners  heightened demand 
for Canadian goods creates an increase in demand for the Canadian dollar in 
foreign-exchange markets.  The Canadian dollar therefore appreciates.  But the increase 
in demand for Canadian goods has added directly to Canadian aggregate demand.  
If this shock persists,  it will eventually add to domestic inflationary pressures.  In this 
case,  if the Bank correctly determines the cause of the appreciation,  it can take action 
to offset the positive demand shock by tightening monetary policy,  which it does by 
raising its target for the overnight interest rate.  

 The second example involves an increase in demand for Canadian  assets   rather 
than Canadian goods and has quite different implications.  Suppose that investors,  
because of events happening elsewhere in the world, decide to liquidate some of their 
foreign assets and purchase more Canadian assets instead.  In this case,  the increase in 
demand for Canadian assets leads to an increase in demand for the Canadian dollar in 
foreign-exchange markets.  This causes an appreciation of the Canadian dollar.  As the 
dollar appreciates,  however,  Canadian exports become more expensive to foreigners.  
There will be a reduction in Canadian net exports and thus a reduction in Canadian 
aggregate demand.  If this shock persists,  it will eventually create a recessionary gap in 
Canada.  In this case,  if the Bank correctly determines the cause of the appreciation,  
it can take action to offset the negative demand shock by loosening monetary policy,  
which it does by reducing its target for the overnight interest rate.  
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 Notice in both examples that the Canadian dollar appreciated as a result of the exter-
nal shock, but the causes of the appreciation were different.  In the first case, there was 
a positive demand shock to net exports, which then caused the appreciation, which in 
turn dampened the initial increase in net exports.  But the overall effect on the demand for 
Canadian goods was positive.  In the second case, there was a positive shock to the  asset  
market, which then caused the appreciation, which in turn reduced the demand for net 
exports.  The overall effect on the demand for Canadian goods was negative.  In the first 
case, the appropriate response for monetary policy was contractionary, whereas in the 
second case the appropriate response for monetary policy was expansionary.       

  Changes in the exchange rate can signal the need for changes in the stance of mon-
etary policy.  However,  the Bank needs to determine the cause of the exchange-rate 
change before it can design a policy response appropriate for keeping real GDP 
close to potential and in ation close to the 2  percent target.   

 In most peoples minds,  the Great Depression began with 
the stock market crash of October 1929.  In the United 
States,  Canada, and Europe,  the decline in economic 
activity over the next four years was massive.  From 1929 
to 1933,  real output fell by roughly 25  percent,  one-
quarter of the labour force was unemployed by 1933,  the 
price level fell by more than 25  percent,  and businesses 
failed on a massive scale.  In the more than seven decades 
that have followed, no recession has equalled the Great 
Depression in terms of reduced economic activity,  busi-
ness failures,  or unemployment.  

 The Great Depression has naturally attracted the 
attention of economists and, especially in the United 
States,  these few years of experience have served as a 
kind of retrospective laboratory  in which they have 
tested their theories.  

   The Basic Facts  

 The stock market crash of 1929, and other factors associ-
ated with a moderate downswing in business activity dur-
ing the late 1920s,  caused U.S.  firms and households to 
want to hold more cash and fewer demand deposits.  The 
banking system, however,  could not meet this increased 
demand for cash without help from the Federal Reserve 
System (the U.S.  central bank).   As we saw in   Chapter   26  ,  
b    ecause of the fractional-reserve banking system, com-
mercial banks are never able to satisfy from their own 
reserves a large and sudden demand for cashtheir 
reserves are always only a small fraction of total deposits.  

 The Federal Reserve had been set up in 1913  to 
provide just such emergency assistance to commercial 
banks that were basically sound but were unable to 

  LESSONS  FROM  H I STORY 28-1  

 Two Views on the Role of Money in  the Great Depression  

meet sudden demands by depositors to withdraw cash.  
However,  the Federal Reserve refused to extend the neces-
sary help,  and successive waves of bank failures followed 
as a direct result.  During each wave,  hundreds of banks 
failed,  ruining many depositors,  reducing the flow of 
credit,  and worsening an already severe recession.  In the 
second half of 1931 ,  almost 2000 U.S.  banks were forced 
to suspend operations.  One consequence of these failures 
was a sharp drop in the money supply;  by 1933,  M2 was 
33  percent lower than it had been in 1929.   

   Competing Explanations  

 After the Great Depression was over,  economists were 
able to examine the data and construct explanations for 
these dramatic events.  To Monetarists,  the basic facts 
seem decisive:  to them, the fall in the money supply was 
clearly the major  cause   of the fall in output and employ-
ment that occurred during the Great Depression.  Mon-
etarists see the Great Depression as perhaps the single 
best piece of evidence of the strength of monetary forces 
and the single best lesson of the importance of monet-
ary policy.  In their view, the increased cash drain that 
led to the massive monetary contraction could have been 
prevented had the Federal Reserve quickly increased the 
level of cash reserves in the commercial banking system.  
In this case,  the rise in cash reserves would have offset 
the increase in the cash drain,  so that the money supply 
could be maintained.  

 Keynesians argued that the fundamental cause of 
the Great Depression was a reduction in autonomous 
expenditure.  They cite a large decline in housing construc-
tion, a decline in automobile purchases,  and a reduction 
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    28.3    LONG AND VARIABLE LAGS   

In   Chapter   27   we encountered a debate that was prominent from the 1950s to the early 
1980s .  M      onetarists   argued that monetary policy was potentially very powerful in the 
sense that a given change in the money supply (or interest rates)  would lead to a sub-
stantial change in aggregate demand, whereas  Keynesians   argued that monetary policy 
was much less powerful.  

 This debate had some of its roots in differing interpretations of the causes of the Great 
Depression.  One interesting part of the debate is why Canada and the United Kingdom 
had collapses in economic activity similar in magnitude to that in the United States even 
though they did not suffer the widespread bank failures that featured in the U.S.  experience.  
 Lessons from History 28-1   provides a brief summary of this interesting debate and applies 
some of the lessons about monetary policy we have learned in the past two chapters.    

  The debate between Monetarists and Keynesians was about more than just the 
 effectiveness   of monetary policy.  The debate sometimes also focused on the question of 

in consumption driven largely by pessimism caused by 
the stock market crash.  Although Keynesians accept the 
argument that the Federal Reserves behaviour was per-
verse and exacerbated an already bad situation, they do 
not attribute a pivotal role to the Federal Reserve or to 
the money supply.  Instead, they see the fall in the money 
supply as a  result  of the decline in economic activity,  
through a reduced demand for loans and thus reduced 
bank lending,  rather than as its cause.   

   Lessons from Canadas Experience  

 Canada had broadly the same magnitude of economic 
collapse as did the United States during the Great Depres-
sion, but had  no   bank failures.  Unfortunately,  Canadas 
experience is not able to resolve the disagreementboth 
sides of the debate can offer explanations of the Can-
adian experience consistent with their central arguments.  

 Keynesians look to Canadas experience to support 
their view that money was not central to the cause of the 
economic collapse in the United States.  They point out 
that since Canada did not escape the Great Depression 
but  did  escape the banking crisis and the associated col-
lapse in the money supply,  money was unlikely to have 
been the central cause of the U.S.  economic collapse.  

 Monetarists accept the point that Canada did not 
have a massive reduction in the money supply,  but they 
argue that the economic contraction in the United States 
(which  was   caused by the collapse in the money supply)  
spilled over into Canada, largely through a dramatic 
reduction in demand for Canadian goods.  This spillover 
implies a large decline in export expenditure for Canada, 

and thus a decline in Canadian national income.  Thus,  
Monetarists essentially argue that money in the United 
States was an important contributor to the economic 
decline in Canada.     

      During the Great Depression,  bank failures were wide-
spread in the United States but did not occur at all in 
Canada.  This difference in experience can be used to test 
hypotheses regarding the causes of the Great Depression.  
But considerable disagreement still remains.

 For a discussion of these two views, and some attempts to dis-

criminate between them, see Peter Temin,  Did Monetary Forces 

Cause the Great Depression?  ,  Norton, 1976.   
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whether active use of monetary policy in an attempt to stabilize output and the price 
level was likely to be successful or whether it would instead lead to an increase in fluc-
tuations in those variables.  This debate is  as important today as it was then,  and at its 
centre is  the role of  lags  .  

   What Are the Lags in  Monetary Pol icy?  

 Experience has shown that lags in the operation of policy can sometimes cause stabilization 
policy to be destabilizing.   In   Chapter   24  ,  we discussed how d    ecision and implementation 
lags might limit the extent to which active use of fiscal policy can be relied upon to stabilize 
the economy.  Although both of these sources of lags are less relevant for monetary policy,  
the full effects of monetary policy nevertheless occur only after quite long time lags.  There 
are two reasons that a change in monetary policy does not quickly affect the economy.  

   Changes in  Expenditure Take Time    When the Bank of Canada changes its target for 
the overnight interest rate,  the actual overnight rate changes almost instantly.  Other,  
longer-term interest rates also change quickly,  usually within a day or two.  However,  
it takes more time before households and firms adjust their spending and borrowing 
plans in response to the change in interest rates.  Consumers may respond relatively 
quickly and alter their plans for purchasing durable goods like cars and appliances.  But 
it takes longer for firms to modify their investment plans and then put them into effect.  
It may take a year or more before the full increase in investment expenditure occurs in 
response to a fall in interest rates.  

 In an open economy such as Canadas,  the change in the interest rate also leads to 
flows of financial capital and a change in the exchange rate.  These changes occur very 
quickly.  But the subsequent effect on net exports takes more time while purchasers of 
internationally traded goods and services switch to lower-cost suppliers.   

   The Multipl ier Process Takes Time    Changes in consumption, investment, and net 
export expenditures brought about by a change in monetary policy set off the multiplier 
process that increases national income.  This process, too, takes some time to work through.  
Furthermore, although the end result is fairly predictable, the speed with which the entire 
expansionary or contractionary process works itself through the economy can vary in 
ways that are hard to predict.  Thus, though the overall effects of monetary policy might 
be reasonably straightforward to predict, the timing of those effects is difficult to predict.    

  Monetary policy is  capable of exerting expansionary and contractionary forces on 
the economy, but it operates with a time lag that is  long and dif  cult to predict.   

 Economists at the Bank of Canada estimate that it normally takes between 9  and 
12 months for a change in monetary policy action to have its main effect on real GDP, 
and a further 9  to 12 months for the policy action to have its main effect on the price 
level (or the rate of inflation).    

   Destabi l izing Pol icy?  

 The fact that monetary-policy actions taken today will not affect output and inflation 
until one to two years in the future means that the Bank of Canada must design its 
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policy for what  is expected  to occur in the future rather than what  has already been 
observed.   To see why a monetary policy guided only by past and current events may 
be destabilizing, consider the following simple example.  Suppose that on January 1  
the Bank observes that real GDP is less than potential output and concludes that an 
expansionary monetary policy is appropriate.  It can reduce its target for the overnight 
rate at the next fixed announcement date (FAD), typically within a few weeks.  By early 
February, the overnight interest rate will be reduced,  as will the longer-term interest 
rates in the economy.  The effects on aggregate demand, however,  will not be felt in any 
significant way until late summer or early fall of that same year.  

 This policy action may turn out to be destabilizing, however.  Some of the cyclical 
forces in the economy, unrelated to the Banks actions,  may have reversed since 
January,  and by fall there may be an inflationary output gap.  However,  since the effects 
of the monetary expansion that was initiated nine months earlier are just beginning to 
be felt,  an expansionary monetary stimulus is  adding to the existing inflationary gap.  

 If the Bank now applies the monetary brakes by raising its target for the overnight 
interest rate,  the output effects of this policy reversal will not be felt for another year or 
so.  By that time,  a contraction may have already set in because of the natural cyclical 
forces of the economy.  Thus,  the delayed effects of the monetary policy may turn a 
minor downturn into a major recession.    

  The long time lags in the ef ectiveness of monetary policy increase the dif  culty of 
stabilizing the economy; monetary policy may have a destabilizing ef ect.   

 The Bank of Canada recognizes the possibility that if it responds to every shock 
that influences real GDP, the overall effect of its policy may be to destabilize the econ-
omy rather than stabilize it.  As a result,  it is  careful to assess the causes of the shocks 
that buffet the Canadian economy.  It tries to avoid situations in which it responds to 
shocks that are believed to be short-lived and then must reverse its policy in the near 
future when the shocks disappear.  In general,  
the Bank responds only to those shocks that 
are significant in magnitude and are expected 
to persist for several months or more.  For 
example,  the global recession that began in 
2008  was both large and long-lasting,  and the 
Banks expansionary policies had ample time to 
operate in the appropriate direction even after 
the expected lags in their effectiveness.   

   Communications Difficulties  

 Long lags in the workings of monetary policy 
also lead to some criticism of the central banks 
policy actions.  

   Figure   28-5    shows a situation in which the 
current inflation rate is  well below the 2 percent 
target but the expectation of future events 
suggests that inflation will soon rise and exceed 
the target.  This situation is often faced by the 

   Since monetary policy works only with a considerable time 
lag, central-bank actions to keep inflation close to target must 
be taken in advance of expected future events.   Suppose the 
economy is currently at point  A   with inflation well below 
the target.  If events in the near future are expected to cause 
inflation to rise and exceed the target,  then monetary policy 
must be tightened, even though  current  inflation is low.    

      FIGURE   28-5      Forward-Looking Monetary Pol icy   
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Bank when the economy is in the late stages of an economic recovery, with real GDP 
still below  Y * ,  as was the case in mid-2015.  At that time,  monetary policy had been 
expansionary for over six years in an effort to stimulate the economy and offset the 
long-lasting effects of a global economic recession.  But as real GDP began to grow and 
the existing recessionary gap began to narrow, the Bank needed to judge the appropri-
ate time to begin tightening its policy in an attempt to keep inflation from rising above 
the 2 percent target.  

  What is  the problem for the Banks communications?  Remember that because of 
the time lags involved,  any policy change that occurs today has no effect on real GDP 
for roughly 9  months and the full effect on the price level (or the rate of inflation)  does 
not occur for 18  to 24 months.  If the economy is at point  A   in   Figure   28-5   ,  and infla-
tion is expected to rise in the near future,  then monetary policy must be changed  now   in 
order to counteract this future inflation.  But this action could generate some criticism 
because the  current  inflation rate is  low.  In such situations,  the Bank finds itself in the 
awkward position of advocating a tightening of monetary policy,  in order to fight the 
expectation of future inflation, at a time when the  current  inflation rate suggests no 
need for tightening.  But if the goal is  to keep inflation close to the 2 percent target,  such 
 pre-emptive   monetary policy is necessary because of the unavoidable time lags.      

  Time lags in monetary policy require that decisions regarding a loosening or tight-
ening of monetary policy be forward-looking.  This often leads to criticism of mon-
etary policy,  especially by those who do not recognize the long time lags.   

    28.4    THIRTY YEARS OF CANADIAN  MONETARY 

POLICY   

 This section describes a few key episodes in recent Canadian monetary history.  This is  
not done to teach history for its own sake,  but because the lessons of past experience 
and past policy mistakes,  interpreted through the filter of economic theory,  provide our 
best hope for improving our policy performance in the future.  

 The OPEC oil-price shocks of 1973  and 19791980 led to reductions in GDP 
growth rates and increases in inflation in Canadawhat came to be known as  stag-
flation  .  At that time,  the role of aggregate-supply shocks and their effect on macro-
economic equilibrium was not as well understood as it is today.  The Bank of Canadas 
policy response involved considerable monetary expansion,  and by 1980 the rate of 
inflation in Canada was more than 12 percent.  

 The Bank of Canada then embarked on policies designed to reduce the growth 
rate of the money supply and eventually reduce the inflation rate.  Unfortunately,  at the 
same time innovations in the financial sector led to unexpected increases in the demand 
for money.  The result was a much sharper increase in interest rates (see   Figure   28-6  )  
than was intended by the Bank of Canada and the most serious recession since the 
1930s.  But the rate of inflation  did  fall,  from more than 12 percent in 1980 to about 
4 percent in 1984.  This experience taught the Bank two important lessons:  

     1.  Monetary policy can be  very   effective in reducing inflation.   

   2.  Because of unexpected changes in money demand, monetary policy should focus 
more on interest rates than on the money supply.    
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 As we saw earlier in this chapter,  this second lesson is an important reason why the 
Bank now implements its policy by targeting the interest rate rather than by directly 
targeting the money supply.  

   Economic Recovery:  19831987  

 Following Canadas deep recession of 19811982,  a sustained recovery began in 1983  
and by mid-1987 real GDP had moved back toward potential.  The first four years of 
the recovery saw cumulative real GDP growth of 15.7 percent.  

  The main challenge for monetary policy in this period was to create sufficient liquidity 
to accommodate the recovery without triggering a return to the high inflation rates that 
prevailed at the start of the decade .  In other words, the Bank of Canada had to increase 
the money supply to  accommodate   the recovery-induced increase in money demand 
 without  increasing the money supply so much that it refuelled inflationary pressures.  

 In spite of much debate and uncertainty,  the Bank handled this re-entry  problem 
quite well.  The Bank allowed a short but rapid burst of growth in the nominal money 
supply,  intended to accommodate the rise of money demand accompanying the recov-
ery.  It then reduced the growth rate of the money supply to a rate consistent with low 
inflation and the underlying growth in real income.  The trick with this policy was that 
to avoid triggering expectations of renewed inflation, the Bank had to generate a one-
shot increase in the  level  of the money supply without creating the impression that it 
was raising the long-term  rate of growth   of the money supply.  

 In late 1983  and early 1984, when growth in the money supply first started to 
surge,  many voiced the fear that the Bank was being overly expansionary and was risk-
ing a return to higher inflation.  As the re-entry problem came to be more widely under-
stood and as inflationary pressures failed to re-emerge,  these criticisms subsided,  and 

      FIGURE   28-6      Short-Term Interest Rates,  Canada and  the United  States,  19752015   
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  (  Source:   Based on Bank of Canada.  Canadian rate is Series V122495; U.S.  rate is Series V122148.  Both are monthly 
averages.)    
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the consensus appeared to be that the Bank had done a commendable job of handling 
the re-entry problem.   

   Rising I nflation:  19871990  

 By mid-1987, many observers began to worry that Canadian policymakers were too 
complacent in accepting the 4 percent range into which Canadian inflation had set-
tled.  Further,  there was concern that inflationary pressures were starting to buildthe 
money supply was growing quickly,  real output growth was strong,  unemployment 
was falling, and an inflationary gap was opening.   Many economists argued that if mon-
etary policy was not tightened, Canada would experience gradually increasing inflation 
until once again a severe monetary restriction would be required to reduce the rate of 
inflation.   

 Inflation slowly crept upward.  A monetary restriction designed to reduce inflation 
would obviously impose costs in the form of lower output and higher unemployment.  
Was the Bank prepared to inflict such costs,  especially given that Canada had emerged 
from a deep recession only five years earlier?  

 In January 1988,  Bank of Canada Governor John Crow announced that monet-
ary policy would henceforth be guided less by short-term stabilization issues and more 
by the goal of long-term price stability.  Specifically,  he said that monetary policy 

should be conducted so as to achieve a pace of monetary 
expansion that promotes stability in the value of money.  This 
means pursuing a policy aimed at achieving and maintaining 
stable prices.    2     

  This explicit adoption of price stability as the Banks only 
target set off a heated debate about the appropriate stance for 
monetary policy.  The debate was fuelled by Crows decision 
to give a high profile to his policy by repeatedly explaining it 
in speeches and public appearances.  He believed that this was 
necessary because expectations of continuing inflation had 
become entrenched.  In his view, until the public believed that 
the Bank was serious about controlling inflation, whatever 
the short-term consequences,  inflation could not be reduced.  
Some critics said that price stability was unobtainable.  Others 
said the costs of reaching it would be too large in terms of 
several years of recessionary gaps.  Supporters said that the 
long-term gains from having low inflation would exceed the 
costs of getting there.  

  Despite the Banks explicit policy of price stability,  
the actual inflation rate increased slightly from about 4 per-
cent in 1987 to just over 5  percent in 1990 .  The controversy 
reached new heights when in 1990 the country (and much of 
the world)  entered a sustained recession.  Maintaining a tight 
monetary policy with high interest rates (see   Figure   28-6  )  

   2    John W.  Crow, The Work of Canadian Monetary Policy,  speech given 

at the University of Alberta,  January 18,  1988;  reprinted in  Bank of Canada 

Review  ,  February 1988.  

      John Crow was the governor of the Bank of Can-
ada from 1 987 to 1 994.  In 1 988 he announced that 
price stability would thenceforth be the Bank of 
Canadas objective.
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seemed perverse to many when the economy was already suffering 
from too little aggregate demand to sustain potential output.    

  Furthermore,  the high Canadian interest rates attracted foreign 
financial capital.  Foreigners who wanted to buy Canadian bonds 
needed Canadian dollars,  and their demands led to an appreciation 
of the Canadian dollar.  This increased the price of Canadian exports 
while reducing the price of Canadian imports,  putting Canadian 
export and import-competing industries at a competitive disadvan-
tage and further increasing the unemployment that had been gener-
ated by the worldwide recession.   

   I nflation  Targeting:  19912000  

 In spite of heavy political pressure to lower interest rates,  the Bank 
stood by its tight monetary policy.  In 1991 , it formally announced 
 inflation-control targets   for the next several years.  Beginning in 1992, 
inflation was to lie within the 3  to 5  percent range, with the range fall-
ing to 2 to 4 percent by 1993  and to 1  to 3  percent by the end of 1995.  

 The inflation rate fell sharply,  from about 5  percent in 1990 to 
less than 2 percent in 1992.  For 1993  and 1994, inflation hovered 
around 2 percent.  Furthermore, short-term nominal interest rates fell 
from a high of about 13  percent in 1990 to about 6 percent by the 
end of 1993.  Recall that the nominal interest rate is  equal to the real 
interest rate plus the rate of inflation.  So this decline in nominal inter-
est rates was the eventual result of the tight monetary policy that reduced inflation.  

 The Bank had succeeded in coming close to its target of price stability.  Controversy 
continued,  however,  on two issues.  First,  was the result worth the price of a deeper,  pos-
sibly more prolonged recession than might have occurred if the Bank had been willing 
to accept 3  to 4 percent inflation?  Second, would the low inflation rate be sustainable 
once the recovery took the economy back toward potential output?     

 The debate over the Banks emphasis on maintaining low inflation became centred 
on Governor John Crow, especially during the federal election campaign of 1993.  Some 
called for Crows replacement with someone perceived to care more about the costs 
of fighting inflation.  Others argued that the Banks policy of price stability  under 
Crows stewardship was the right policy for the times and that the long-run benefits of 
maintaining low inflation would be worth the costs required to achieve it.  

 In 1994, at the end of Crows 7-year term, the minister of finance appointed Gor-
don Thiessen,  the former senior deputy governor of the Bank, to be the new governor.  
With some irony,  the minister of finance, whose party had been severe critics of Crows 
policy while they were in opposition,  affirmed the previous monetary policy of the 
Bank and urged the new governor to maintain the hard-won low inflation rate.  The 
new governor agreed and extended the formal inflation target of 2 percent until 2001 .  

 For the next three years,  the rate of inflation continued to hover between 1  and 2 
percent.  The main challenge for the Bank in the next few years was to keep inflation 
low while at the same time encouraging the economy to progress through what was 
viewed as a fragile recovery.  Excessive stimulation of the economy would lead to the 
rise of inflation,  which would sacrifice the hard-won gains achieved only a few years 
earlier.  On the other hand, insufficient stimulation would itself be an obstacle to eco-
nomic recovery.  

      Gordon Thiessen became the governor of 
the Bank of Canada in 1 994 after inflation 
had hovered around 2  percent for about 
two years.
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 Beginning in the summer of 1 997,  the economies  of Thailand,  Malaysia,  Indo-
nesia,  and South Korea fell  into serious  recessions,  thus  beginning what is  now 
referred to  as  the Asian Economic Crisis.    3     Since these countries  are major import-
ers  of raw materials,  their recessions  led to  a  large decline in the worlds  demand 
for raw materials.  As  a  result,  the world price of raw materials  fell  by an average 
of about 30  percent in the subsequent year.  Since Canada is  a  major producer and 
exporter of raw materials,  this  decline in the demand for raw materials  was  a  nega-
tive aggregate demand shock for Canada.  Working in the opposite  direction,  how-
ever,  was the expansionary supply-side effect of lower raw materials  prices  for the 
many Canadian manufacturing firms that use raw materials  as  inputs.  This  positive 
supply shock was  especially important for the United States,  a  major importer 
and user of raw materials.  The impact of the Asian Crisis  on the U.S.  economy 
produced a  third effect on Canada as  the quickly growing U.S.  economy increased 
its  demand for Canadian goods and services.  

  In the spring of 1997, before the Asian Crisis had begun, the Canadian economy 
was growing and steadily reducing its recessionary gap.  The combination of forces 
created by the Asian Economic Crisis presented problems for the Bank of Canada and 
for the appropriate direction for monetary policy.  Especially difficult was judging the 
relative strengths of the three separate effects.  As it turned out,  Canadas recessionary 
gap continued to shrink as the economy grew steadily.  By 1999, the Asian economies 
were on the road to recovery.  

 Changes in stock-market values also created some challenges for the Bank of 
Canada in the 1990s.  From 1994 through 1999,  U.S.  and Canadian stocks enjoyed 
unprecedented bull markets.  The Dow Jones Industrial Average (an index of U.S.  stock 
prices)  increased from about 3500 in mid-1994 to about 11  000 in late 1999, an aver-
age annual increase of 26 percent.  The Toronto Stock Exchange Index (now called the 
S&P/TSX),  increased from roughly 4000 to 8000 over the same period, an average 
annual increase of 14 percent.  

 The concern for the Bank of Canada during this time was that the increase in 
wealth generated by these stock-market gains would stimulate consumption expendi-
tures in what was already a steadily growing economy, thus increasing inflationary 
pressures.  In December 1996, the chairman of the U.S.  Federal Reserve,  Alan Green-
span,  warned market participants about their  irrational exuberance,  a phrase that is  
now often quoted.  Bank of Canada Governor Gordon Thiessen made similar remarks 
in Canada.  Both central bankers were trying to dampen expectations in the stock mar-
ket so that the stock-market gains,  and thus the increases in wealth-induced spending,  
would not significantly contribute to inflationary pressures.  But they had to be careful 
not to have their comments create a crash  in the market that would have even more 
dramatic effects in the opposite direction.  

 As it turned out,  the crash happened anyway.  In both the United States and Can-
ada,  the stock markets had reached such levels that many commentators said it was 
only a matter of time before participants realized that stock prices no longer reflected 
the underlying values of the companies,  at which point there would be massive selling 
and an inevitable crash.  From the fall of 2000 to the spring of 2001 , the major Can-
adian stock-market indexes fell by roughly 40 percent,  driven to a large extent by huge 

   3    An important part of the cause of these recessions was the sudden collapse of their currencies, which were pre-

viously pegged in value to the U.S.  dollar.   We examine fixed and flexible exchange rates in detail in   Chapter   34   .  
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reductions in the stock prices of high-tech firms.  This 
stock-market decline is  often referred to as the dot-
com  crash.   

   I nflation  Targeting:  20012007  

 David Dodge became the new governor of the Bank 
of Canada in the spring of 2001 .  During his tenure 
as governor,  the Bank faced several significant policy 
challenges.    

  When the terrorist attacks in New York and 
Washington occurred on September 11 ,  2001 , the 
stock markets took another dramatic plunge.  By late 
in 2003,  stock markets were still far below their pre-
crash levels.  The main challenge for monetary policy 
was to provide enough liquidity to the banking sys-
tems to prevent the economy from entering a reces-
sion.  In both Canada and the United States,  the central banks dramatically lowered 
their key interest rates over a period of several months.  

 From 2002 to 2005, the Bank of Canadas target for the overnight interest rate was 
3  percentage points below its level from the summer of 2000.  During this period, two 
external forces on the Canadian economy became apparent and presented a further 
challenge for the Bank of Canada.  First,  strong world economic growth,  especially in 
China and India,  contributed to a substantial increase in the world prices of oil and 
other raw materials.  Given Canadas position as a major producer and exporter of 
these products,  these price increases represented a significant positive external shock to 
aggregate demand.  They also contributed to a substantial appreciation of the Canadian 
dollar,  by more than 40 percent from 2002 to 2005.  Taken by itself,  this positive shock 
to Canadian aggregate demand created a justification for the Bank of Canada to tighten 
its monetary policy.  

 Working in the opposite direction was a second external shock, also contribut-
ing to an appreciation of the Canadian dollar.  During the 20022005 period,  partly 
in response to a large and growing U.S.  current account deficit,  the U.S.  dollar was 
depreciating against the pound sterling and the euro.  This realignment  of the U.S.  
dollar also involved Canada and explained some part of the Canadian dollars appre-
ciation during that period.  These exchange-rate changes,  which were not themselves 
being caused by changes in the demand for Canadian goods and services,  nonetheless 
tended to reduce Canadian net exports and aggregate demand, thus providing some 
justification for a loosening of Canadian monetary policy.  

 The problem for the Bank of Canada during this period was to determine the  rela-
tive   strength of these opposing forces and thus the appropriate  overall  direction for 
monetary policy.  During the early part of this period,  when Canadian real GDP was 
below potential,  the Bank allowed the commodityprice-driven expansion to close the 
existing output gap.  By the summer of 2005, however,  when the output gap appeared 
to be all but closed yet commodity prices were still rising, the Bank began a series of 
increases in the target for the overnight interest rate.  By the summer of 2006 it had 
increased its target rate by two percentage points.  

 Throughout 2006 and 2007, world commodity prices continued their steep ascent 
and the effect on the Canadian economy was dramatic.  Employment grew rapidly,  real 

      David Dodge was the governor of the Bank of Canada from 
2001  to early 2008.  He needed to steer monetary policy dur-
ing a time of a strong appreciation of the Canadian dollar,  
driven partly by rising world commodity prices.
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GDP grew above the level of potential output,  and serious concerns about inflation 
began to mount.  During this period,  the Bank of Canada continued to gradually raise 
its policy interest rate.  

 A related challenge for the Bank during this period involved regional and sectoral 
differences in economic performance within Canada.  The strong growth in the prices 
of oil and raw materials naturally led to boom conditions in these sectors,  which tend 
to be located in both Western and Atlantic Canada.  However,  these price increases 
harmed the profitability of many central Canadian manufacturing firms who used these 
products as important inputs.  In addition,  the appreciation of the Canadian dollar fur-
ther challenged these firms,  as foreign buyers reduced their demand for more expensive 
Canadian-made products.  

 Regional  and sectoral differences  highlight an inherent difficulty with monet-
ary policy in a  country as  economically diverse as  Canada.  Because there must be 
a  single monetary policy for the nation as  a  whole (as  long as  all  parts  of Canada 
continue to  use the same currency) ,  policy must be guided by the  average   level  of 
economic activity in order to  keep the  average   rate  of inflation close to  its  target.  
But significant differences  in economic activity across  regions and/or sectors  mean 
that many people will  feel  that monetary policy is  being conducted inappropriately 
because economic activity in their specific region or sector is  not the same as  the 
national average.   

   Financial  Crisis and  Recession:  20072010  

 The next significant phase of Canadian monetary policy was determined largely by 
events taking place in other countries.  From 2002 to 2006,  U.S.  housing prices had 
been rising unusually rapidly,  but they began to slow their ascent in the middle of 2006.  
In 2007, these prices reached their peak and then collapsed, falling by more than 30 
percent in many parts of the country.  On a large scale,  U.S.  homeowners began walk-
ing away  from their houses,  whose market values had fallen below the total amount 
owing on the associated mortgages.  In these situations,  the financial institution hold-

ing the mortgage no longer receives regular mortgage 
payments from the homeowner and instead takes 
ownership of the vacated house.  

 For the many financial  institutions that held 
the mortgagesor the securities  backed by the 
mortgagesthe housing collapse led to  a  signifi-
cant decline in the value of their assets.  It  soon 
became clear that millions  of U.S.  mortgages  and 
mortgage-backed securities  had been bought by 
financial  institutions  all  over the world,  and many 
large financial  institutions in many countries  were 
soon on the edge of insolvency and bankruptcy.  
What began as  a  collapse of U.S.  housing prices 
soon became a  global financial  crisis.     

 Mark Carney became the new governor of 
the Bank of Canada in February 2008,  just as  the 
financial crisis  was entering its  most serious phase.  
With the collapse of major U.S.  and U.K.  financial 

      Mark Carney became the Bank of Canadas governor in early 
2008,  amid a global financial crisis and the beginning of a 
significant economic recession.
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institutions only a few months later,  panic spread throughout the worlds  financial 
sector.  It was unclear which institutions held large amounts of these  toxic  
mortgage-backed securities  and thus which institutions were in danger of going under.  
In this  setting,  the widespread fear in financial markets led to a virtual disappearance 
of short-term interbank lending.  The flow of credit declined,  and most lending that 
did take place was transacted at much higher interest rates.  Given the importance of 
credit in a market economy,  restoring the flow of credit was essential to maintaining 
the level of economic activity.  

 In Canada,  it  soon became clear that Canadian banks were far less  exposed to 
these  toxic  mortgage-backed securities  than were the banks in the United States 
and much of Europe.  As  a  result,  there was  no significant danger of a  Canadian 
bank becoming insolvent during this  episode.  However,  because of the globalized 
nature of financial  markets,  short-term credit markets  in Canada are highly inte-
grated with those in other countries,  with the result that Canada also experienced 
a  decline in interbank lending and a  rise  in short-term interest rates.  The Bank of 
Canada took two sets  of actions  during 20072008.  First,  it reduced its  target for 
the overnight rate by more than 3 .5  percentage points  between the fall  of 2007 and 
the end of 2008 .  Second,  it  eased the terms with which it was  prepared to  make 
short-term loans  to  financial  institutions.  Both sets  of actions  were designed to 
restore the flow of credit and reduce interest rates,  thus  helping to  maintain the 
level  of economic activity.  

 By late in 2008,  however,  it was clear that Canada would not be shielded from the 
global recession that was then beginning.  The global financial crisis  had a dramatic 
effect on the level of economic activity in the United States,  the European Union,  and 
many countries  in Asia.  With these economies experiencing recessions,  there was a 
sharp decline in demand for Canadas  exports.  Canadian real GDP slowed sharply 
in late 2008  and began to fall  in early 2009.  The Bank of Canadas  objective at this 
time was to  provide as  much monetary stimulus as  was possible,  complementing the 
large fiscal  stimulus implemented by the Canadian government in its  budget of 2009.  

 The Canadian economy experienced a significant recession through most of 2009, 
but returned to positive growth in real GDP in 2010.  Despite the fact that the Bank 
was still holding its target for the overnight rate at historically very low levels,  a sig-
nificant recessionary gap persisted.  Two external forces played an important role in 
dampening the growth of real GDP.  First,  the U.S.  economy, though technically out 
of recession,  was experiencing only a slow and gradual recovery; the low U.S.  growth 
implied low demand for that economys traditional imports of Canadian goods and 
services.  Second, the global financial crisis of 2008  had eventually led to a  sovereign 
debt crisis  in Europe, in which government (sovereign)  debt had increased dramatic-
ally in response to the recession and the provision of financial support to failing banks.   

   Slow Economic Recovery:  2011Present  

 The next phase of Canadian monetary policy coincided with the long and gradual 
economic recovery that followed the global financial crisis.  Historically,  financial crises 
create a general lack of confidence in the future,  and also lead banks,  firms,  and house-
holds to strive to reduce their debts and improve their balance sheets.  The combina-
tion of lack of confidence and the desire to reduce debt contribute to weak growth in 
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aggregate demand and thus to slow growth in GDP 
in the normal course of events.  The aftermath of the 
global financial crisis of 20072008  was no different 
but the recovery was more gradual,  with the result 
that monetary policy remained very expansionary 
for a longer period than is normal following more 
conventional  recessions.  From 2011  to 2014,  the 
Bank of Canadas target for the overnight inter-
est rate remained at 1  percent.  While inflation was 
slightly below the Banks 2-percent target,  real GDP 
remained significantly below  Y *  and unemployment 
was elevated.  

 Two concerns affected the Banks views on 
appropriate policy during this time.  On the one 
hand, the existing recessionary gap pointed in the 
direction of further cuts to the Banks policy inter-
est rate to stimulate the economy (even though some 
argued that with interest rates already so low it was 
unlikely that further reductions would have much of 

an impact on aggregate demand).  On the other hand, household debt and house prices 
were both rising to unprecedented levels during this time,  generating concerns of a pos-
sible crash  in house prices,  which could then present even more problems.  The Bank 
was concerned that further cuts to its policy interest rate would merely exacerbate these 
ongoing trends.  Faced with a stubborn recessionary gap and also continuing increases 
in debt and house prices,  the Bank chose to maintain an unchanged policy interest rate.    

  Stephen Poloz became the governor of the Bank of Canada in the summer of 2013  
(after Mark Carney moved to the United Kingdom to become the governor of the Bank 
of England).  For the first 12 months of his term, the Banks policy interest rate was 
held constant as the Canadian economy continued its gradual economic recovery.  In 
mid-2014, however,  the world price of oil began a rapid descent,  from about U.S.$105 
per barrel in June 2014 to below U.S.$40 per barrel by December 2015.  This decline 
represented a massive and sudden negative shock to Canadas aggregate demand, with 
especially negative effects in the oil-producing regions of Alberta,  Saskatchewan, and 
Newfoundland and Labrador.  In January 2015 Stephen Poloz surprised financial mar-
kets by reducing the Banks target for the overnight interest rate by 0.25 percentage 
points,  indicating the need for monetary policy to respond to the large reduction in 
aggregate demand.  A further reduction,  to a target rate of 0.5  percent,  followed in 
July 2015.  

 As this book went to press in the fall of 2015,  two competing economic forces were 
once again presenting the Bank with a challenge.  On the one hand, the low world oil 
prices were contributing to already-weak aggregate demand in Canada,  pointing in the 
direction of maintaining a very expansionary monetary policy.  On the other hand, the 
strengthening U.S.  economic recovery would soon lead the U.S.  Federal Reserve to raise 
its policy interest rate.  To the extent that the American recovery would add to Can-
adian aggregate demand (through increased demand for Canadian exports)  and help to 
close the recessionary gap, this would point in the direction of gradually tightening the 
Banks monetary policy.  By December of 2015, it looked likely that the Bank was still 
several months away from increasing its policy interest rate,  due to ongoing sluggish-
ness of the Canadian economy.     

     Stephen Poloz became the Governor of the Bank of Canada 
in 201 3.  The challenges associated with a slow economic 
recovery were worsened by a dramatic fall in the world price 
of oil during 201 4 and 201 5.

R
eu
te
rs
   

M28_RAGA3072_1 5_SE_C28. indd   696 1 1 /01 /1 6   2:20 PM



C H A P TE R  2 8 :  M O N E TA R Y  P O L I C Y  I N  C A N AD A 697

    S U MMARY  

      28.1      HOW THE BANK OF CANADA IMPLEMENTS MONETARY POLICY LO 1    

     Monetary policy can be conducted either by setting the 
money supply or by setting the interest rate.  But for a 
given negatively sloped  M D   curve,  both cannot be set 
independently.   

    Because of its incomplete control over the money sup-
ply,  as well as the uncertainty regarding both the slope 
and the position of the  M D   curve,  the Bank chooses to 
implement its policy by setting the interest rate.   

    The Bank establishes a target for the overnight interest 
rate.  By offering to lend funds at a rate 25  basis points 
above this target ( the bank rate)  and to accept deposits 

on which it pays interest at 25  basis points below the 
target,  the Bank of Canada can control the actual over-
night interest rate.   

    Changes in the Banks target for the overnight rate lead 
to changes in the actual overnight rate and also to chan-
ges in longer-term interest rates.  The various steps in the 
monetary transmission mechanism then come into play.   

    The Bank of Canada conducts an expansionary monet-
ary policy by reducing its target for the overnight inter-
est rate.  It conducts a contractionary monetary policy 
by raising its target for the overnight interest rate.     

      28.2        I NFLATION  TARGETING LO 2,  3    

     It has long been understood that high inflation is dam-
aging to economies and costly for individuals and firms.   

    Experience with attempts to control inflation has led to 
the understanding that sustained inflation is ultimately 
determined by monetary policy.   

    For these two reasons,  many central banks now focus 
their attention on maintaining a low and stable rate of 
inflation.   

    The Bank of Canadas formal inflation target is the rate 
of CPI inflation.  It seeks to keep the annual inflation 
rate close to 2 percent.   

    In the short run,  the Bank closely monitors the output 
gap.  By tightening its policy during an inflationary gap 
and loosening it during a recessionary gap,  the Bank can 
keep the rate of inflation near 2 percent.   

    The policy of inflation targeting helps to stabilize the 
economy.  The Bank responds to positive shocks with a 
contractionary policy and responds to negative shocks 
with an expansionary policy.   

    Two technical issues complicate the conduct of monet-
ary policy:  

    1 .  Volatile food and energy prices  
   2.  Changes in the exchange rate      

      28.3      LONG  AND VARIABLE LAGS LO 4    

     Though the Bank of Canada can change interest rates 
very quickly,  it takes time for firms and households to 
alter their expenditure in response to these changes.  
Even once those new plans are carried out,  it takes time 
for the multiplier process to work its way through the 
economy, eventually affecting equilibrium national 
income.   

    Long and variable lags in monetary policy lead many 
economists to argue that the Bank should not try to 
fine-tune  the economy by responding to economic 
shocks.  Instead, it should respond only to shocks that 
are significant in size and persistent in duration.     

      28.4     TH IRTY YEARS OF CANADIAN  MONETARY POLICY LO 5    

     In the early 1980s,  the Bank of Canada embarked on 
a policy of tight money to reduce inflation.  This policy 
contributed to the severity of the recession.   

    A sustained economic recovery occurred from 1983  to 
1987.  The main challenge for monetary policy during 
this time was to create sufficient liquidity to accommo-
date the recovery without triggering a return to the high 
inflation rates that prevailed at the start of the decade.   

    In 1988,  when inflation was between 4 and 5  percent,  
the Bank of Canada announced that monetary policy 
would henceforth be guided by the long-term goal 
of price stability.  By 1992, the Banks tight money 
policy had reduced inflation to below 2 percent.   

    Controversy concerned two issues.  First,  was the cost 
in terms of lost output and heavy unemployment worth 
the benefits of lower inflation?  Second, could the low 
inflation rate be sustained?   
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    This controversy was partly responsible for the 1994 
change in the Bank of Canadas governor,  from John 
Crow to Gordon Thiessen.  Despite this administrative 
change,  the stated policy of price stability continued.  By 
2000, the rate of inflation had been around 2 percent 
for about seven years.   

    Following the stock-market declines in 20002001  and 
the terrorist attacks in the United States in September 
2001 ,  the Bank of Canada and the U.S.  Federal Reserve 
dramatically reduced their policy interest rates in an 
attempt to prevent a recession.   

    In the 20022005 period, the main challenges for the 
Bank involved determining the relative strength of the 
two different forces leading to a substantial apprecia-
tion of the Canadian dollar.  By summer of 2006, the 

Bank had increased its target for the overnight interest 
rate by two percentage points,  to a level still below its 
previous peak in the summer of 2000.   

    The onset of the global financial crisis in 2008  led the 
Bank of Canada to implement policies designed to 
restore the flow of credit and also to reduce interest 
rates.   

    By 2014, three years into a modest recovery,  the Bank 
of Canada still had a historically low target for the 
overnight interest rate.  The weakness of the U.S.  and 
European economies at that time were offsetting the 
stronger economic performance within Canada.   

    By 2015,  the Canadian and U.S.  economies were experi-
encing more robust economic recoveries and increases 
in policy interest rates would soon by likely.      

    Money supply vs.  the interest rate   
   Overnight interest rate   
   The target overnight interest rate   
   The bank rate   

   Endogenous money supply   
   Open-market operations   
   Inflation targeting   
   CPI inflation vs.  core inflation   

   The exchange rate and monetary 
policy   

   Lags in the effect of monetary policy     

   KEY  CON CEPTS  

   S TU DY  EXERC I SES 

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

  MyEconLab   

      Fill in the blanks to make the following statements 
correct.  

    a.  In general,  there are two approaches to imple-
menting monetary policy.  The central bank can 
attempt to influence                 directly or to influence 
                directly.   

   b.  The Bank of Canada chooses to implement its 
monetary policy by influencing the                 directly.  
The Bank then uses                 to accommodate the 
resulting change in money demand.   

   c.  The Bank of Canada does not try to influence the 
money supply directly because (1 )  the Bank cannot 
control the process of                 carried out by the 
commercial banks;  (2)  the Bank is unsure about the 

change in                 that would result from a change 
in the money supply;  and (3)  the Bank is unsure of 
the position of the                 curve at any given time.      

      Fill in the blanks to make the following statements 
correct.  

    a.  The interest rate that commercial banks charge each 
other for overnight loans is called the                .   

   b.  The bank rate is                 points above the target 
overnight interest rate.  At this interest rate,  the 
Bank stands ready to                 to commercial banks.  
At a rate                 points below the target,  the Bank 
stands ready to                 from commercial banks 
(and pay that rate as interest) .   
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   c.  The Bank of Canada can change the amount of 
currency in circulation through                .  The Bank 
conducts these transactions to accommodate the 
changing demand for                 by the commercial 
banks.   

   d .  An expansionary monetary policy is one where 
the Bank of Canada                      its target for the 
overnight interest rate.  A contractionary monetary 
policy is one in which the Bank                 its target 
for the overnight interest rate.   

   e.  If the Bank of Canada wants to stimulate aggregate 
demand it can implement a(n)                  monetary 
policy by                      its target for the overnight 
interest rate.  If the Bank wants to dampen aggre-
gate demand it can implement a(n)                  monet-
ary policy by                      its target for the overnight 
interest rate.      

     Fill in the blanks to make the following statements 
correct.  

    a.  The long-run policy target for the Bank of Canada 
is the                .  The current target is to keep the 
inflation rate at                      percent.   

   b.  In the short run,  the Bank of Canada closely mon-
itors the                .   

   c.  The Bank of Canada conducts its monetary policy 
by announcing a change in the                .  It then 
conducts the necessary                 in order to make 
this rate an equilibrium in the money market.   

   d .  The conduct of monetary policy is made more dif-
ficult because of lags.  Two reasons for these time 
lags are 

                        
                         
   e.  Economists have estimated that a change in monet-

ary policy has an effect on real GDP after a period 
of                 months and an effect on the price level 
after a period of                 months.   

   f.  Because of the long time lags involved in the execu-
tion of monetary policy,  it is  very possible that the 
policy may in fact have a(n)                  effect on the 
economy.      

      Read  Applying Economic Concepts 28-1  ,  which dis-
cusses the Bank of Canadas open-market operations 
and how these influence the amount of currency in 
circulation in the Canadian economy.  Using simpli-
fied balance sheets like the ones shown below, sup-
pose that a commercial bank uses $100 000 of excess 
cash reserves to purchase a government bond from the 
Bank of Canada.  

    a.  What are the immediate effects on assets and liabil-
ities for the commercial bank?  Fill in the left-hand 
table.   

   b.  What are the changes for the Bank of Canada?  Fill 
in the right-hand table.   

   c.  Explain what has happened to the amount of cur-
rency in circulation.    

Commercial Bank Bank of Canada

Assets Liabilities Assets Liabilities

Reserves

Bonds

Deposits Bonds  Commercial 
  bank 
  deposits 

Currency

      In the text we stated that the Bank of Canadas long-
run policy target is the rate of inflation.  

    a.  What observations have led many central banks to 
choose this long-run policy target?   

   b.  The Bank of Canada closely monitors the level 
of real GDP and the output gap in the short run.  
How does it use this information in pursuit of its 
long-run policy of targeting the rate of inflation at 
2  percent?      

      The diagram below shows the demand for money and 
the supply of money.    

 Quantity of Money

In
te
re
st
 R
a
te

M
S

i
0

0

M
D

A

B 0

   

    a.  Given the position of the  M D   curve,  explain why 
it is  not possible for the Bank of Canada to set the 
money supply and the interest rate at point  A   or at 
point  B  .   

   b.  In the diagram, draw a new money demand curve,  
 MD

1  ,  to the right of  MD
0  .  Suppose the  M D   curve is 

shifting in unpredictable ways between  M0
D   and 

 MD
1  .  Why is a monetary policy that sets the interest 

rate more stable (and therefore preferable)  to one 
that sets the money supply?   

   c.  The Bank of Canada implements its  monetary 
policy by setting the target for the overnight inter-
est rate.  If the Bank reduces its target,  explain what 
happens to the amount of money in the economy.  
What is the role of open-market operations in the 
Banks policy?      
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     Milton Friedman was a professor of economics at 
the University of Chicago and was the most influen-
tial Monetarist of his generation.  He was known for 
accusing the Federal Reserve (the U.S.  central bank)  of 
following an unstable monetary policy,  arguing that 
although the Federal Reserve has given lip service to 
controlling the quantity of money   it has given its 
heart to controlling interest rates.  

    a.  Explain why if the  M D   function were approxi-
mately stable,  targeting the growth rate in the 
money supply would produce a  stable  monetary 
policy.  Show this in a diagram.   

   b.  Explain why if the  M D   function moves suddenly 
and in unpredictable ways,  targeting the money 
supply produces an unstable  monetary policy.  
Show this in a diagram.   

   c.  The Bank of Canada conducts its policy by setting 
short-term interest rates.  What is the implication 
for this policy of an unstable   M D   function?      

      Suppose it is  mid-2007 and the stock market has been 
growing rapidly for the past five years.  Some econo-
mists argue that the stock market has become over-
valued  and thus a crash  is imminent.  

    a.  How does a rising stock market affect aggregate 
demand?  Show this in an  AD/AS   diagram.   

   b.  For a central bank that is trying to keep real GDP 
close to potential,  explain what challenges are 
posed by a rapidly rising stock market.   

   c.  Suppose the stock market crashes,  falling sud-
denly by approximately 35  percent as it did in 
the fall of 2008.  How does this affect aggregate 
demand?  Show this in an  AD/AS   diagram.      

      Consider the relationship among exchange-rate chan-
ges,  aggregate demand, and monetary policy.  Assume 
we begin in a situation with real GDP equal to  Y * .  

    a.  Suppose the world price for raw materials rises 
because of growing demand for these products.  
Given that Canada is a net exporter of raw materi-
als,  what is the likely effect on Canadian aggregate 

demand?  Show this in an  AD/AS   diagram (assum-
ing no change in the exchange rate) .   

   b.  Suppose instead that there is an increase in the 
demand by foreigners for Canadian financial assets 
such as government bonds.  What is the direct effect 
on Canadian aggregate demand?  Show this in an 
 AD/AS   diagram (assuming again no change in the 
exchange rate) .   

   c.  Both of the shocks described above are likely to 
cause an appreciation of the Canadian dollar on 
foreign-exchange markets.  As the Canadian dol-
lar appreciates,  what are the effects on aggregate 
demand in part (a)  and in part (b)?  Show these 
 secondary  effects in your diagram and explain.   

   d .  Given your answers to parts (a) ,  (b),  and (c) ,  
explain why the appropriate monetary policy 
response to a change in the exchange rate depends 
crucially on the  cause   of the exchange-rate change.  
What are the appropriate responses to each of the 
shocks (assuming they occur separately)?      

      In the last few years,  the path of CPI inflation has devi-
ated from the path of core inflation several times (see 
  Figure   28-4  ) .  

    a.  Why is  core inflation less  volatile than CPI 
inflation?   

   b.  Why might the Bank focus more on core inflation 
during some periods?      

      During the financial crisis of 20072008, the Bank of 
Canada took extraordinary actions to inject liquidity 
into the banking system.  As a result,  the amount of 
reserves in the banking system increased significantly.  

    a.  Why might the Bank choose to increase reserves 
in the banking system in such an economic 
environment?   

   b.  Despite the large increase in reserves,  there was 
not a large increase in the Canadian money supply.  
Can you provide an explanation?   

   c.  Given your answer to part (b) ,  would you predict 
that the Banks actions would lead to more infla-
tion?  Explain why or why not.             
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 I nflation  and Disinflation    

  IN  this chapter,  we examine inflation,  how it appears 

in our macro model,  and why reducing a constant 

inflation is usually quite costly.   In   Chapter   30   we 

explore the costs and causes of high unemployment,  

and in   Chapter   31    we discuss the problem of high 

government budget deficits.  These three chapters thus 

offer a collection of some of the biggest macroeconomic 

challenges and policy debates of our time.   

 Unless you are older than the typical student tak-

ing a course in introductory economics,  or you have 

come to Canada recently from a high-inflation coun-

try,  inflation has not been a significant phenomenon 

in your life.  It was not so long ago,  however,  that 

inflation was considered to be a serious problem in 

Canada (and many other countries as well) .  Even 

though high inflation in Canada is  no longer a head-

line  issue,  understanding the process of inflation,  

and how it can be reduced,  is  central to understand-

ing why the Bank of Canada is  so committed to keep-

ing inflation low.  

       29  

    CHAPTER  OUTLI NE  

       29.1   ADDING  INFLATION  TO THE MODEL    

     29.2   SHOCKS AND POLICY RESPONSES    

     29.3   REDUCING  INFLATION        

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  understand  why wages tend  to change in  response to both  

output gaps and  in a tion  expectations.   

  2  describe how a  constant rate of in a tion  can  be incorporated  

in to the basic macroeconomic model .   

  3  expla in  how  AD  and   AS  shocks affect in a tion  and  rea l  GDP.   

  4 expla in  what happens when  the Bank of Canada  va l idates 

demand  and  supply shocks.   

  5 understand  the three phases of a  d isin a tion .   

  6 expla in  how the cost of d isin a tion  can  be measured  by the 

sacri ce ratio.     

      PART    1 1   :  M ACROECONOM I C  PROBLEMS  AND  POLI C I ES     

701
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 Recall that   inflation    is  a rise in the average level of pricesthat is,  a rise in the price 

level.    Figure   29-1    shows the rate of CPI inflation in Canada since 1965 and shows what 

is sometimes called the  twin peaks  of inflation.  Rising from the mid-1960s,  inflation 

peaked in 1974 at more than 12 percent,  fell and then peaked again in 1981  at almost 

13  percent,  and then started its long but bumpy decline to its current level at around 

2 percent,  the Bank of Canadas current target rate of inflation.     

  This bumpy path for the rate of inflation nicely illustrates one of the reasons that 

inflation is a problem for the economy.   As we mentioned in   Chapter   19   ,  e    conomists 

make the distinction between  anticipated  and  unanticipated  inflation, and  we showed 

why  unanticipated inflation is the more serious problem.  If firms and workers have 

difficulty predicting what inflation will be,  they have problems determining how wages 

and prices should be set.  The result will be unexpected changes in real wages and rela-

tive prices as inflation ends up being different from what was expected.  These inflation-

induced changes in real wages and relative prices cause redistributions of income and 

may lead to inefficient changes in the economy.  As you can imagine by looking at 

  Figure   29-1   ,  many of the changes in inflation between 1965 and 2015 were sudden and 

thus difficult to predict.  To avoid this uncertainty in the economy, the Bank of Canada 

now strives to keep inflation both  low   and  stable  ,  near the official target of 2 percent.  

The result is  an environment in which firms, workers,  and households can more easily 

make plans for the future,  secure in the knowledge that real wages,  real interest rates,  

and relative prices will not be significantly affected by a volatile inflation rate.    

 What causes inflation?  How can it be eliminated?  And why have policies designed 

to reduce inflation been so controversial?  These are the central topics of this chapter.    

      FIGURE   29-1      Canadian  CPI  I nflation,  19652015   
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  (  Source:   Based on authors calculations using data from the Bank of Canada,  www.bankofcanada.ca ,  Series PCPISA.  
For each month, the inflation rate is computed as the percentage change from the CPI 12 months earlier.)    

    inflation     A rise in  the average 

level  of a l l  prices. Usual ly 

expressed  as the annual  

percentage change in  the 

Consumer Price Index.    
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     29.1    ADDING INFLATION  TO THE MODEL   

  In the previous several chapters we examined the effects of shocks to aggregate demand 
and aggregate supply.   In our macroeconomic model,   AD   and  AS   shocks influenced 
the values of both real GDP and the price level.  Following these shocks,  the economys 
adjustment process tended to push the economy back toward the potential level of real 
GDP with a stable price level.  In other words,  any inflation that we have so far seen 
in our macroeconomic model was temporaryit existed only while the economy was 
adjusting toward its long-run equilibrium.  

 In this chapter we modify our model to explain how  constant  inflation can exist.  
After all,  even though Canadian inflation is very low by recent historical standards,  
over the past two decades it has been sustained and relatively stable at an average rate 
of 2 percent.  

 As we will soon see,  one of the keys to understanding sustained inflation is to 
understand the role of  inflation expectations  .  When combined with excess demand or 
excess supply,  as reflected by the economys output gap, such expectations give us a 
more complete explanation of why costs and prices change.  Lets begin our analysis by 
examining in more detail why wages change.  

   Why Wages Change  

 Readers who have studied microeconomics will have examined why wages in  particular  
firms and industries change relative to wages in other firms and industries.  Movements 
in these  relative   wages are explained by many factors,  including the power of indus-
trial labour unions,  firms  market power,  the nature of work in specific industries,  the 
skills of the workers,  and much else.  Here we ignore this microeconomic detail and 
focus instead on the  general  level of wages in the economy.  Our emphasis is  on the role 
played by broad macroeconomic forces.  

  In   Chapter   24  ,  w    hen we examined the economys adjustment process,  we saw that 
increases in wages led to increases in unit costsbecause we maintained the assump-
tion that technology was held constant.  We continue with that assumption in this chap-
ter.  Thus,  as wages and other factor prices rise,  unit costs increase and the  AS   curve 
shifts up.  Conversely,  when wages and other factor prices fall,  unit costs fall and the 
 AS   curve shifts down.  

 What are the macroeconomic forces that cause the overall level of nominal wages 
to change?  The two main forces that we consider are the output gap and expectations 
of future inflation.   Much of what we discuss in the case of the output gap was first seen 
in   Chapter   24  ,  but the points are important enough to bear repeating.   

   Wages and  the Output Gap     In   Chapter   24  ,  we encountered     three propositions about 
how changes in nominal (or money)  wages were influenced by the output gap:  

    1.  The excess demand for labour that is  associated with an inflationary gap (  Y  >   Y * )  
puts upward pressure on nominal wages.   

   2.  The excess supply of labour associated with a recessionary gap (  Y  <   Y * )  puts 
downward pressure on nominal wages,  though the adjustment may be quite slow.   

   3.  The absence of either an inflationary or a recessionary gap (  Y  =   Y * )  implies that 
demand forces are not exerting any pressure on nominal wages.    
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 When real GDP is equal to  Y * ,  the unemployment rate is said to be equal to the 
NAIRU, which stands for the  non-accelerating inflation rate of unemployment  and is 
designated by  U * .  The use of this particular name will be explained later in this chapter.  
Another name sometimes used in place of NAIRU is the  natural rate of unemployment .  

 The NAIRU is not zero.  Instead,  even when  Y  =   Y * ,  there may be a substantial 
amount of  frictional  and  structural  unemployment caused,  for example,  by the move-
ment of people between jobs or between regions.  When real GDP exceeds potential 
GDP (  Y  >   Y * ) ,  the unemployment rate will be less than the NAIRU (  U  <   U * ) .  When 
real GDP is less than potential GDP (  Y  <   Y * ) ,  the unemployment rate will exceed the 
NAIRU (  U  >   U * ) .  

 We saw in   Chapter   24   that nominal wages tend to react to various pressures of 
demand.  These demand pressures can be stated either in terms of the relationship 
between actual and potential GDP or in terms of the relationship between the actual 
unemployment rate and the NAIRU.  When  Y  >   Y *  (or  U  <   U * ) ,  there is  an inflation-
ary gap characterized by excess demand for labour,  and wages tend to rise.  Conversely,  
when  Y  <   Y *  (or  U  >   U * ) ,  there is  a recessionary gap characterized by excess supply 
of labour, and wages tend to fall (although often slowly).    This relationship between the 
excess demand or supply of labour and the rate of change of nominal wages is  repre-
sented by the Phillips curve,   which we also discussed in   Chapter   24   .   

   Wages and  Expected  Inflation     A second force that can influence nominal wages is  
 expectations   of future inflation.  Suppose both employers and employees expect 2 per-
cent inflation next year.  Workers will tend to start negotiations from a base of a 2 
percent increase in nominal wages,  which would hold their  real wages   constant.  Firms 
will also be inclined to begin bargaining from a base of a 2  percent increase in nominal 
wages because they expect that the prices at which they sell their products will rise by 2 
percent.  Starting from that base,  workers may attempt to obtain some desired increase 
in their real wages while firms may attempt to reduce real wages.  At this point,  such 
factors as profits and bargaining power become important.    

  The expectation of some speci c in ation rate creates pressure for nominal wages 
to rise by that rate.   

  How do firms, workers,  and consumers form their expectations about future infla-
tion?  There has been much debate about this over the years,  but today most economists 
agree that expectations combine  backward-looking  and  forward-looking  elements.  
Many people will look backward,  for example,  and come to expect low inflation in 
the future largely as a result of experiencing many past years of low inflation.  At the 
same time, most people are prepared to look forward and adjust their expectations in 
response to clear and credible announcements about future policy.  For example,  if the 
governor of the Bank of Canada announced today that the Banks official inflation 
target would henceforth be 4 percent (rather than the current 2 percent),  most people 
would adjust their expectations accordingly.  

 However people actually  form their expectations,  the key point for our current 
discussion is that nominal wages can be rising even if no inflationary gap is present.  As 
long as people  expect  prices to rise,  their behaviour will put upward pressure on nom-
inal wages.  Indeed, in every year since the Second World War,  average nominal wages 
have increased in Canada, even though in some years there were notable recessionary 
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gaps when nominal wages increased by less than prices.  The reason is that in every 
year the price level was expected to increase (and did,  in fact,  increase).  Clarifying the 
distinction between these two separate forces on nominal wagesexcess demand and 
inflation expectationsis an important objective of this chapter.   

   Overal l  Effect on  Wages    We can now think of changes in average nominal wages as 
resulting from two different forces:    1      

   
Change in

nominal wages
=

Output@gap

effect
+

Expectational
effect

   

 What happens to wages is the  net  effect of the two forces.  Consider two examples.  
First,  suppose both labour and management expect 2  percent inflation next year and 
are therefore willing to allow nominal wages to increase by 2 percent.  Doing so would 
leave  real  wages unchanged.  Suppose as well that there is  a significant inflationary gap 
with an associated labour shortage and that the excess demand for labour causes wages 
to rise by an additional 1  percentage point.  The final outcome is that nominal wages 
rise by 3  percent,  the net effect of a 2 percent increase caused by expected inflation and 
a 1  percent increase caused by the excess demand for labour when  Y  >   Y * .  

 For the second example,  assume again that expected inflation is 2 percent,  but this 
time there is  a large recessionary gap.  The associated high unemployment represents an 
excess supply of labour that exerts downward pressure on wage bargains.  Hence,  the 
output-gap effect now works to dampen wage increases,  say,  to the extent of 1  percent-
age point.  Nominal wages therefore rise only by 1  percent,  the net effect of a 2  percent 
increase caused by expected inflation and a 1  percent  decrease   caused by the excess 
supply of labour when  Y  <   Y * .    

   From Wages to Prices  

  In   Chapters   23    and     24   we saw that c   hanges in wages and other factor prices lead to 
shifts of the  AS   curve.  We have now determined that wage changes are themselves a 
response to output gaps and expectations of future inflation.     

   1    Average nominal wages may also be affected by things unrelated to output gaps and expected inflation, such 

as government guidelines and union activities.  Such factors may be regarded as random shocks and analyzed 

separately from the two principal macro forces that we examine here.  

   2    This is  a good time to remind the reader that we are assuming constant productivity throughout this chap-

ter.  With ongoing productivity growth,  the  AS   curve would shift upward when wages rise  faster than pro-

ductivity   and shift downward when wages  rise slower than productivity  .  But with constant productivity,  any 

increase in nominal wages causes  AS   to shift up and any decrease in nominal wages causes  AS   to shift down.  

  The net ef ect of the two macro forces acting on wagesoutput gaps and in ation 
expectationsdetermines what happens to the  AS   curve.   

  If the net effect of the output-gap effect and the expectational effect is  to raise 
wages,  then the  AS   curve will shift up.  This shift will cause the price level to risethat 
is,  the forces pushing up wages will be  inflationary.   On the other hand, if the net effect 
of the output-gap effect and the expectational effect is to reduce wages,  the  AS   curve 
will shift downthe forces reducing wages will be  deflationary  .    2     
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  Since anything that leads to higher nominal wages will shift the  AS   curve up and 
lead to higher prices,  we can decompose inflation caused by wage increases into two 
component parts:   output-gap inflation   and  expected inflation  .  But because the  AS   curve 
can also shift for reasons unrelated to changes in wages,  we must add a third element.  
Specifically,  we must consider the effect of non-wage supply shocks on the  AS   curve 
and thus on the price level.  The best example of a non-wage supply shock is a change 
in the prices of materials used as inputs in production.  We can then decompose actual 
inflation into its three components:  

Actual 
inflation =

Output-gap 
inflation +

Expected 
inflation +

Supply-shock 
inflation

 As an example,  consider an economy that begins with real GDP equal to  Y *  and 
expectations of inflation at zero.  In this case,  the first two terms on the right-hand side 
are zero.  But if an adverse supply shock then occurs,  such as a significant increase in the 
price of oil or electricity,  the  AS   curve shifts up and the price level rises.  Actual inflation 
will be positive.  As we will see later in the chapter,  such supply shocks are not uncom-
mon, and they generate challenges for the Bank of Canada in its attempt to maintain 
low inflation.  

 Having discussed these components of inflation, we are now in a position to see 
how a constant inflation can be included in our macroeconomic model.   

   Constant Inflation   

 Suppose the inflation rate is 2 percent per year and has been 2 percent for several years.  
This is what we mean by a  constant  inflation.  In such a setting,  people with backward-
looking expectations about inflation will expect the actual rate to continue into the 
future.  Furthermore, in the absence of any announcements that the central bank will 
be altering its monetary policy,  people with forward-looking expectations will expect 
the actual inflation rate to continue.  Thus,  for the economy as a whole,  the expected 
rate of inflation will equal the actual rate of inflation.      

  If in ation and monetary policy have been unchanged for several years, the expected 
rate of in ation will tend to equal the actual rate of in ation.   

  In the absence of supply shocks,  if expected in ation equals actual in ation, real 
GDP must be equal to potential GDP.   3      

  Suppose there are no supply shocks (we address these later in the chapter) .  Since 
actual inflation equals expected inflation, it follows from the equation above that there 
can be  no   output gapreal GDP must equal its potential level,   Y * .    

   3     Another realistic possibility is  that real GDP is below Y*  but there is  only weak downward pressure on 

wages,  and so relatively constant inflation.  Recall our discussion from Chapter 24 that large and persistent 

recessionary gaps may be necessary to generate even small wage reductions.  For simplicity,  in this chapter 

we maintain the assumption that wages do  fall when Y <  Y* , although we recognize that these forces may 

be both weak and slow.  
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  The key point about constant inflation in our macro model is  that there is  no 
output-gap effect operating on wages:  either there is  no output gap at all or whatever 
gap exists is  not large enough to create wage adjustments.  As a result,  nominal wages 
rise exactly at the expected rate of inflation.  The monetary expansion validates those 
expectations.  

 Note that in this constant-inflation equilibrium, interest rates are being kept stable 
by two equal but offsetting forces.  The central bank is increasing the money supply,  
which tends to push interest rates down.  But at the same time, rising prices are increas-
ing the demand for money and pushing interest rates up.  In equilibrium, the monet-
ary policy is just expansionary enough to accommodate the growing money demand, 
thus leaving interest rates unchanged.  As we will see later in this chapter,  in order to 
 reduce   the rate of inflation,  the central bank must implement a contractionary monet-
ary policyby reducing the growth rate of the money supply sufficiently to raise inter-
est rates.  

   Figure   29-2   can be used to analyze any constant (and positive)  rate of inflation.  It 
could also be used to analyze the case of deflation,  a situation in which the price level is  
falling so that the inflation rate is  negative.  In this case,  the  AD   and  AS   curves would be 
shifting down at a constant rate,  keeping  Y  =   Y * .   Applying Economic Concepts 29-1   
discusses deflation, the reasons that some people seem to fear its effect on the economy, 
and why these fears may be misplaced.    

     Figure   29-2   shows a constant inflation in the  AD/
AS   diagram.  What is  causing this inflation?  As we will 
see,  such a constant inflation requires both the  expecta-
tions   of inflation (which shift the  AS   curve)  and the 
continuing monetary expansion by the central bank 
(which shifts the  AD   curve).  Lets see how this works.  

  Suppose workers and employers expect 2 percent 
inflation over the coming years and employers are 
prepared to increase nominal wages by 2 percent per 
year.  As wages rise by 2 percent,  the  AS   curve shifts up 
by that amount.  But in order for 2 percent to be the 
 actual  rate of inflation,  the  intersection   of the  AS   and 
 AD   curves must be shifting up at the rate of 2  percent.  
This requires the  AD   curve to be shifting up at the same 
2 percent ratethis  AD   shift is  caused by the central 
banks monetary expansion.  So in this case there is  no 
output-gap inflation (  Y  =   Y * ) ,  and actual and expected 
inflation are equal.  When the central bank increases the 
money supply at such a rate that the expectations of 
inflation end up being correct,  it is  said to be  validating  
the expectations.    

      FIGURE   29-2       Constant Inflation    
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   In the    AD/AS    model with no supply shocks, constant 
inflation occurs when    Y  5   Y * .  Expectations of a con-
stant rate of inflation cause wages and thus the  AS   
curve to shift upward at a uniform rate from  AS   0   to 
 AS   1   to  AS   2  .  Monetary expansion by the central bank 
is causing the  AD   curve to shift upward at the same 
time from  AD   0   to  AD   1   to  AD   2  .  As a result,  real GDP 
remains at  Y *  as the economy moves from equilib-
rium  E   0   to  E   1   to  E   2   and so on.  The constant inflation 
rate takes the price level from  P   0   to  P   1   to  P   2  .  Wage 
costs are rising because of expectations of inflation, 
and these expectations are being validated by the cen-
tral banks policy.    

  Constant in ation with  Y  =   Y *  occurs when the 
rate of monetary expansion, the rate of wage 
increase,  and the expected rate of in ation are all 
consistent with the actual in ation rate.   
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    29.2    SHOCKS AND POLICY RESPONSES   

 A constant rate of inflation is a special case in our macroeconomic model because the 
rising price level is  not caused by an inflationary output gap.  In many cases of inflation, 
however,  inflationary pressure is  initially created by an aggregate demand or aggregate 
supply shock.  In this section we examine the effects of  AS   and  AD   shocks and the sub-
sequent effects of the policy responses chosen by the central bank.    

  In this analysis,  we make a central assumption in our macro modelthat  AD   and 
 AS   shocks do not influence the level of potential output,   Y * .  With this assumption in 
place,  we know that a central prediction of our model is  that the long-run effect of 
 AD   and  AS   shocks involves no change in real GDP because the economys adjustment 
process brings real GDP back to (the unchanged)   Y * .   As we explained in   Chapter   27  ,  
h    owever,  this assumption is often debated; there are good reasons to believe that  Y *  

   APPLYI NG  ECONOM IC  CONCEPTS    2 9 -1  

 Is Deflation a Problem?   

 We have discussed how inflation can be incorporated 
into our basic macroeconomic model.  The model can 
also be used to discuss  deflation  ,  a situation in which the 
price level experiences an ongoing decline.  For example,  
a deflation of 2 percent per year means that the price 
level is  falling annually by 2 percent;  in other words,  
deflation means a negative inflation rate.  

 Sustained deflation is very rare;  it has been experi-
enced only a few times in the last century.  During the 
Great Depression, the price level in Canada fell by 
approximately 25  percent between 1930 and 1933;  
when the Japanese economy was growing very slowly in 
the early 2000s,  the price level declined by about 1  per-
cent per year.  

 In recent years,  especially following the global reces-
sion of 2009, it was common to hear media discussion of 
the dangers of deflation and the need for central banks 
to take whatever actions were necessary to prevent it.  
The fear of deflation appears to stem from the belief that 
deflation causes a decline in economic activity,  and this 
argument is usually based on the evidence drawn from 
the Great Depression, when real GDP fell by about 30 
percent from 1929 to 1933.  

 How could deflation cause a decline in economic 
activity?  A commonly heard argument is that when 
prices are falling,  firms and consumers delay their spend-
ing because they know that prices will be lower in the 
future.  The delay in spending leads to a leftward shift 
in the  AD   curve and, other things being equal,  causes a 
decline in real GDP.  

 Economists who reject this line of argument usu-
ally make two observations,  one about the historical 
evidence and the other about the proposed link from 

deflation to recession.  First,  while it is  certainly true that 
there was significant deflation during the Great Depres-
sion, it was probably a  result  rather than a  cause   of the 
economic events.  In this view, a combination of the 1929 
stock-market crash,  widespread bank failures,  inappro-
priate monetary and fiscal policies,  and a significant rise 
in protectionist trade policies caused a major decline in 
aggregate demand.  This decline in turn caused a leftward 
shift of the  AD   curve,  resulting in  both   a  decline in real 
GDP and a decline in the price level (deflation).  

 The second point relates to the possibility that buy-
ers delay their purchases because of deflation, and that 
this delay can cause a recession.  How important can this 
effect be?  If the rate of deflation were 25  percent per 
year,  it is  easy to imagine that many firms and consumers 
would delay some purchasesafter all,  a saving of 
25  percent provides a significant incentive to wait.  But 
this effect is  almost absent when deflation is only 1  or 
2 percent per year,  as it was in Japan during the early 
2000s.  And if this effect is  absent,  there is no fundamen-
tal danger associated with a small deflation.  

 Consider the opposite situation, that of prices ris-
ing by 1  or 2 percent annually.  In this situation,  do we 
expect firms and consumers to rush to purchase their 
products before prices rise,  thereby pushing real GDP 
well above the economys potential?  The answer is no.  
When inflation is low and relatively stable,  firms and 
consumers build it into their expectations,  central banks 
build it into their policy decisions,  and the economy can 
operate with real GDP equal to potential output,  as we 
have shown in this chapter.  The same would likely be 
true of a constant and anticipated deflation of 1  or 2 
percent per year.  

M29A_RAGA3072_1 5_SE_P1 1 . indd   708 09/01 /1 6   9:27 AM



C H A P TE R  2 9 :  I N F LA T I O N  A N D  D I S I N FLA T I O N 709

may be influenced by the short-run path of real GDP.  For the remainder of this chapter,  
however,  we maintain the assumption that  Y *  is  unaffected by the various  AD   and  AS   
shocks we consider.  

   Demand  Shocks  

 Any rightward shift in the  AD   curve that creates  an inflationary output gap also 
creates  what is  called   demand inflation   .  The shift in the  AD   curve could have been 
caused by a  reduction in tax rates,  by an increase in such autonomous expenditure 
items as  investment,  government,  and net exports,  or by an expansionary monetary 
policy.    

  Major demand-shock inflations occurred in Canada during and after the First 
and Second World Wars.  In these cases,  large increases in government expenditure 
led to general excess demand (  Y  >   Y * ) .  More generally,  demand inflation sometimes 
occurs at the end of a strong upswing,  as  rising output causes excess demand to 
develop simultaneously in the markets for labour,  intermediate goods,  and final out-
put.  Demand inflation of this  type occurred in Canada in 19891990 and to a lesser 
extent in 20032007.  

 To begin our study of demand inflation,  we make some 
simplifying assumptions.  First,  we continue to assume that 
 Y *  is  constant.  Second,  we assume that initially there is  
no ongoing inflation.  These two assumptions imply that 
our starting point is  a stable long-run equilibrium, with 
constant real GDP and price level,  rather than the long-
run equilibrium with constant inflation as  shown in 
  Figure   29-2  .  We then suppose that this  long-run equilib-
rium is  disturbed by a rightward shift in the  AD   curve.  
This shift causes the price level and output to rise.  It is  
important next to distinguish between the case in which 
the Bank of Canada validates the demand shock and the 
case in which it does not.  

   No  Monetary Val idation     Because the initial  rise  in  AD   
takes  output above potential,  an inflationary gap opens 
up.  The pressure of excess demand soon causes  nominal 
wages  to  rise,  shifting the  AS   curve upward as  shown in 
  Figure   29-3   .  As  long as  the Bank of Canada holds  the 
money supply constant,  the rise  in the price level  moves 
the economy upward and to  the left along the new  AD   
curve,  reducing the inflationary gap.  Eventually,  the gap 
is  eliminated,  and equilibrium is  established at a  higher 
but stable price level,  with output at  Y * .  In this  case,  the 
initial  period of inflation is  followed by further infla-
tion that lasts  only until  the new long-run equilibrium is 
reached.    

   Monetary Val idation     Suppose that after the demand shock 
creates an inflationary gap, the Bank of Canada attempts to 
sustain these good economic times.  It then validates the 

      FIGURE   29-3       A Demand  Shock with  
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   A demand shock that is  not validated produces 
temporary inflation, but the economys adjust-
ment process eventually restores potential GDP 
and stable prices.   The initial long-run equilib-
rium is at  P   0   and  Y * .  A positive demand shock 
shifts  AD   0   to  AD   1  ,  generating an inflationary 
gap,  but without monetary validation by the 
central bank there is no further shift of the  AD   
curve.  The excess demand puts upward pres-
sure on wages,  thus shifting  AS   0   to  AS   1  .  There is 
inflation as the economy moves from  E   0   to  E   1   to 
 E   2  ,  but at  E   2   the price level is  again stable.    

    demand inflation      I nflation  

arising from an  inflationary 

output gap caused, in  turn, by a  

positive  AD   shock.    
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  In other words,  the Bank of Canada could indeed choose 
to sustain the good economic times  characterized by high 
output and low unemployment.  But the result of this choice 
would be sustained inflation (and as we will soon see,  the 
inflation rate would continually increase) .    

   Supply Shocks  

 Any leftward shift in the  AS   curve that is   not  caused by 
excess demand in the markets for factors of production cre-
ates what is  called   supply inflation   .    

  An example of a supply shock is a rise in the costs of 
raw materials.  Another is a rise in domestic wages not due 
to excess demand in the labour market.  The rise in wages 
might occur,  as we saw earlier,  because of generally held 
expectations of future inflation.  These shocks cause the  AS   
curve to shift upward.    4     

  The initial effects of any negative supply shock are 
that the price level rises while output falls,  as shown in 
  Figure   29-5   .  As with the case of a demand shock,  what 
happens next depends on how the Bank of Canada reacts.  
If the Bank allows the money supply to increase,  it validates 
the supply shock;  if it holds the money supply constant,  the 
shock is not validated.  

    No  Monetary Val idation     The upward shift in the  AS   curve in   Figure   29-5    causes 
the price level  to  rise  and pushes  output below  Y * ,  opening up a  recessionary gap.  

demand shock through an expansionary monetary policy.  
We illustrate this situation in   Figure   29-4  .  

  Two forces are now brought into play.  Spurred by the 
inflationary gap,  the increase in nominal wages causes the 
 AS   curve to shift upward.  Fuelled by the expansionary mon-
etary policy,  however,  the  AD   curve shifts further to the 
right.  As a result of both of these shifts,  the price level rises,  
but real GDP remains above  Y * .  Indeed,  if the shift in the 
 AD   curve  exactly   offsets the shift in the  AS   curve,  real GDP 
and the inflationary gap will remain constant.    

      FIGURE   29-4       A Demand  Shock with  
Val idation    
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   Monetary validation of a positive demand shock 
causes the  AD   curve to shift further to the right,  
offsetting the upward shift in the  AS   curve and 
thereby leaving an inflationary gap despite the 
ever-rising price level.   An initial demand shock 
moves the economy along the path of arrow 

,  taking output to  Y  1   and the price level to 
 P   1  .  The resulting inflationary gap then causes 
the  AS   curve to shift upward.  This time, how-
ever,  the Bank of Canada validates the demand 
shock with a monetary expansion that shifts the 
 AD   curve to the right.  By the time the aggre-
gate supply curve has reached  AS   1  ,  the aggregate 
demand curve has reached  AD   2  .  The new equi-
librium is at  E   2  .  Output remains constant at  Y  1  ,  
leaving the inflationary gap constant while the 
price level rises to  P   2  .   

  The persistent inflationary gap continues to 
push the  AS   curve upward,  while the continued 
monetary validation continues to push the  AD   
curve to the right.  As long as this monetary 
validation continues, the economy moves along 
the vertical path of arrow .    

  Continued validation of a demand shock turns what 
would have been transitory in ation into sustained 
in ation fuelled by monetary expansion.   

    supply inflation      I nflation  arising 

from a  negative  AS   shock that is 

not the result of excess demand  

in  the domestic markets for 

factors of production.    

   4    Recall  our discussion in   Chapter   23    of  how some shocks affect  both   the  AD   and the  AS   curves.  A rise in 

the world price of oil is  one example.  Since Canada both uses and produces oil,  a rise in the world price of 

oil causes both the  AD   and  AS   curves to shift upward.  In this discussion we confine ourselves to the effect 

of the  AS   shift.  
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  Concern that such a lengthy adjustment will occur is 
often the motivation for the Bank of Canada to validate 
negative supply shocks.   

   Monetary Val idation     What happens if the Bank of Canada 
responds to the negative supply shock with a monetary expansion, thus  validating  the 
shock?  The monetary validation shifts the  AD   curve to the right and closes the output 
gap.  As the recessionary gap is eliminated,  the price level rises further,  rather than fall-
ing back to its original value as it did when the supply shock was not validated.  These 
effects are also illustrated in   Figure   29-5   .    

Pressure mounts  for nominal  wages and other factor 
prices  to  fall.  As  wages  and other factor prices  fall,  unit 
costs  will  fall.  Consequently,  the  AS   curve shifts  down, 
increasing output while  reducing the price level.  The  AS   
curve will  continue to shift slowly downward,  stopping 
only when real  GDP is  returned to   Y *  and the price level 
is  returned to  its  initial  value of  P   0  .  Thus,  the period of 
inflation accompanying the original supply shock is  even-
tually reversed until  the initial  long-run equilibrium is 
re-established.  

 A major concern in this case is  the speed of wage adjust-
ment.  If wages do not fall rapidly in the face of excess sup-
ply in the labour market,  the adjustment back to potential 
output can take a long time.  For example,  suppose the ori-
ginal shock raised firms  costs by 6 percent.  To reverse this 
shock and return real GDP to  Y * ,  firms  costs must fall by 
6 percent.  If nominal wages fell by only 1  percent per year,  it 
would take several years to complete the adjustment.    

      FIGURE   29-5       A Supply Shock with  and  

without Val idation    

Real GDP

P
ri
c
e
 L
e
v
e
l

P
1

Y
1

0

P
0

Y*

P
2

AD
1

AD
0

AS
1

AS
0

E
2

E
0

E
1

1

2

   Adverse supply shocks initially raise prices while 
lowering output.   An adverse supply shock causes 
the  AS   curve to shift upward from  AS   0   to  AS   1  ,  as  
shown by arrow .  Equilibrium is established at 
 E   1  .  If there is no monetary validation, the reduc-
tion in wages and other factor prices makes the 
 AS   curve shift slowly back down to  AS   0  .  If there 
is monetary validation, the  AD   curve shifts from 
 AD   0   to  AD   1  ,  as shown by arrow .  Equilib-
rium is re-established at  E   2   with output equal to 
potential output but with a higher price level,   P   2  .    

  Whenever wages and other factor prices fall only slowly 
in the face of excess supply, the recovery to potential 
output after a non-validated negative supply shock will 
take a long time.   

  Monetary validation of a negative supply shock causes the initial rise in the price 
level to be followed by a further rise,  resulting in a higher price level but a much 
faster return to potential output than would occur if the recessionary gap were 
relied on to reduce wages and other factor prices.   

  The most dramatic example of a supply-shock inflation came in the wake of the 
first OPEC oil-price shock.  In 1974,  the member countries of the Organization of the 
Petroleum Exporting Countries (OPEC)  agreed to restrict output.  Their action caused 
a threefold increase in the price of oil and dramatic increases in the prices of many 
petroleum-related products,  such as fertilizer and chemicals.  The resulting increase in 
industrial costs shifted  AS   curves upward in all industrial countries.  At this time, the 

M29A_RAGA3072_1 5_SE_P1 1 . indd   71 1 09/01 /1 6   9:27 AM



712 P A R T  1 1 : M AC RO E CO N O M I C  P RO B LEM S  A N D  P O L I C I E S

Bank of Canada validated the supply shock with large increases in the money supply,  
whereas the Federal Reserve ( the U.S.  central bank)  did not.  As the theory predicts,  
Canada experienced a large increase in its price level but almost no recession,  while 
the United States experienced a much smaller increase in its price level but a deeper 
recession.   

   I s  Monetary Val idation  of Supply Shocks Desirable?     Suppose the Bank of Canada 
were to validate a large negative supply shock and thus prevent what could otherwise 
be a protracted recession.  Expressed in this way,  monetary validation sounds like a 
good policy.  Unfortunately,  however,  the cost of monetary validation in this situation 
is the possibility of  extending  the period of inflation.  If this inflation leads firms and 
workers to expect  further   inflation,  then point  E   2   in   Figure   29-5    will not be the end 
of the story.  As expectations for further inflation develop, the  AS   curve will continue 
to shift upward.  But if the Bank continues its policy of validation,  then the  AD   curve 
will also continue to shift upward.  It may not take long before the economy is in a 
 wageprice spiral .  

 Once started,  a wageprice spiral can be halted only if the Bank of Canada stops 
validating the expectational inflation initially caused by the supply shock.  But the 
longer it waits  to do so,  the more firmly held will be the expectations that it will 
continue its  policy of validating the shocks.  These entrenched expectations may cause 
wages to continue rising even after validation has ceased.  Because employers expect 
prices to rise,  they go on granting wage increases.  If expectations are entrenched 
firmly enough,  the wage push can continue for quite some time,  in spite of whatever 
downward pressure on wages is  caused by the high unemployment associated with 
the recessionary gap.    

 Because of this  possibility,  some economists argue that the wageprice spiral 
should not be allowed to  begin.  One way to  ensure that it does  not begin is  to 
refuse to  validate any supply shock and accept whatever recessionary gap the shock 
creates,  as  the United States  did after the OPEC oil-price shock in the early 1 970s.  
The choice between a  deeper recession with less  expected inflation and a  less  severe 
recession with the possibility of higher entrenched inflation expectations  involves 

an important value j udgement and is  not a  matter 
that can be settled solely by economic analysis.    

   Accelerating I nflation   

 Consider a  situation in which a demand or supply 
shock increases  real  GDP above  Y * .  For example,  
a  booming U.S.  economy may lead to  an increase in 
demand for Canadian goods,  thus shifting Canadas 
 AD   curve to the right.  Or a reduction in the world 
price of key raw materials  may reduce firms  costs 
and shift the Canadian  AS   curve downward.  In both 
cases,  the effect in Canada would be to increase real 
GDP above  Y *unemployment is  low and busi-
nesses  are booming.  As  we saw in   Chapter   28    ,  as  real 
GDP rises above  Y * ,  the Bank of Canada would nor-
mally begin to  tighten its  monetary policy in order 

      A  contract settlement that raises wages for a large num-
ber of workers will increase firms costs and shift the AS 
curve upward,  thus tending to reduce real GDP and raise 
the price level.
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to prevent inflation from rising above its  target.  Some people,  however,  might argue 
that the Bank of Canada should not  spoil the party  and instead should allow these 
boom conditions to  continue.  What would be the result if the Bank acted to maintain 
output above  Y * ?    

  What happens  to  the rate of inflation is  predicted by the   acceleration hypoth-
esis   ,  which says  that when the central  bank conducts  its  policy to  hold the inflation-
ary gap constant,  the actual  inflation rate will   accelerate  .  The Bank of Canada may 
start by validating 2  percent inflation,  but soon 2  percent will  become expected,  and 
given the demand pressure the inflation rate will  rise  to  3  percent and,  if the Bank 
insists  on validating 3  percent,  the rate will  become 4  percent,  and so  on,  without 
limit.  The process  will  end only when the Bank ends  its  policy of validation.  Avoid-
ing this  possibility of steadily increasing inflation is  one important reason that the 
Bank has  adopted a  formal (and unchanging)  inflation target of 2  percent.    

  To see the argument in detail,  recall our earlier discussion in this chapter about 
how actual inflation has three separate components:  output gaps,  inflation expecta-
tions,  and non-wage supply shocks.  It is  restated here:  

Actual 
inflation =

Output-gap 
inflation +

Expected 
inflation +

Supply-shock 
inflation

 To illustrate the importance of expectations in accelerating inflation,  suppose 
the inflationary output gap creates sufficient excess demand to push up wages by 
2  percent per year.  As a result,  the  AS   curve will  also tend to be shifting upward at 
2  percent per year.    

   When inflation has persisted for some time,  however,  people will likely come to 
expect that the inflation will continue.  The expectation of 2 percent inflation will tend 
to push up wages by that amount  in addition to   the demand pressure.  As the output-
gap effect on wages is  augmented by the expectational effect,  the  AS   curve will begin 
to shift upward more rapidly ( look back to   Figure   29-4  ) .  When expectations are for 
a 2 percent inflation and demand pressure is  also pushing wages up by 2 percent,  the 
overall effect will be a 4  percent increase in wages.  Sooner or later,  however,  4 percent 
inflation will come to be expected, and the expectational effect will rise to 4 percent.  
This new expectational component of 4 percent,  when added to the output-gap com-
ponent,  will create an inflation rate of 6 percent.  And so this cycle will go on.  As long 
as there is  excess demand arising from an inflationary output gap,  the inflation rate 
cannot stay constant because expectations will always be revised upward toward the 
actual inflation rate.  

 Now we see the reason for the name NAIRU.  If real GDP is held above  Y *  (and 
thus the unemployment rate is held below the NAIRU),  the inflation rate tends to accel-
erate.  The NAIRU is therefore the lowest level of sustained unemployment consistent 
with a  non-accelerating  rate of inflation.    

    acceleration hypothesis     The 

hypothesis that when  real  GDP 

is held  above potential , the 

persistent inflationary gap wil l  

cause inflation  to accelerate.    

  According to the acceleration hypothesis,  as long as an in ationary output gap 
persists,  expectations of in ation will be rising, which will lead to increases in the 
actual rate of in ation.   

  The tendency for inflation to accelerate is  discussed further in  Extensions in Theory 
29-1  ,  which examines how expected inflation affects the position of the Phillips curve.   
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   I nflation  as a  Monetary Phenomenon   

 For many years,  a debate among economists  concerned the extent to which inflation 
is  a monetary phenomenon.  Does it have purely monetary causeschanges in the 
demand or the supply of money?  Does it have purely monetary consequencesonly 
the price level is  affected?  One slogan that states an extreme position on this  issue was 
popularized many years ago by the late Milton Friedman:   Inflation is   everywhere   
and  always   a  monetary phenomenon.  To consider these issues,  let us  summarize 
what we have learned already.  First,  look at the various  causes   of inflation in our 
macro model:  

      Anything that shifts the  AD   curve to the right will cause the price level to rise 
(demand in ation).   

     Anything that shifts the  AS   curve upward will cause the price level to rise (supply 
in ation).   

  As we first saw in   Chapter   24  ,  t    he Phillips curve describes 
the relationship between unemployment (or output)  
and the rate of change of nominal wages.  The Phillips 
curve was born in 1958  when Professor A.W.  Phillips 
from the London School of Economics noted a relation-
ship between unemployment and the rate of change of 
nominal wages over a period of 100 years in the United 
Kingdom.  Phillips was interested in studying the short-
run behaviour of an economy subjected to cyclical 
fluctuations.  In the years following Phillipss study, 

   EXTENSI ONS  I N  THEORY   2 9 -1  

 The Phillips Curve and Accelerating Inflation   

however,  some economists treated the Phillips curve as 
establishing a long-term tradeoff between inflation and 
unemployment.  

 Suppose the government stabilizes output at  Y  1   
(and hence the unemployment rate at  U  1  ) ,  as shown by 
points  A   in the accompanying figures.  To do this,  it must 
validate the ensuing wage inflation, which is indicated 
by  W1   in the figures.  The government thus  appears   to be 
able to choose among particular combinations of (wage)  
inflation and unemployment,  in which lower levels of 
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     Increases in the price level caused by  AD   and  AS   shocks will eventually come to a 
halt unless they are continually validated by monetary policy.    

 The first two points  tell  us  that a  temporary burst of inflation need not be a 
monetary phenomenon.  It need not have monetary causes,  and it need not be accom-
panied by monetary expansion.  The third point tells  us  that  sustained   inflation  must

be a monetary phenomenon.  If a  rise in prices is  to  continue indefinitely,  it  must

be accompanied by a monetary policy that allows the money supply to continually 
increase.  In our macro model,  this  is  true regardless  of the cause that set the infla-
tion in motion.  

 Now, let us summarize the macroeconomic changes that accompany inflation,  
assuming that real GDP was initially at its potential level.  

      In the short run,  demand in ation tends to be accompanied by an  increase   in real 
GDP above its potential level.   

  expectations-augmented  

Phil l ips curve     The relationship 

between  unemployment and  

the rate of increase of nominal  

wages that arises when  the 

output-gap and  expectations 

components of inflation  are 

combined.    

unemployment are attained at the cost of higher rates 
of inflation.    

  In the 1960s, Phillips curves were fitted to the data for 
many countries, and governments made decisions about 
where they wanted to be on the tradeoff between inflation 
and unemployment. Then, in the late 1960s, in country after 
country, the rate of wage and price inflation associated with 
any given level of unemployment began to rise.  Instead of 
being stable, the Phillips curves began to shift upward. The 
explanation lay primarily in the rise of inflation expectations.  

 It was gradually understood that the original Phil-
lips curve concerned only the influence of the output 
gap and left out inflationary expectations.  This was not 
unreasonable for Phillipss original curve,  which was fit-
ted mainly to nineteenth-century data where the price 
level was relatively constant and so expected inflation 
was negligible.  But in the inflationary period following 
the Second World War,  this omission proved import-
ant and unfortunate.  An increase in expected inflation 
shows up as an upward shift in the original Phillips 
curve  that was drawn in   Chapter   24   .  The importance 
of expectations can be shown by drawing what is called 
an   expectations-augmented Phillips curve   ,  as shown by 
the dashed Phillips curves here.  The height of the Phillips 
curves above the axis at  Y *  and at  U *  show the expected 
inflation rate.  These distances represent the amount that 
wages will rise even when  Y  =   Y *  (or  U  =   U * )  and there 
is neither excess demand nor supply in labour markets.  

The actual wage increase is shown by the augmented 
(dashed)  curve,  with the increase in wages exceeding 
expected inflation whenever  Y  >   Y * (  U  <   U * )  and falling 
short of expected inflation whenever  Y  <   Y * (  U  >   U * ) .    

 Now we can see what was wrong with the idea of 
a stable inflationunemployment tradeoff.  Maintaining 
a particular output  Y  1   or unemployment  U  1   in the fig-
ures requires some inflation  W1  .  And once this  rate of 
inflation comes to be expected,  people will  demand that 
much just to maintain their real wages.  The Phillips 
curve will  then shift upward to the position shown in 
the figures and the economy will  be at point  B.   Now 
there is  inflation  W2   because of the combined effects  of 
expectations and excess demand.  However,  this higher 
rate is  above the expected rate  W1  .  Once this  higher 
rate comes to be expected,  the Phillips curve will  shift 
upward once again.  

 As a result of the combination of output-gap inflation 
and expectational inflation,  the inflation rate associated 
with any given positive output gap (  Y  >   Y *  or  U  <   U * )  
rises over time.  This is  the phenomenon of accelerating 
inflation that we discussed in the text.  

 The shifts in the Phillips curve are such that most 
economists agree that in the long run, when inflationary 
expectations have fully adjusted to actual inflation, there 
is no tradeoff between inflation and unemployment.  In 
other words,  the long-run Phillips curve is a vertical line 
above  U *  (or  Y * ) .  

.

.

.
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     In the short run,  supply in ation tends to be accompanied by a  decrease   in real 
GDP below its potential level.   

     When all costs and prices are adjusted  fully   and real GDP has returned to its  potential 
level,  the only long-run ef ect of  AD   or  AS   shocks is  a change in the price level.    

 The first two points tell us that inflation is not,  in the short run,  a purely monetary 
phenomenon because there are real consequences.  The third point tells us that infla-
tion is a monetary phenomenon from the point of view of long-run equilibrium.  There 
is still plenty of room for debate,  however,  on how long the short run will last.  Most 
economists believe that the short run can be long enough for inflation to have major 
real effects on important economic variables.  

 We have now reached three important conclusions:  

      Without monetary validation,  positive demand shocks cause in ationary output 
gaps and a temporary burst of in ation.  The gaps are removed as rising factor 
prices push the  AS   curve upward,  returning real GDP to its potential level but at a 
higher price level.   

     Without monetary validation,  negative supply shocks cause recessionary output 
gaps and a temporary burst of in ation.  The gaps are eventually removed when 
factor prices fall suf  ciently to restore real GDP to its potential and the price level 
to its initial level.   

     Only with continuing monetary validation can in ation initiated by either supply 
or demand shocks continue inde nitely.    

 To put these conclusions differently,  we can modify Friedmans statement slightly 
to represent the causes of inflation more accurately.  While  AD   and  AS   shocks may lead 
to temporary inflation even in the absence of any actions by the central bank,  sustained  
inflation can occur only if there is  continual monetary validation by the central bank.    

   Sustained  in ation is  everywhere and always caused by sustained monetary 
expansion.   

  We have been assuming in our macro model that wages rise when unemployment 
is less than the NAIRU (  Y  >   Y * )  and that wages fall when unemployment exceeds the 
NAIRU (  Y  <   Y * ) .  This assumption leads to the stark prediction that inflation can only 
be stable when unemployment exactly equals the NAIRU (  Y  =   Y * ) .  

In recent years,  however,  this view of the economy has come under criticism.  
Canadian economist Lars Osberg and his colleagues from Dalhousie University were 
unable to find any unique value for the NAIRU in a careful empirical study of Can-
adas unemployment and inflation experience.  Depending on the precise specification 
of the empirical model used and the number of years included in the statistical sample,  
they found that the estimated value for the NAIRU could lie within a range of several 
percentage points.  

 The finding that NAIRU might be best viewed as a  range   rather than a specific  value   
does not conflict with the general prediction from our macro model;  it remains true 
that wages tend to rise when labour markets are tight and they tend to fall (although 
more slowly)  when labour markets display slack.  The essential difference is that there 
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may not exist a precise razors edge  value of the NAIRU.  Instead,  there may be a 
moderate range of output gaps (or unemployment rates)  within which wages remain 
relatively stable.    

    29.3    REDUCING INFLATION    

 Suppose an economy has had high inflation for several years.  What must the central 
bank do to reduce the rate of inflation?  What are the costs  involved in doing so?  

   The Process of Disinflation   

   Disinflation    means a reduction in the rate of inflation.  Canada has had two notable 
periods of disinflationin 19811982, when inflation fell from more than 12 percent 
to 4 percent,  and in 19901992, when inflation fell from 6 percent to less than 2 
percent.    

  The process of reducing a high inflation can be divided into three phases.  In the 
first phase,  the monetary validation is stopped and any inflationary gap is eliminated.  
In the second phase,  the economy still suffers from declining output and rising prices 
stagflation.   In the final phase,  the economy experiences both increasing output and 
increasing prices,  but the inflation then comes to an end.  We now examine these three 
phases in detail.  

 The starting point for our analysis is  an economy with an inflationary gap (  Y  >  
 Y * )  and rising inflation.    5      

   Phase 1:  Removing Monetary Val idation     The first phase consists of tightening mon-
etary policy by raising interest rates and thus reducing the growth rate of the money 
supply.  This policy action slows the rate at which the  AD   curve is shifting upward.  An 
extreme case of monetary tightening in this setting is one where the Bank of Canada 
adopts a cold-turkey approach:  interest rates are increased so much that the growth 
rate of the money supply is reduced to zero and the upward shift of the  AD   curve is 
halted abruptly.  This extreme case is  shown in part ( i)  of   Figure   29-6  .  

 The Banks tight-money policy stops the  AD   curve from shifting.  But under the 
combined influence of the present inflationary gap and expectations of continued infla-
tion,  wages continue to rise.  Hence,  the  AS   curve continues to shift upward.  Eventually,  
the inflationary gap will be removed, as real GDP falls back toward  Y * .  

 If the excess demand from the inflationary output gap were the only influence 
on nominal wages,  the story would be ended.  At  Y  =   Y * ,  there would be no upward 
demand pressure on wages and other factor prices.  The  AS   curve would be stabilized,  
and real GDP would remain at  Y * .  But it is  usually not so simple.   

   Phase 2:  Stagflation     As we explained earlier,  wages depend not only on current 
excess demand but also on inflation expectations.  Once inflation expectations have 
been established, it is  not always easy to get people to revise them downward, even in 

    d isinflation     A reduction  in  the 

rate of inflation.    

   5    In the simpler case in which the economy begins with  Y  =   Y *  and constant inflation, only the second and 

third phases are relevant.  
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the face of announced changes in monetary policies.  Hence, the  AS   curve continues to 
shift upward,  causing the price level to continue to rise and output to fall.  A recession-
ary gap is created.  The combination of increased inflation and a reduction in output (or 
its growth rate)  is called   stagflation   .  This is  phase 2,  shown in part ( ii)  of   Figure   29-6  .     

 The ease with which the Bank of Canada can end such an inflation depends on 
how easy it is  to change these expectations of continued inflation.  This change is more 
difficult to the extent that expectations are backward-looking and easier to the extent 
that expectations are forward-looking.  

 If most people are backward-looking when forming their expectations,  inflation 
will remain high even well after the Bank of Canada has implemented its tight monetary 

      FIGURE   29-6       El iminating a  Sustained  Inflation    
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   ( i)  Phase 1 :  The elimination of a sustained inflation begins 
with a monetary tightening to remove the inflationary 
gap.   The initial position is one where fully validated infla-
tion is taking the economy along the path shown by arrow 

.  When the curves reach  AS   1   and  AD   1  ,  the central bank 
adopts a tight monetary policy,  which halts the growth of 
the money supply,  thus stabilizing aggregate demand at 
 AD   1  .  Due to the output gap and inflation expectations,  
wages continue to rise,  taking the  AS   curve leftward.  The 
economy moves along arrow ,  with output falling and 
the price level rising.  When aggregate supply reaches  AS   2  ,  
the inflationary gap is     is  removed, output is  Y * ,  and the 
price level is   P   2  .   

   ( ii)  Phase 2:  Expectations and wage momentum lead to 
stagflation, with falling output and continuing inflation.   
The economy moves along the path shown by arrow .  
The driving force is now the  AS   curve,  which continues to 
shift because inflation expectations cause wages to continue 
rising.  The recessionary gap grows as output falls.  Inflation 
continues,  but at a diminishing rate.  If wages stop rising 
when output has reached  Y  3   and the price level has reached 
 P   3  ,  the stagflation phase is over,  with equilibrium at  E   3  .   

   ( iii)  Phase 3:  After expectations are reversed, recovery takes 
output to  Y *  and the price level is  stabilized.   There are two 
possible scenarios for recovery.  In the first,  the recession-
ary gap causes wages to fall ( slowly),  taking the  AS   curve 
back to  AS   2   ( slowly),  as shown by arrow .  The economy 
retraces the path originally followed in part ( ii)  back to  E   2  .  
In the second scenario,  the central bank increases the money 
supply sufficiently to shift the  AD   curve to  AD   2  .  The econ-
omy then moves along the path shown by arrow .  This 
restores output to potential at the cost of further temporary 
inflation that takes the price level to  P   4  .  Potential output 
and a stable price level are now achieved.    

    stagflation     The simultaneous 

increase in  inflation  and  

reduction  in  output (or i ts growth  

rate)  that is caused  by an  

upward  sh ift of the  AS   curve.    
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policy.  In this case,  the  AS   curve will continue shifting upward and the stagflation will 
endure.  However,  if most people are forward-looking, the change in the Banks policy 
will be widely acknowledged and expected inflation will fall relatively quickly.  In this 
case,  the upward shifts of the  AS   curve will soon come to an end.    

  How long in ation persists after the in ationary gap has been removed, and the 
depth of the associated recessionary gap during the stag ationary phase,  depend on 
how quickly in ation expectations are revised downward.   

   The importance of expectations explains why the Bank of Canada and other central 
banks emphasize their precise objectives in their many public speeches.  In 19901991, the 
Banks governor, John Crow, gave many speeches in an effort to convince the public that 
the Bank would stick to its newly adopted inflation target.  This communications strategy 
was an attempt to reduce inflationary expectations and thus slow the upward shift of Can-
adas  AS   curve.  And today, the governor of the Bank of Canada regularly speaks publicly 
about the Banks 2 percent inflation target and about the importance of achieving it.  Such 
public communications help to anchor  inflation expectations at the 2 percent target.   

   Phase 3:  Recovery    The final phase is  the return to potential output.  When the econ-
omy comes to rest at the end of the stagflation,  the situation is exactly the same as 
when the economy is hit by a negative supply shock.  The move back to potential out-
put can be accomplished in either of two ways.  First,  the recessionary gap may reduce 
factor prices,  thereby shifting the  AS   curve downward, reducing prices but increasing 
real GDP.  Second, an expansionary monetary policy can shift the  AD   curve upward,  
increasing both prices and real GDP.  These two possibilities are illustrated in part ( iii)  
of   Figure   29-6  .  

 Many economists worry about relying on the  AS   curve to shift downward to return 
the economy to potential output.  Their concern is that it will take too long for wages to 
fall sufficiently to shift the  AS   curvethough output will eventually return to potential,  
the long adjustment period will be characterized by high unemployment.  

 Other economists worry about a temporary monetary expansion because they fear 
that expectations of inflation may be rekindled when the Banks monetary expansion 
shifts the  AD   curve to the right.  And if inflationary expectations  are   revived,  the Bank 
will then be faced with a tough decisioneither it must let another recession develop 
to break these new inflation expectations or it must validate the inflation to reduce 
unemployment.  In the latter case,  the Bank is back where it started,  with validated 
inflation on its handsand diminished credibility.    

   The Cost of Disinflation   

 As the foregoing discussion suggests,  disinflation is a classic example of a policy that 
brings short-term pain for long-term gain.  The long-term gain is the reduced costs to 
individuals and firms associated with the lower rate of inflation; the short-term pain is 
the temporary loss in economic activity and rise in unemployment that occurs during 
the process of disinflation.    

  The cost of disin ation is  the loss of output that is  generated in the process.   
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  As we said earlier,  the size and duration of the recession depends to a large extent 
on how quickly inflation expectations are revised downward as the disinflation con-
tinues.  If expectations are mainly backward-looking and thus slow to adjust to the 
changes in policy,  the recession will be deep and protracted.  Conversely,  if expectations 
are mainly forward-looking and thus quick to adjust to changes in policy,  the recession 
may be mild and of short duration.  

 But  how costly   is  the process of disinflation?  Economists have derived a simple 
measure of the cost of disinflation based on the depth and length of the recession and 
on the amount of disinflation.  This measure is  called the   sacrifice ratio    and is defined as 
the cumulative loss of real GDP caused by a given disinflation (expressed as a percent-
age of potential GDP)  divided by the number of percentage points by which inflation 
has fallen.  For example,  the 19901992 disinflation in Canada reduced inflation by 
roughly 4 percentage points.  Suppose the cumulative loss of real GDP caused by that 
disinflation was equal to $80 billion and that potential GDP at the time was equal to 
$800 billion.  The cumulative loss of output would then have been 10 percent of poten-
tial output.  The sacrifice ratio would therefore have been 10/4 =  2.5.  The interpreta-
tion of this number is that it costs  2.5  percent of real GDP for each percentage point 

of inflation that is reduced.    
  The numbers in the previous example are hypo-

thetical,  but typical estimates of the sacrifice ratio for 
many developed countries range between 2 and 4.  
  Figure   29-7   illustrates the time paths of real GDP 
and inflation following a disinflation and shows how 
to compute the sacrifice ratio.  Note an important 
assumption that is  implicit whenever measuring the 
sacrifice ratio in this way:  that all changes in the path 
of real GDP are  caused by   the disinflation.    

   Conclusion   

 Throughout the history of economics,  inflation has 
been recognized as a harmful phenomenon.  The high 
inflation rates that Canada experienced in the 1970s 
and early 1980s (see   Figure   29-1   )  were also experienced 
in many developed countries.  In the past 45  years 
these countries have learned much about the causes 
of inflation, the policies required to reduce it,  and the 
costs associated with doing so.  

 In particular,  Canada and several other coun-
tries have adopted formal inflation-targeting regimes,  
which have been successful at keeping inflation low 
and stable.  An important aspect of inflation target-
ing is to keep the  expectations   of inflation low.  As we 
have seen in this chapter,  keeping inflation expecta-
tions low is crucial to keeping actual inflation low.  

 In recent years,  some commentators have argued 
that the dangers of inflation have been eliminated, that 
inflation is now dead.  Central to these arguments 
is  the view that greater international competition 

    sacrifice ratio     The cumulative 

loss in  real  GDP, expressed  as a  

percentage of potential  output, 

d ivided by the percentage-point 

reduction  in  the rate of inflation.    

      FIGURE   29-7       The Cost of Disinflation:  The 
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   The sacrifice ratio is  larger the deeper the recession 
and the longer it takes real GDP to return to potential.   
In this example,  the economy begins with  Y  =   Y *  and 
inflation of 6 percent.  At  t  0  ,  a tightening of monetary 
policy initiates a disinflation.  A recessionary gap opens 
up and inflation falls only slowly.  By  t  1  ,  real GDP has 
returned to  Y *  and inflation has been reduced by four 
percentage points.  In this figure,  the cumulative loss of 
real GDP is 10 percent of  Y *  and inflation has fallen by 
four percentage points.  The sacrifice ratio is therefore 
10/4 =  2.5,  indicating that it costs 2.5  percent of GDP 
to reduce inflation by one percentage point.    
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through the process of globalization will keep inflationary pressures at bay.  Yet,  what-
ever forces globalization might bring,  it remains true that  sustained  inflation is ultim-
ately caused by monetary policy.  Unless central banks remain committed to keeping 
inflation low and stable,  damaging inflation could return as a potential threat to the 
economy.     

    S U MMARY  

      29.1        ADDING  INFLATION  TO THE MODEL LO 1,  2    

     Sustained price inflation will be accompanied by closely 
related growth in wages and other factor prices such 
that the  AS   curve is shifting upward.  Factors that influ-
ence wages can be divided into two main components:  
output gaps and expectations.   

    Inflationary output gaps tend to cause wages to rise;  
recessionary output gaps tend to cause wages to fall,  but 
only slowly.   

    Expectations of inflation tend to cause wage increases 
equal to the expected price-level increases.  Expectations 

can be backward-looking,  forward-looking,  or some 
combination of the two.   

    With a constant rate of inflation and no supply shocks,  
expected inflation will eventually come to equal actual 
inflation.  This implies that there is no output-gap effect 
on inflation.   

    With real GDP equal to  Y * ,  a constant inflation can 
occur with the  AD   and  AS   curves shifting upward at the 
same rate.     

      29.2        SHOCKS AND POLICY RESPONSES LO 3,  4    

     The initial effects of a single positive demand shock 
are a rise in the price level and a rise in real GDP.  If 
the shock is unvalidated,  output tends to return to its 
potential level while the price level rises further (as the 
 AS   curve shifts upward).  Monetary validation allows 
demand inflation to proceed without reducing the infla-
tionary gap (  AD   curve continues to shift upward).   

    The initial effects of a single negative supply shock are 
a rise in the price level and a fall in real GDP.  If infla-
tion is unvalidated,  output will slowly move back to 
its potential level as the price level slowly falls to its 

pre-shock level (  AS   curve slowly shifts down).  Monet-
ary validation allows supply inflation to continue in 
spite of a persistent recessionary gap (  AD   curve shifts 
up with monetary validation).   

    If the Bank of Canada tries to keep real GDP constant 
at some level above  Y * ,  the actual inflation rate will 
eventually accelerate.   

    Aggregate demand and supply shocks have temporary 
effects on inflation.  But sustained inflation is caused by 
sustained monetary expansion.     

      29.3        REDUCING INFLATION  LO 5,  6    

     The process of ending a sustained inflation can be div-
ided into three phases.  

    1 .   Phase 1  consists of ending monetary validation and 
allowing the upward shift in the  AS   curve to remove 
any inflationary gap that does exist.   

   2.   In Phase 2,  a recessionary gap develops as expecta-
tions of further inflation cause the  AS   curve to con-
tinue to shift upward even after the inflationary gap 
is removed.   

   3 .   In Phase 3 ,  the economy returns to potential output,  
sometimes aided by a one-time monetary expansion 
that raises the  AD   curve to the level consistent with 
potential output.     

    The cost of disinflation is the recession (output loss)  
that is  created in the process.  The sacrifice ratio is a 
measure of this cost and is calculated as the cumulative 
loss in real GDP (expressed as a percentage of  Y * )  div-
ided by the reduction in inflation.      
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      Fill in the blanks to make the following statements 
correct.  

    a.  The term NAIRU stands for the                     .   
   b.  Unemployment is said to be equal to the NAIRU 

when GDP is equal to                     .   
   c.  Changes in nominal wages result from two effects:  

the                      effect and the                      effect.  
Both of these effects cause the                      curve 
to shift.   

   d.  The  AS   curve shifts up when nominal wages 
                     and also shifts up with a negative 
                     shock.   

   e.  Actual inflation can come from any of its three com-
ponent parts.  They are                     ,                      ,  
and                     .   

   f.  If the rate of inflation is constant at 6 percent and 
actual GDP equals potential GDP, then we can 
say that the central bank is                      inflation 
expectations.  That is,  the central bank is permitting 
a(n)                       in the money supply such that 
the expected and actual inflation rates are equal at 
                     percent.      

     Fill in the blanks to make the following statements 
correct.  

    a.  Suppose the economy is initially at potential GDP 
(  Y * )  and then there is a sudden increase in the 
demand for Canadian exports.  The  AD   curve shifts 
to the                      and opens a(n)                       gap.   

   b.  With an inflationary gap,  the economy is oper-
ating where GDP is above                     .  In an 
effort to maintain the output gap,  the Bank of 
Canada may choose to validate the inflation 
by                      the interest rate and allowing the 

    Temporary and sustained inflation   
   The NAIRU   
   Forward-looking and backward-looking 
expectations   

   Expectational,  output-gap, and supply-
shock pressures on inflation   

   Monetary validation of demand and 
supply shocks   

   Expectations-augmented Phillips curve   
   Accelerating inflation   
   Disinflation   
   Sacrifice ratio     
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money supply to                     .  The actual inflation 
rate will                     .   

   c.  The alternative policy response to an inflation-
ary gap is to not validate the inflation.  The 
                     curve stops shifting upward.  The 
                     curve shifts upward due to rising wages 
caused by                     .  Real GDP eventually returns 
to                      at a higher                     .   

   d.  Sustained inflation can be said to be a(n)   
                    phenomenon.   

   e.  Reducing a sustained inflation requires that monet-
ary                      be stopped.  Inflation will persist,  
however,  until                      of continued inflation 
are revised downward.   

   f.  The cost of disinflation is the cost of the                      that 
is generated in the process.      

     The table below shows several macroeconomic situa-
tions,  each with a given amount of excess demand (or 
supply)  for labour and a level of inflation expecta-
tions.  Both are expressed in percentage per year.  For 
example,  in Case A excess demand for labour is push-
ing wages up by 4 percent per year,  and expected infla-
tion is pushing wages up by 3  percent per year.    

Case
Excess 
Demand

In ation 
Expectations

Total 
Wage 
Change  AS   Shift

A 14 13               
B 14     0               
C     0 13               
D 23 0               
E 23 14               
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    a.  For each case,  identify whether there is an infla-
tionary or a recessionary output gap.   

   b.  For each case,  what is the total effect on nominal 
wages?  Fill in the third column.   

   c.  For each case,  in which direction is the  AS   curve 
shifting (up or down)?  Fill in the last column.      

     What sources of inflation are suggested by each of the 
following quotations?  

    a.  A newspaper editorial in Manchester,  England:   If 
American unions were as strong as those in Britain,  
Americas inflationary experience would have been 
as disastrous as Britains.   

   b.  An article in  The Economist :  Oil price collapse 
will reduce inflation.   

   c.  A Canadian newspaper article in June 2015:  Ten-
sions in Yemen fuel an oil-driven inflation.   

   d.  A newspaper headline in October 2008:  Banks 
fast growth of money will spur inflation.   

   e.  A newspaper headline in July 2014:  Bumper crops 
across the West will dampen consumer inflation.      

     This exercise requires you to compute inflation-
ary expectations based on a simple formula,  and it 
will help you to understand why backward-looking 
expectations adjust slowly to changes in economic 
events.  Suppose that the  actual  inflation rate in year 
 t  is  denoted  t .   Expected  inflation for year  t  +  1  is  
denoted  IIet + 1  .  Now, suppose that workers and firms 
form their expectations according to 

   IIet + 1 = uIIT + (1 - u)IIt    (with  0  6 u 6 1 )    

 where  T  is the central banks announced  inflation tar-
get.   This simple equation says that peoples expectations 
for inflation at  t  +  1  are a weighted average of last years 
actual inflation rate and the central banks currently 
announced target.  We will use this equation to see how 
the size of u  determines the extent to which expectations 
are backward-looking.  Consider the table below, which 
shows the data for a reduction in actual inflation from 
10 percent to 2 percent.    

Year (  t ) 
T

t

u = 0.1  


e
t + 1   

u = 0.9  


e
t + 1   

1 2 10               
2 2  9               
3 2  6               
4 2  3               
5 2  2               
6 2  2               
7 2  2               
8 2  2               

    a.  Assume that u  is  equal to 0.1 .  Compute expected 
inflation for each year and fill in the table.   

   b.  On a scale diagram, plot the time path of actual 
inflation,  expected inflation,  and the inflation 
target.   

   c.  Now assume that u  equals 0.9.  Repeat parts (a)  
and (b) .   

   d .  Which value of u  corresponds to more backward-
looking expectations?  Explain.   

   e.  Given the different speed of adjustment of infla-
tionary expectations,  predict which disinflation is 
more costly in terms of lost outputthe one with 
u  =  0.1  or with u  =  0.9.  Explain.      

     In the  AD/AS   diagram here,  the economy is in long-
run equilibrium with real GDP equal to  Y * ;  the price 
level is  stable at  P   0  .    

 Real GDP

P
ri
c
e
 L
e
v
e
l

0

AS

AD

P
0

Y*

   

    a.  Suppose the central bank announces that it will 
implement an expansionary monetary policy that 
will  shift the  AD   curve up by 5  percent.  Show 
the likely effect of this  announcement on the  AS   
curve.   

   b.  Does the shift of the  AS   curve in part (a)  depend 
on whether workers and firms believe the central 
banks announcement?  Explain.   

   c.  In a new  AD/AS   diagram, show how a sustained 
and constant inflation of 5  percent is represented 
(with  Y  =   Y * ) .   

   d.  In the absence of any supply shocks,  explain why a 
constant inflation is only possible when real GDP 
is equal to  Y * .      

     Consider the following  AD/AS   diagram.  Suppose the 
economy experiences a positive aggregate demand 
shocksay, an increase in the demand for Canadas 
exports.  This increases real GDP to  Y  1  .    
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    a.  Explain what happens if the Bank of Canada does 
not react to the shock.  Show this in the diagram.   

   b.  Now suppose the Bank decides to maintain real 
GDP at  Y  1  that is,  it decides to validate the 
shock.  Explain how this is  possible,  and show it in 
a diagram.   

   c.  What is the effect on inflation from the policy 
in part (b)?  Is inflation constant or is it rising?  
Explain.      

     Consider the following  AD/AS   diagram.  Suppose the 
economy experiences a negative aggregate supply 
shocksay, an increase in wages driven by a major 
union settlement.  This reduces real GDP to  Y  1  .    
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    a.  Explain what happens if the Bank of Canada does 
not react to the shock.  Show this in the diagram.   

   b.  Now suppose the Bank decides to offset the shocks 
effect on real GDPthat is,  it validates the shock.  
Explain how this is  possible,  and show it in a 
diagram.   

   c.  What danger do many economists see in validating 
such supply shocks?  What is the alternative?      

     The table that follows shows some data on various dis-
inflations.  In each case,  assume that potential GDP is 
equal to $900 billion.    

Case
In ation Reduction 
(percentage points)

Cumulative GDP 
Loss ($  billion)

Sacri ce 
Ratio

A 5 100        

B 2  30        

C 6  60        

D 8  80        

    a.  In each case,  compute the sacrifice ratio.   
   b.  Explain why the sacrifice ratio can be expected 

to be smaller when expectations are more 
forward-looking.   

   c.  Explain why the sacrifice ratio can be expected to 
be smaller when central-bank announcements are 
more credible.      

     What is the relationship between the sacrifice ratio 
and the central banks credibility?  

    a.  Explain why a more credible policy of disinflation 
reduces the costs of disinflation.   

   b.  Explain how you think the Bank of Canada 
might be able to make its disinflation policy more 
credible.   

   c.  Can the Banks policy responses to negative supply 
shocks influence the credibility it is  likely to have 
when trying to end a sustained inflation?  Explain.      

     In the summer of 2015,  a time when U.S.  inflation was 
rising and output was approaching potential,  a story 
in  The Globe and Mail  reported that the release of 
strong employment-growth data for the United States 
led to a plunge in prices on the U.S.  stock market.  

    a.  Explain why high employment growth would lead 
people to expect the U.S.  central bank to tighten its 
monetary policy.   

   b.  Explain why higher U.S.  interest rates would lead 
to lower prices of U.S.  stocks.   

   c.  How would you expect this announcement to 
affect Canada?             
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 Unemployment Fluctuations 
and  the NAIRU    

  WHEN  the level of economic activity changes, so 

do the levels of employment and unemployment.  When 

real GDP increases in the short run, employment usually 

rises and unemployment usually falls.  Conversely, when 

real GDP falls in the short run, employment falls and 

unemployment rises.    Figure   30-1    shows the course of 

the unemployment rate in Canada over the past few 

decades.  Recall  from   Chapter   19    that the unemployment 

rate is the percentage of the people in the labour force 

not working but actively searching for a job.  It is clear 

that the unemployment rate has followed a cyclical path,  

rising during the recessions of 19811982, 19911992,  

and 2009, and falling during the expansions of the 

late 1980s, late 1990s, mid-2000s and the 20102015 

period.  In this chapter we examine theories designed to 

explain these short-run fluctuations.  

 In addition to examining short-run fluctuations 

in the unemployment rate,  economists also study the 

concept of the NAIRUthe rate of unemployment 

that exists when real GDP is equal to potential out-

put,   Y * .  At points  A  ,   B  ,   C  ,  and  D   in   Figure   30-1   ,  real 

GDP was approximately equal to potential output,  

and thus the unemployment rates then were approxi-

mately equal to the NAIRU.  We will see in this chapter 

several reasons why the NAIRU might change over 

time and thus offer some explanations for the gradual 

decline in the NAIRU apparent in the figure,  from 

about 8  percent in 1977 (point  A  )  to approximately 

6 percent in 2007 (point  D  ) .  

 We begin by examining some basic facts about 

employment and unemployment.    

        30 

     CHAPTER  OUTLI NE   

       30.1   EMPLOYMENT AND UNEMPLOYMENT    

     30.2   UNEMPLOYMENT FLUCTUATIONS    

     30.3   WHAT DETERMINES  THE NAIRU?    

     30.4  REDUCING  UNEMPLOYMENT       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  compare employment and  unemployment changes over the 

short run  and  long run .   

  2  describe the d i fference between  market-clearing and  non-

market-clearing theories of the labour market.   

  3  d iscuss the causes of frictiona l  and  structura l  unemployment.   

  4 expla in  the various forces that cause the NAIRU  to change.   

  5 d iscuss pol icies designed  to reduce unemployment.     

725
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     30.1    EMPLOYMENT AND UNEMPLOYMENT   

  Look back at   Figure   19-3   ,  which shows the path of employment and the labour force 
in Canada since 1960.  The most striking feature of part ( i)  of the figure is  that both 
employment and the labour force have tripled over the past half-century,  with only 
relatively minor fluctuations.  Also notice in part ( ii)  of   Figure   19-3   ,  and again in        Figure  
 30-1   ,  that the unemployment rate displays considerable short-run fluctuations but no 
significant long-term trend.  These two characteristics of the labour forcelong-term 
growth in employment but short-term fluctuations in the unemployment rateare 
common to most developed countries.    

      FIGURE   30-1      Canadian  Unemployment Rate,  19762015   
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  (  Source:   Based on Statistics Canada, CANSIM database,  Table 282-0087.  Unemployment rate is for both sexes,  
15  years and over,  seasonally adjusted.)    

  Over the span of many years,  increases in the labour force are more or less matched 
by increases in employment.  Over the short term, however,  the unemployment rate 
 uctuates considerably because changes in the labour force are not exactly matched 
by changes in employment.   

   Changes in  Employment  

 The amount of employment in Canada has increased dramatically over the past few 
decades.  In 1959,  there were approximately 5  million employed Canadians.  By 2015,  
total employment was 17.9  million.  The actual amount of employment,  of course,  is 
determined both by the demand for labour and by the supply of labour.  How have the 
two sides  of the Canadian labour market been changing?  

 On the supply side,  the labour force has grown virtually every year since the end 
of the Second World War.  The causes have included a rising population, which boosts 
entry into the labour force of people born 15  to 25  years previously;  increased labour 
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force participation by various groups,  especially women; and net immigration of 
working-age persons.  

 On the demand side,  many existing jobs are eliminated every year,  and many new 
jobs are created.  The technological improvements that drive economic growth often 
cause great disruptions in an economy.  Some sectors of the economy decline while 
others expand.  Jobs are lost in the sectors that are contracting and created in sectors 
that are expanding.  Furthermore,  even in relatively stable industries,  many firms dis-
appear and many new ones are set up.  The net increase in employment is the difference 
between all the jobs that are created and all those that are lost.  

  In most years,  enough new jobs are created both to of set the number of jobs that 
have been eliminated and also to provide jobs for the growing labour force.  The 
result is  a net increase in employment in most years.   

  In 2015, Canadian employment was almost 18  million workers.  In a typical year 
employment increases by about 200 000 workers,  an annual growth rate of just over 
1  percent.   

   Changes in  Unemployment  

 In the early 1980s,  worldwide unemployment rose to high levels.  The unemployment 
rate remained high in many advanced industrial countries and only began to fall,  
and even then very slowly,  during the latter half of the decade.  Canadian experience 
reflected these international developments rather closely.  From a high of more than 
12 percent in 1983, the Canadian unemployment rate fell to 7.5  percent in 1988,  a 
point that many economists at the time thought was close to the Canadian NAIRU 
(see point  B   in   Figure   30-1   ) .  

 With the onset of another recession in the early 1990s,  the unemployment rate 
then rose through 1990 and 1991 ,  reaching 1 1 .3  percent by 1 992.  During the next 
few years,  the unemployment rate fell  only slowly as  the Canadian recovery was 
weak;  by early 1 994 the unemployment rate was still  more than 10  percent.  But 
the speed of the Canadian recovery quickened and unemployment began to drop.  
By early 2000,  after five years  of steady economic recovery,  the unemployment rate 
was 6.8  percent.  

 With the onset of the 2008  global financial  crisis,  and the worldwide recession 
that immediately followed,  unemployment again increased sharply.  The Canadian 
economy fared much better than others,  however,  and unemployment increased 
only to  8 .7 percent at the depth of the recession in mid-2009  (whereas  it was con-
siderably higher in the United States  and most of Europe) .  After six years  of modest 
economic recovery,  the Canadian unemployment rate was  just below 7 percent by 
late  in 2015.   

  During periods of rapid economic growth, the unemployment rate usually falls.  
During recessions or periods of slow growth, the unemployment rate usually rises.   
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    Flows in  the Labour Market  

 As we have just observed, many existing jobs are eliminated every year as existing firms 
adopt new technologies that require different types of workers,  some industries shrink,  
and some firms disappear altogether.  Similarly,  new jobs are continually being created,  
as other industries expand and new firms are born.  The publics and the medias focus 
on the labour market,  however,  tends to be on the overall level of employment and 
unemployment rather than on the amount of  job creation   and  job destruction  .  This 
focus can often lead us to the conclusion that few changes are occurring in the labour 
market when in fact the truth is quite the opposite.  

 For example,  the Canadian unemployment rate was roughly constant at 6.8  percent 
from 2014 to 2015.  Does this mean no jobs were created during the year?  Or that the 
Canadian labour market was stagnant during this period?  No.  In fact,  workers were 
finding jobs at the rate of between 500 000 and 600 000  per   month  .  At the same time,  
however,  other workers were leaving jobs or entering the labour force at roughly the 
same rate.  These large flows  out of unemployment  were being approximately matched 
by the large flows  into unemployment .  The net result was that total unemployment 
changed only slightly.  

  The amount of activity in the labour market is  better re ected by the  ows into and 
out of unemployment than by the overall unemployment rate.   

  By looking at the  gross flows   in the labour market,  we are able to see economic 
activity that is  hidden when we look just at changes in the overall amount of employ-
ment and unemployment (which is determined by  net  flows).  Indeed,  the gross flows 
are typically so large that they dwarf the net flows.  See  Applying Economic Concepts 
30-1   for more discussion of the gross flows in the Canadian labour market,  and how 
these gross-flows data can be used to compute the average length of unemployment 
spells.   

   Measurement Problems  

 The official labour-market data produced and reported by Statistics Canada understate 
the full effects of recessions on unemployment.  The unemployment data refer to those 
individuals who are not currently working and who are actively searching for a job.  
As a recession continues,  many workers who have been unable to find a job become 
discouraged and give up the search.  Statistically,  these  discouraged workers   are no 
longer included in the labour force;  they are therefore not classified as unemployed,  
even though they would still accept a job if one were offered.  In addition, this pool 
of discouraged workers generally becomes larger as the recession continues,  which 
means that the official data become a larger understatement of the amount of  true  
unemployment.  

 A second problem with the official measure of unemployment is that it fails to 
take account of situations where an individual is   underemployed .  Many workers who 
have lost their job and are still searching for a suitable replacement may temporarily 
take a part-time job or a low-paying job that does not require their qualifications.  
These workers prefer a part-time or low-paying job to the alternative of being totally 
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unemployed,  and they are appropriately represented in the data as being employed.  Yet 
it is  also true that they usually continue to search for a job better suited to their experi-
ence and qualifications.  

 Care must therefore be taken when assessing the state of the labour market from 
the official unemployment data.  A fall in the unemployment rate is  sometimes caused 
by discouraged workers giving up the search and leaving the labour force.  And just 
because individuals are recorded as being employed does not mean they are not still 
searching for jobs that better match their skills and experience.   

   Consequences of Unemployment  

 To most people,  unemployment is seen as a bad,  just as output and income are seen 
as goods.  But this does not mean  all  unemployment is bad,  just as we know that 
not all outputsuch as noise or air pollutionis good.  Indeed,  we will see later in 
this chapter that some unemployment is socially desirable as it reflects the necessary 
time spent searching to make appropriate matches between firms who are seeking new 
employees and workers who are seeking new jobs.  

 We examine two costs of unemployment.  The first is the associated loss in output 
and income.  The second is the harm done to the individuals who are unemployed.  

   Lost Output    Every person counted as  unemployed is  willing and able to  work 
and is  seeking a  j ob but has  yet to  find one.  Hence,  unemployed individuals  are 
valuable  resources  who are currently not producing output.  The output that is  not 
produced,  but potentially could be,  is  a  loss  of income for society.  Once an unem-
ployed person regains  employment,  however,  output rises  again and this  loss  no 
longer occurs.  But nothing makes  up  for the   past   loss  that existed while  the  person 
was  unemployed.  In other words,  the  loss  of output and income that accompanies 
unemployment is  lost forever.  In a  world of scarcity with many unsatisfied desires,  
this  loss  represents  a  serious  waste of resources.   

   Personal  Costs    For the typical Canadian worker,  being unemployed for long periods 
of time is unusual.  Most spells of unemployment are short.  In 2008,   before   the onset of 
a major recession, the OECD estimated that only 7.1  percent of Canadian unemploy-
ment spells lasted 12 months or longer;  this number increased to 12 percent two years 
later,  at the depth of the recession.  In other words,  the vast majority of unemployed 
workers find new jobs in just a few months.  Moreover,  many workers experiencing 
temporary unemployment have access to the employment insurance program that 
provides some income during their spell of unemployment.  

 There are nevertheless problems associated with unemployment,  especially for 
those relatively few workers who are unemployed for long periods of time.  The effects 
of long-term unemployment,  in terms of the disillusioned who have given up trying 
to make it within the system and who contribute to social unrest,  is  a serious social 
problem.  The loss of self-esteem and the dislocation of families that often result from 
situations of prolonged unemployment are genuine tragedies.    

  In the United States,  as in Canada,  the amount of long-term unemployment has his-
torically not been large.  For example,  in the depths of the recessions of 1982 and 1991 ,  
the fraction of total unemployed workers who were unemployed for six months or 
more was just under 25  percent.  In the most recent recession of 20092010, however,  
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 In most reports about changes in unemployment,  both in 
Canada and abroad, emphasis is  typically on the changes 
in the  stock   of unemploymentthat is,  on the number 
of people who are unemployed at a particular point in 
time.  But as we said in the text,  the focus on the stock of 
unemployment can often hide much activity in the labour 
market,  activity that is revealed by looking at  gross flows.   

   What Are Labour-Market Flows?  

 The first figure in this box shows the difference between 
stocks and flows in the labour market.  The blue circles 
represent the number of individuals at the end of each 
month (the  stocks  )  in each possible stateemployment 
(  E  ) ,  unemployment (  U ) ,  and  not  in the labour force 
(  N ) .  The six red arrows represent the monthly  flows   of 
individuals among the various states.  For example,  
arrow  shows the monthly flow of individuals from  E   
to  U .  These individuals begin the month in  E   ( employed),  
leave their jobs sometime during the month, and end 
the month as unemployed individuals,  in  U .  Arrow   
shows the flow from  N  to  U these individuals are new 
entrants to the labour force during the month and begin 
their labour-force experience as unemployed individuals.  

 In the second figure,  three series of data are shown 
for Canada from 1976 to 2003a period that includes 
the major recessions of 1981  and 1991 .  (Unfortunately,  
Statistics Canada has stopped publishing these data,  so 

   APPLYI NG  ECONOM IC  CONCEPTS  30-1  

 Stocks and Flows in the Canadian Labour Market   

more recent data are not available.)  The top line is the 
stock of unemploymentthe actual  number  of people 
unemployed at a specific point in time.  During the severe 
recession of the early 1980s, unemployment peaked at 
approximately 1 .7 million people and then fell during the 
recovery until 1989.  With the onset of the next recession 
in 19901991, unemployment rose again, reaching nearly 
1 .8  million in 1992.    

  The two lower lines show  gross flows   in the labour 
market.  (These flows data are not available for 1997 and 
1998, which explains the break in the lines at that point.)  The 
orange line shows the monthly flow into unemployment,  
corresponding to the sum of the flows in arrows  and   
in the first figure.  This flow into unemployment represents 

      workers losing jobs through layoffs or plant closure  
     workers quitting jobs to search for different jobs  
     new entrants to the labour force searching for jobs   

 In the figure,  the monthly flow into unemployment varies 
between approximately 350 000 and 500 000 individ-
uals  per month  .  

 The green line shows the monthly flow out of 
unemployment,  corresponding to the sum of the flows 
in arrows   and   in the first figure.  This outflow 
represents 

      unemployed individuals finding new jobs  
      unemployed individuals becoming discouraged 

and leaving the labour force   

 During the period shown in the figure,  the monthly 
flow out of unemployment is roughly the same size as 
the monthly inflow, 350 000 to 500 000 individuals per 
month.  (Today, both monthly flows are in the range of 
500 000 to 600 000 individuals.)  

 What is the connection between the flows and the 
stocks in the labour market?  Whenever the flows into 
unemployment exceed the flows out of unemployment,  
the stock of unemployment rises.  Conversely,  whenever 
the flows out of unemployment exceed the flows into 
unemployment,  the stock of unemployment falls.   

   Using Flows Data  

 For two reasons data on flows can be very useful 
when studying the labour market.  First,  they show the 
tremendous amount of activity in the labour market even 
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though the stock of unemployment may not be changing 
significantly.  For example,  between 1991  and 1992 
the stock of unemployment in Canada varied between 
1 .4 million and 1 .6 million persons.  But during that two-
year period, roughly 400 000 persons  per month   either 
became unemployed or ceased being unemployed.  This 
number reflects the massive amount of regular turnover 
that exists in the Canadian labour marketturnover 
that is the essence of what economists call  frictional 
unemployment .  

 The second reason flows data are useful is  that the 
relationship between the flows and the stock can tell us 
about the amount of time the average unemployed person 
spends unemployed.  If  U  s   is  the stock of unemployment,  
and  U  o   is  the monthly outflow from unemployment,  
then one simple estimate of the average length of an 
unemployment spell is    

  Average duration of unemployment spell =
Us

Uo

  

 Consider the situation in 1999, at the peak of the 
business cycle (a low point for unemployment).  At that 
time, the stock of unemployment was approximately 
1  million people and the outflow from unemployment 
was approximately 400 000 persons per month.  Thus,  
the average unemployed person in 1999 could expect 
to leave unemployment in about 2.5  months (1000 000 
people400 000 people per month =  2.5  months).  In 
contrast,  in 1992, at the depth of the previous recession 
(and thus a high point for unemployment),  the expected 
duration of an unemployment spell was 3 .6 months 
(1600000450000 =  3 .6) .   
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     (  Source:   Based on Statistics Canada, Labour Force Survey,  available at  www.statcan.gc.ca . )    
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long-term unemployment in the United States became a more serious problem.  Even 
by mid-2014, more than four years into a modest economic recovery,  45  percent of 
all unemployed U.S.  workers had been out of work for over six months.  As we will 
describe later in this chapter,  extensive long-term unemployment can be an important 
force behind increases in the economys NAIRU.  The general case for concern about 
high unemployment has been eloquently put by Princeton economist Alan Blinder:  

   A high-pressure economy provides opportunities,  facilitates structural change,  encour-
ages inventiveness and innovation,  and opens doors for societys underdogs.  .  .  .  All 
these promote the social cohesion and economic progress that make democratic mixed 
capitalism such a wonderful system when it works well.  A low-pressure economy slams 
the doors shut,  breeds a bunker mentality that resists change,  sti es productivity growth,  
and fosters both inequality and mean-spirited public policy.  All this makes reducing 
high unemployment a political,  economic,  and moral challenge of the highest order.    1           

    30.2    UNEMPLOYMENT FLUCTUATIONS   

 It is  clear from   Figure   30-1    that the unemployment rate fluctuates considerably over 
relatively short periods of time.  Over the years,  economists have debated the sources of 
these fluctuations,  and many different theories have been developed to try to explain 
them.  These theories can be divided into two broad categories.  

 The first set of theories is based on the central assumption that real wages adjust 
instantly to clear the labour market after any  AD   or  AS   shock occurs.  As a result, real 
GDP is always equal to  Y * .  (  As we saw in   Chapter   24  ,      if the economys adjustment pro-
cess works quickly, real GDP returns to  Y *  very soon after any  AD   or  AS   shock.)  In this 
perspective, the unemployment rate still fluctuates, but only due to changes in frictional or 
structural unemployment.  In these market-clearing  theories,  the only unemployment is 
frictional and structural, and the unemployment rate is thus always equal to the NAIRU.  

 The second set of theories is based on a very different view of how the labour mar-
ket functions.  These theories emphasize the distinction between the unemployment that 
exists when real GDP is equal to  Y * ,  and unemployment that is  due to deviations of 
real GDP from  Y * .  The former refers to the NAIRU, and is made up of frictional and 
structural unemployment.  The latter is  often called   cyclical unemployment   ,  which falls 
(or rises)  as real GDP rises above (or falls below)   Y * .  As we will soon see,  this second 
set of theories suggests that cyclical unemployment exists because real wages do not 
adjust quickly to clear labour markets in response to shocks of various kinds.  We refer 
to these as non-market clearing  theories of the labour market.     

   Market-Clearing Theories  

 Two major characteristics of modern market-clearing theories of the labour market 
are that firms and workers continuously optimize and markets continuously clear.  In 
such models,  there can be no  involuntary   unemployment.  These theories then seek to 
explain unemployment as the outcome of voluntary decisions made by individuals who 
are choosing to do what they do, including spending some time out of employment.  

 Market-clearing theories explain fluctuations in employment and real wages as hav-
ing one of two causes.  First, as shown in part (i)  of   Figure   30-2  ,  changes in technology 

    cyclical  unemployment  

    Unemployment not due to 

frictional  or structural  factors;  

it is due to  deviations of GDP 

from  Y * .     

   1    Blinder,  A.S. ,  The challenge of high unemployment,  American Economic Review,  1 988 .  
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that affect the  marginal product  of labour will lead to changes in the demand for labour.  If 
these technological shocks are sometimes positive and sometimes negative, they will lead 
to fluctuations in the level of employment and real wages.  Second, as shown in part (ii)  of 
  Figure   30-2  ,  changes in the willingness of individuals to work will lead to changes in the 
supply of labour and thus to fluctuations in the level of employment and real wages.  In 
both cases, however, note that the flexibility of real wages results in a  clearing  of the labour 
market.  In this setting, whatever unemployment exists cannot be involuntary and must be 
caused by either frictional or structural causes, the two components of the NAIRU.  

      FIGURE   30-2      Employment and  Wages When  Labour Markets Clear   
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   In market-clearing theories of the labour market,  there is  no involuntary unemployment.   The figure shows a perfectly 
competitive market for one type of labour.  In part ( i) ,  the demand curves  D   1  ,   D   0  ,  and  D   2   are the demands for this 
market corresponding to low, medium, and high values for the marginal product of labour.  As demand rises from  D   1   
to  D   0   to  D   2  ,  real wages rise from  w   1   to  w   0   to  w   2  ,  and employment rises from  L   1   to  L   0   to  L   2  .  In part ( ii) ,  changes in 
workers  willingness to work causes the supply of labour to fluctuate from  S   1   to  S   0   to  S   2  ,  and wages to fluctuate from 
 w   1   to  w   0   to  w   2  .  In both parts,  the labour market always clears and there is no involuntary unemployment.    

  Market-clearing theories of the labour market assume that real wages always 
adjust to clear the labour market.  People who are not working are assumed to have 
voluntarily withdrawn from the labour market for one reason or another.  There is  
no involuntary unemployment.   

   There are two major problems with these theories of labour markets.  First,  
empirical observation is not consistent with the predicted fluctuations in real wages.  
In Canada and other developed economies,  employment tends to be quite volatile 
over the business cycle,  whereas real wages tend to be relatively stablethey do  not  
show the cyclical variation depicted in   Figure   30-2  .  The second problem is that the 
market-clearing theories predict no involuntary unemployment whatsoever,  a predic-
tion that many economists argue is unsupported by empirical observation.  In Canada 
and other countries,  a large fraction of unemployed workers are eligible for and collect 
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employment insurance.  In order to collect the insurance benefits,  they are required to 
state that they are actively searching for a job.  For those who are truly engaged in an 
active job search, it is  difficult to describe them as  voluntarily   unemployed.  We will say 
more about the distinction between voluntary and involuntary unemployment later in 
the chapter.   

   Non-Market-Clearing Theories  

 The many economists who reject the market-clearing explanations for unemployment 
fluctuations emphasize that labour markets do not operate in the extreme manner shown 
in   Figure   30-2  .  Just as the prices of TVs, cars, blue jeans, sushi, and smart phones do 
not change daily, or even monthly, to equate current demand with current supply, so the 
wages paid to various types of labour, such as factory workers, schoolteachers, professors,  
architects, fast-food workers, train engineers, TV commentators, and product designers, do 

not change frequently to equate current demands with 
current supplies.  These economists use non-market-
clearing theories of the labour market in which wage 
stickiness  plays a central role in explaining unemploy-
ment fluctuations.  

 When unemployed workers are looking for jobs 
during a recession,  they do not knock on employ-
ers  doors and offer to work at lower wages than are 
being paid to current workers;  instead, they answer 
help-wanted ads and hope to get the jobs offered but 
are often disappointed.  Nor do employers,  seeing an 
excess of applicants for the few jobs that are avail-
able,  go to the current workers and reduce their wages 
until there is  no one left looking for a job;  instead, 
they pick and choose until they fill their needs and 
then hang a sign saying No Help Wanted.  

 As a result of this wage stickiness,  many people 
become involuntarily unemployed when the demand 
for labour falls during a recession.  Their unemploy-
ment is  involuntary in the sense that they would 
accept an offer of work in jobs for which they are 
trained, at the going wage rate,  if such an offer were 
made.  For example,  such involuntary unemployment 
was evident during the recession that began in 2008  
and extended into 2010 (and later in some countries) .  
In the countries hardest hit by the recession, many 
workers had been unemployed for extended periods 
and their loss of income caused them to lose their 
homes and other possessions.  In the European Union, 
where youth unemployment approached 50 percent 
in some countries,  it was obvious that labour markets 
were not clearing to eliminate involuntary unemploy-
ment and that many unemployed workers would 
have gladly accepted work if it had been available.  
The cyclical behaviour of involuntary unemployment 
when wages are sticky is illustrated in   Figure   30-3   .  

      FIGURE   30-3       Unemployment and  Sticky 
Wages When  Labour Markets 
Do Not Clear   
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   When the wage rate does not change enough to equate 
quantity demanded with quantity supplied, there will 
be unemployment in slumps and labour shortages in 
booms.   When demand is at its normal level  D   0  ,  the mar-
ket is cleared with wage rate  w   0  ,  employment is  L   0  ,  and 
there is no involuntary unemployment.  In a recession, 
demand falls to  D   1  ,  but the wage falls only to  w   1  .  As 
a result,   L   1   of labour is demanded and  L   1   is  supplied.  
Employment is determined by the quantity demanded 
at  L   1  .  The remainder of the supply for which there is no 
demand,  L   1   L   1  ,  is  involuntarily unemployed.  In a boom, 
demand rises to  D   2  ,  but the wage rate rises only to  w   2  .  
As a result,  the quantity demanded is  L   2  ,  whereas only 
 L   2   is  supplied.  Employment rises to  L   2  ,  which is the 
amount supplied.  The rest of the demand cannot be 
satisfied,  making excess demand for labour of  L   2   L   2  .    
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  The main challenge for these non-market-clearing theories is to explain  why   wages 
do not quickly adjust to eliminate involuntary unemployment.  This issue has been 
debated among economists for years,  and several plausible reasons have been presented.  

   Long-Term Employment Relationships    The most obvious reason for wage stickiness 
over the business cycle is  that many workers and their employers have long-term rela-
tionships in which the wages and conditions of work are determined for extended per-
iods of time, often for one or more years.  This situation applies to most groups of 
workers such as schoolteachers,  professors,  hospital technicians,  office workers,  super-
visors,  middle managers,  and skilled construction workers.  Such long-term relation-
ships between employers and employees are actually the norm in modern, developed 
economies.  The only kind of worker whose wage  does   fluctuate more or less continu-
ally with the conditions of current demand and supply are the relatively few casual daily 
workers who show up at hiring points each day hoping to be offered a job for that day.  

 Wage stickiness is  obvious from even the most casual observation of the conditions 
under which most people work.  The problem for economists is  then to explain why 
such behaviour occurs.  Why are the wages of workers not set for short periods of time 
that could then fluctuate with changes in demand and supply?  To explore this issue,  
imagine a worker being faced with a choice between two employment arrangements:  

    1.  A high average wage but one that fluctuates over the business cycle,  and the chance 
of job loss during a recession.   

   2.  A somewhat lower wage that is  stable over the business cycle,  and a reduced 
chance of job loss during a recession.    

 Most workers would prefer the second employment arrangement.  Most employees 
value the relative employment (and thus income)  security offered by the second arrange-
ment because it allows the individual to make long-term financial plans.  The ability to 
use a mortgage to purchase a home or consumer debt to buy big-ticket items such as cars,  
furniture, and appliances is more manageable with a relatively secure job and income.  The 
lower wage in the second employment arrangement can be seen as the price the worker 
pays for greater employment and income security.    

  Why do employers also prefer such long-
term employment arrangements?  Employers 
want to retain workers who have the knowledge 
required for a particular jobknowledge of 
the firms organization, production techniques,  
operating procedures,  and marketing plans.  If all 
workers were identical,  an employer would not 
mind laying off one individual from a particular 
job during a recession and then hiring a different 
worker for that job when demand recovers.  But 
workers are not all the same, even in fairly rou-
tine jobs and even among workers having the 
same formal qualifications.  What the worker 
learns through on-the-job experience is valuable 
to the firm and makes each individual a unique 
asset.  If a firm laid off one worker and then later 
hired another worker for the same job, it would 
lose all the knowledge that the first worker 

      The quick adjustment of wages to excess demands and supplies 
is not a characteristic of labour markets in which employees and 
firms have long-term relationships,  such as in the health-care sector.
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had acquired on the job and would lose efficiency until the new worker acquired simi-
lar experience.  In todays knowledge-intensive world,  this loss can be quite substantial 
and typically applies for a wide range of workers.  

 For these and other similar reasons,  wages tend to be insensitive to fluctuations 
in current economic conditions.  Wages are often,  in effect,  regular payments to work-
ers over an extended employment relationship rather than a device for fine-tuning 
the current supplies  of and demands for labour.  Employers tend to  smooth  the 
income of employees by paying a steady wage and letting profits  and employment 
fluctuate to absorb the effects of temporary changes in demand.  It is  these fluctua-
tions in employment over the business cycle that cause the fluctuations in involuntary 
unemployment.    

  Long-term relationships between  rms and workers are important in most labour 
markets,  and wages in such labour markets do not adjust frequently to eliminate 
involuntary unemployment.   

  Variations in real wages usually occur gradually and are determined by the long-
term economic climate.  Changes in the short-term economic weather,  unless 
extreme, tend not to cause changes in real wages.   

   Economic Cl imate Versus Economic Weather    Two additional  observations  are 
important to  this  discussion.  First,  despite  the fact that wages  are   generally   insensi-
tive  to  short-run changes  in labour demand and labour supply,  there are  excep-
tional  circumstances.  For example,  wages  sometimes  fall  during a  severe  recession.  
Occasionally,  management calls  the workers  together and offers  them a  stark 
choice between the firm going out of business  or the  workers  accepting a  cut in 
their wages.  The result is  some cyclical  variation in wages,  especially when a  reces-
sion is  deep and long lasting.  But the  headlines  generated by such occurrences 
speak to  their relative infrequency.  

 The second observation relates to longer-run considerations.   As we discussed in 
  Chapter   24  ,  w    ages do tend to respond to persistent situations of excess demand or 
excess supply in the labour market.  For example,  sustained and large recessionary gaps 
will tend to reduce the rate of growth of wages and, in extreme situations,  may even 
lead to reductions in overall wage levels.  Similarly,  sustained inflationary gaps will tend 
to cause wages to grow faster than they otherwise would.  

 The conclusion is that changes in the conditions of labour demand and labour sup-
ply,  if sustained,  are important for determining variations in real wages.  But short-run 
changes in labour-market conditions may cause little or no change in wages because of 
the widespread long-term relationships between firms and workers.  

  We have emphasized the importance of long-term employment relationships as 
an explanation for wage stickiness and the existence of involuntary unemployment.  
 Extensions in Theory 30-1   provides some additional explanations.        
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    30.3    WHAT DETERMINES THE NAIRU?   

 When the unemployment rate is  equal to the NAIRU, there is  only frictional and struc-
tural unemployment.  Our interest here is  in why the NAIRU changes over time and in 
the extent to which economic policy can affect it.  

   Frictional  Unemployment  

As we saw in   Chapter   19   ,    frictional unemployment        results from the normal turnover of 
labour.  One source of frictional unemployment is young people who enter the labour 
force and look for jobs.  Another source is  people who leave their jobs.  Some may quit 
because they are dissatisfied with the type of work or their working conditions;  others 

   EXTENSI ONS  I N  THEORY 30-1  

 Wage Stickiness and Involuntary Unemployment   

 Economists have developed many labour-market theor-
ies in which real wages do not fluctuate continuously to 
equate labour demand with labour supply.  In the text 
we emphasized the importance of long-term employ-
ment relationships.  Three additional theories are briefly 
described here.  

   Menu Costs  

 A typical large firm sells dozens of differentiated products 
and employs many different types of labour.  Changing 
prices and wages in response to every fluctuation in 
demand is a costly and time-consuming activity.  Many 
firms therefore find it optimal to keep their price lists 
(  menus  )  constant for significant periods of time.  Since 
large firms are often operating in imperfectly competi-
tive markets,  they have discretion over the prices of their 
products.  Hence,  firms often react to changes in demand 
by holding prices constant and responding with changes 
in output and employment.  

 If firms did alter their prices dramatically over the 
business cycle,  they would be more or less forced to alter 
wages correspondingly or else suffer losses that could 
threaten their existence during recessions.  As it is,  the 
presence of relatively sticky prices allows firms to keep 
wages relatively sticky over the cycle for all of the rea-
sons discussed in the text.   

   Efficiency Wages  

 Employers may find that they get more output per dollar 
of wages paidthat is,  a more efficient workforce
when they pay labour somewhat more than the minimum 
amount that would induce people to work for them.  

 Suppose it is  costly for employers to monitor work-
ers  performance on the job so that some workers will 
be able to shirk duties with a low probability of being 
caught.  Given prevailing labour-market institutions,  it 
is  generally impossible for employers to levy fines on 
employees for shirking on the job since the employees 
could just leave their jobs rather than pay the fines.  So 
firms may instead choose to pay a wage premiuman 
 efficiency wage  to the workers,  in excess of the wage 
that the workers could get elsewhere in the labour mar-
ket.  With such a wage premium, workers will be reluc-
tant to shirk because if they get caught and laid off,  they 
will then lose this high wage.  

 Such high wages are rational responses of firms 
to the conditions they face and imply that firms will 
not alter wages in the face of temporary reductions in 
demand.   

   Union  Bargaining  

 In many employment situations,  those already work-
ing ( insiders)  have more say in wage bargaining than 
those currently not employed (outsiders).  Employed 
workers are often represented by a union, which negoti-
ates the wage rate with firms.  The union will generally 
represent the interests of the insiders but will not neces-
sarily reflect the interests of the outsiders.  Insiders will 
naturally want to bid up wages even though to do so will 
harm the employment prospects of the outsiders.  Hence,  
this theory generates an outcome to the bargaining pro-
cess between firms and unions in which the wage is set 
higher than the market-clearing level,  just as with effi-
ciency wages.   

    frictional  unemployment  

    Unemployment that results from 

the turnover in  the labour market 

as workers move between  jobs.    
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may be fired because of incompetence or laid off because their employers go out of 
business.  Yet others may lose their jobs because the jobs themselves are eliminated by 
the introduction of new technologies.  Whatever the reason,  they must search for new 
jobs,  which takes time.  People who are unemployed while searching for jobs are said to 
be frictionally unemployed or in  search unemployment .      

  The normal turnover of labour causes frictional unemployment to persist,  even if 
the economy is at potential output.   

  Structural unemployment will increase if there is  either an increase in the pace at 
which the structure of the demand for labour is  changing or a decrease in the pace 
at which labour is  adapting to these changes.   

   How voluntary  is frictional unemployment?  Some of it is  clearly voluntary.  For 
example,  a worker may know of an available job but may not accept it so she can 
search for a better one,  or one for which she is  more appropriately trained.  Some of it is  
also involuntary, such as when a worker gets laid off and cannot find  any   job offer for 
a period of weeks,  even though he may be actively searching.   Applying Economic Con-
cepts 30-2   shows that the distinction between voluntary and involuntary unemploy-
ment is  not always as clear as it might at first seem.   

   Structural  Unemployment  

  Structural unemployment   is  defined as a mismatch between the current structure of the 
labour forcein terms of skills,  occupations,  industries,  or geographical locationsand 
the current structure of firms  demand for labour.  Since changes in the structure of the 
demand for labour are occurring continually in any modern economy, and since it takes 
time for workers to adjust,  some amount of structural unemployment always exists.    

    Natural  Causes    Changes that accompany economic growth shift the structure of the 
demand for labour.  Demand might rise in such expanding areas as British Columbias 
Lower Mainland or northern Alberta and might fall in parts of Ontario and Quebec.  
Demand rises for workers with certain skills,  such as computer programming and 
electronics engineering,  and falls for workers with other skills,  such as stenography, 
assembly line work,  and middle management.  To meet changing demands, the struc-
ture of the labour force must change.  Some existing workers can retrain and some new 
entrants can acquire fresh skills,  but the transition is often difficult,  especially for older 
workers whose skills become economically obsolete.  

 Increases in international competition can also cause structural unemployment.  As 
the geographical distribution of world production changes,  so does the composition 
of production and of labour demand in any one country.  Labour adapts to such shifts 
by changing jobs,  skills,  and locations,  but until the transition is complete,  structural 
unemployment exists.  

    structural  unemployment  

    Unemployment caused  by a  

mismatch  in  ski l ls, industry, or 

location  between  available jobs 

and  unemployed  workers.    

  Following the CanadaU.S.  Free Trade Agreement in 1989 and the North American 
Free Trade Agreement (NAFTA)  in 1994,  there were significant shifts of economic activity 
within Canada.  For example,  the textiles industry,  much of which was located in 
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Quebec, contracted; at the same time there was an expansion of the high-tech industry,  
much of which was located in the Ottawa Valley.  The types of workers released from 
the textiles industry,  however,  were not exactly what were required in the expanding 
high-tech industry.  This type of mismatch in skills and locations contributed to struc-
tural unemployment during the 1990s.    

  Structural unemployment also increased during the 20022008  period in response to 
the five-fold increase in the world price of oil.  The demand for labour increased sharply in 
the petroleum-producing regions of Alberta, Saskatchewan, and Newfoundland.  At the 
same time, many jobs were lost in the manufacturing heartland of Ontario and Quebec 
because the rising price of oil significantly increased firms  costs.  Some of the displaced 
workers could find jobs relatively quickly in expanding firms in other regions or sectors,  
but for most workers this transition was slow.  Structural unemployment was the result.  

 With the massive decline in the world price of oil in 20142015,  the structure of 
labour demand changed again, reversing the shifts from the earlier decade.  Labour 
demand slowed in Alberta,  Saskatchewan, and Newfoundland and sped up in the manu-
facturing sectors in Ontario and Quebec.  Structural unemployment increased again.   

   Pol icy Causes    Government policies can influence the speed with which labour mar-
kets adapt to the kinds of changes just described.  Some countries,  including Canada, 
have adopted policies that  discourage   movement among regions,  industries,  and occu-
pations.  These policies (which may be desirable for other reasons)  tend to reduce the 
rate at which unemployed workers are matched with vacant jobs,  and thus tend to raise 
the amount of structural unemployment.  

   APPLYI NG  ECONOM IC  CONCEPTS  30-2  

 Voluntary or Involuntary Unemployment?   

 Frictional unemployment is  involuntary   if the job seeker 
has not yet found a job for which his or her training and 
experience are suitable, whether or not such jobs exist 
somewhere in the economy. Frictional unemployment is 
 voluntary   if the unemployed person is aware of available 
jobs for which he or she is suited but is searching for better 
options.  But how should we classify an unemployed per-
son who refuses to accept a job at a lower skill level than 
the one for which she is qualified?  What if she turns down 
a job for which she is trained because she hopes to get a 
higher wage offer for a similar job from another employer?  

 In one sense,  people in search unemployment are 
voluntarily unemployed because they could almost 
always find  some   job,  no matter how poorly paid or 
inappropriate to their training.  In another sense,  they are 
involuntarily unemployed because they have not yet suc-
ceeded in finding the job that they believe exists and for 
which they feel they are suited at a rate of pay that they 
believe is attainable.  

 Workers do not have perfect knowledge of all avail-
able jobs and rates of pay,  and they may be able to gain 

information only by searching the labour market.  Facing 
this uncertainty,  they may find it sensible to refuse a first 
job offer,  for the offer may prove to be a poor one in light 
of further market information.  But too much search
for example,  holding off while being supported by others 
in the hope of finding a job better than a job for which 
one is really suitedis an economic waste.  Thus,  search 
unemployment is a grey area:  Some of it is  useful and 
some of it is  wasteful.  

  Some search unemployment is desirable because it 
gives unemployed people time to find an available job 
that makes the best use of their skills.   

 How long it pays for people to remain in search 
unemployment depends on the economic costs of being 
unemployed.  By lowering the costs of being unemployed, 
employment insurance tends to increase the incentives 
for more search unemployment.  This may or may not 
increase economic efficiency,  depending on whether or 
not it induces people to search beyond the point at which 
they acquire new and valuable information about the 
labour market.  
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 For two related reasons,  the employment-
insurance (EI)  program contributes to structural 
unemployment.  First,  the Canadian EI system ties 
workers  benefits to the  regional  unemployment 
rate in such a way that unemployed workers can 
collect EI benefits for more weeks in regions where 
unemployment is high than where it is  low.  The EI 
system therefore encourages unemployed workers to 
remain in high-unemployment regions rather than 
move to regions where employment prospects are 
more favourable.  Second, workers are eligible for 
employment insurance only if they have worked for 
a given number of weeks in the previous yearthis 
is  known as the  entrance requirement.   In some cases,  
however,  these entrance requirements are very low 
and thus seasonal workers may be encouraged to 
work for a few months and then collect employment 
insurance and wait for the next season,  rather than 
finding other jobs during the off season.    2       

   Finally,  labour-market policies that make it dif-
ficult or costly for firms to fire workers also make 

employers more reluctant to hire workers in the first place.  Such policies,  which are 
very common in the European Union,  reduce the amount of turnover in the labour 
market and are believed to be an important contributor to the amount of long-term 
unemployment in those countries.  In Germany, Italy,  and Belgium, for example,  the 
labour laws impose very high costs on firms whenever workers are laid off.  In those 
countries,  even when their economies are growing moderately,  approximately 
50 percent of all unemployment spells last for  longer   than 12 months.    

   The FrictionalStructural  Distinction   

 As with many distinctions,  the one between frictional and structural unemployment is 
not precise.  In a sense,  structural unemployment is really long-term frictional unemploy-
ment.  Consider,  for example,  what would happen if there were an increase in world 
demand for Canadian-made car parts but at the same time a decline in world demand 
for Canadian-assembled cars.  This change would require labour to move from one 
sector ( the car-assembly sector)  to another ( the car-parts manufacturing sector).  If the 
reallocation were to occur quickly,  we would call the unemployment  frictional ;  if 
the reallocation were to occur slowly,  we would call the unemployment  structural .  

 In practice,  structural and frictional unemployment cannot be separated.  But the 
two of them, taken together,   can   be separated from cyclical unemployment.  Specific-
ally,  when real GDP is at its potential level,  the  only   unemployment (by definition)  is  
frictional and structural and thus the unemployment rate is  equal to the NAIRU.  For 
example,  real GDP in Canada was approximately equal to potential GDP in 2007.  

      Increases in the world price of oil between 2002  and 2008 led 
to a reduction in manufacturing activity in Central Canada 
and economic expansions in oil-producing regions of the 
country,  such as the Alberta oil sands shown here.  Struc-
tural unemployment was created until workers could move 
from Eastern and Central Canada to Alberta.  With the sharp 
decline in the world oil price in 201 42015,  these forces were 
reversed again,  causing structural unemployment.

   2    That the EI system contributes to the amount of structural unemployment is  not to deny the significant 

benefits from the system.  First,  EI encourages unemployed workers to search for jobs appropriate to their 

desires and skills.  Second, EI provides a financial cushion that reduces the personal suffering which often 

accompanies periods of unemployment and low income.  
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(See   Figure   30-1   . )  At that time,  the unemployment rate was 6 per-
cent,  and thus the NAIRU was approximately 6 percent.  In contrast,  
two years later in 2009,  in the midst of the most recent recession,  
the unemployment rate was about 8.5  percent.  If the underlying 
frictions and structural change in the economy were unaltered over 
those two years,  we could conclude that in 2009,  2.5  percentage 
points of the actual unemployment rate was due to cyclical factors 
and the rest was due to frictional and structural factors.   

   Why Does the NAIRU  Change?  

 In general,  the NAIRU can rise for two reasons.  First,  the economy 
may be subjected to  more   shocks requiring an adjustment of the 
labour force between firms,  sectors,  or regions.  Second, the  ability   of 
the labour force to adjust to any given shock may decline.  In either 
case,  the amount of frictional or structural unemployment will rise,  
and the NAIRU will therefore increase.  We now examine several 
specific causes of changes in the NAIRU.  

   Demographic Shifts    Because young people usually try several 
j obs before settling into one for a  longer period of time,  young 
workers  have more labour-market turnover and therefore higher 
unemployment rates  than older,  more experienced workers.  The 
proportion of young workers  in the labour force rose significantly 
as  the baby-boom generation of the 1 950s  entered the labour 
force in the 1 970s and 1 980s.  This  trend had the effect of increas-
ing the NAIRU during the 1 970s  and 1 980s.  But as  the baby-boom generation aged,  
and the fraction of young workers  in the labour force declined in the late  1 990s 
and early 2000s,  the opposite  effect was observed and tended to  reduce the NAIRU.    

  A second demographic trend relates to the labour-force participation of women.  
During the 1960s and 1970s women tended to have higher unemployment rates than 
men.  Since this was true at all points of the business cycle,  the higher unemployment 
was higher frictional and structural unemployment.  Thus,  when female labour-force 
participation rates increased dramatically in the 1960s and 1970s,  the NAIRU nat-
urally increased.  In recent years,  however,  female unemployment rates have dropped 
below the rates for men,  and so further increases in female participation will,  if any-
thing,  tend to decrease the NAIRU.   

      Young workers generally have higher 
unemployment rates than older workers.  As 
the share of younger workers in the labour 
force changes,  so will the economys NAIRU.

  Greater labour-force participation by groups with high unemployment rates 
increases the NAIRU.  

 See   Figure   30-4   for Canadian unemployment rates for various demographic groups 
in 2015.  Notice especially the significantly higher unemployment rates for youth of both 
sexes.  These data form the basis for the often-heard view that while overall unemploy-
ment may be at acceptable levels,  high youth unemployment may be a serious problem.   

   Hysteresis     We saw in   Chapter   27   that s     hort-run changes  in real  GDP sometimes 
cause changes  in the  level  of potential  output,   Y * .  One possible  reason that we 
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examined was  due to  the operation of labour markets,  whereby the NAIRU can be 
influenced by the  current rate  of unemployment.  Such models  get their name from 
the Greek word  hysteresis  ,  meaning  lagged effect.  

 One mechanism that can lead to hysteresis arises from the importance of experi-
ence and on-the-job training.  Suppose a recession causes a significant group of new 
entrants to the labour force to encounter unusual difficulty obtaining their first jobs.  
As a result,  this unlucky group will be slow to acquire the important skills that workers 
generally learn in their first jobs.  When demand increases again,  this group of workers 
will be at a disadvantage relative to workers with normal histories of experience,  and 
the unlucky group may take longer to find jobs and thus have unemployment rates that 
will be higher than average.  Hence, the NAIRU will be higher than it would have been 
had there been no recession.  

  Another force that can cause hysteresis is  emphasized by commentators in the Euro-
pean Union,  which has a more heavily unionized labour force than Canada or the United 
States.  In times of high unemployment,  people who are currently employed ( insiders)  
may use their bargaining power to ensure that their own status is  maintained and pre-
vent new entrants to the labour force (outsiders)  from competing effectively.  For this 
reason, high unemploymentwhatever its initial causewill tend to become  locked 
in.  If outsiders are denied access to the labour market,  their unemployment will fail to 
exert downward pressure on wages,  and the NAIRU will tend to rise.   

      FIGURE   30-4      Canadian  Unemployment Rates by Demographic Groups,  2015   
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   Unemployment is  unevenly spread among different groups in the labour force.   In 2015,  when the overall unemploy-
ment rate was 6.8  percent,  the unemployment rates for youths (of both sexes)  were considerably higher.   

  (  Source:   Based on Statistics Canada CANSIM database,  Table 282-0087.)    
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   Globalization  and  Structural  Change    The ongoing process of globalization,  espe-
cially since the mid-1970s,  has increased the rate at which labour is being reallocated 
across regions and sectors in the Canadian economy.    3     While most economists argue 
that the growing integration of Canada in the global economy generates net bene-
fits for Canada, they also recognize a downside.  One unfortunate consequence is that 
Canadian labour markets are increasingly affected by changes in demand and supply 
conditions elsewhere in the world.  As Canadian labour markets require more frequent 
and larger adjustments to economic events occurring in other parts of the world,  the 
NAIRU will tend to increase.    

   Pol icy and  Labour-Market Flexibi l ity    We mentioned earlier how policies such as 
employment insurance can increase structural unemployment and thereby increase the 
NAIRU.  This is  one example of a policy reducing the  flexibility   of the labour market.  

 Such inflexibility is  an important cause of unemployment.  If wages are inflexible,  
shocks to labour demand or supply can cause unemployment.  If workers are unable or 
unwilling to move between regions or between industries,  changes in the structure of 
the economy can cause unemployment.  If it is  costly for firms to hire workers,  firms 
will find other ways of increasing output (such as switching to more capital-intensive 
methods of production).  In general,  since the economy is always being buffeted by 
shocks of one sort or another,  the less flexible is  the labour market,  the higher structural 
unemployment will be.   

   3    Recall  from   Chapter   1     that we use the term  globalization   to refer to the significant declines in transporta-

tion and communication costs that have been taking place over the past two centuries (especially rapidly over 

the past 40 years)  and which have led to an increased volume of world trade in goods,  services,  and assets.  

  Any government policy that reduces labour-market  exibility is likely to increase 
the NAIRU.  

 Another example of a policy that reduces labour-market flexibility is  mandated job 
security for workers.  In most Western European countries,  firms cannot lay off workers 
without showing cause,  which can lead to costly delays and even litigation.  When firms 
do lay workers off,  they are required either to give several months  notice before doing 
so or,  in lieu of such notice,  are required to make severance payments equal to several 
months  worth of pay.  In Italy,  for example,  a worker who has been with the firm for 
10 years is guaranteed either 20 months  notice before termination or a severance pay-
ment equal to 20 months  worth of pay.  

 Such job-security provisions greatly reduce the flexibility of firms.  But this inflex-
ibility on the part of the firms is passed on to workers.  Any policy that forces the firm 
to incur large costs for laying off workers is  likely to lead the same firm to be very 
hesitant about hiring workers in the first place.  Given this reduction in labour-market 
flexibility,  such policies are likely to increase the NAIRU.  

 Such mandated job security is  relatively rare in Canada and the United States.  Its 
rarity contributes to the general assessment by economists that North American labour 
markets are much more flexible than those in Europe.  Many economists see this as the 
most important explanation for why unemployment rates in Canada and the United 
States are usually significantly below the unemployment rates in Europe.     
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    30.4   REDUCING UNEMPLOYMENT   

 In the remainder of this chapter we briefly examine what can be done to reduce 
unemployment.  Other things being equal,  all governments would like to reduce 
unemployment.  The questions are Can it be done?  and  If so,  at what cost?  

   Cycl ical  Unemployment  

 We do not need to say much more about cyclical unemployment because its control is  
the subject of stabilization policy ,  which we have studied in several earlier chapters .  
Monetary and fiscal policies implemented in response to negative  AD   or  AS   shocks will 
act to reduce cyclical unemployment.  

 There is  room for debate,  however,  about  how much   the government can and 
should do in this respect.  Advocates of stabilization policy call for expansionary fiscal 
and monetary policies to reduce cyclical unemployment (and increase output),  espe-
cially when a recessionary gap is sustained for a long period of time.  Advocates of a 
hands-off approach say that normal market adjustments can be relied on to remove 
recessionary gaps and that government policy,  no matter how well intentioned, will 
only make things worse.  They call for setting simple rules for monetary and fiscal 
policy that would make discretionary stabilization policy impossible.  

 Despite this ongoing debate,  policymakers have not yet agreed to abandon stabil-
ization measures.  In the recession that began in most countries in 2008,  for example,  
governments were quite aggressive in their implementation of expansionary fiscal and 
monetary policies in an attempt to dampen the recessions effects on falling output and 
rising unemployment.  Today,  most economists look back to these decisions and agree 
that governments  aggressive policy actions helped to reduce what would have other-
wise been a much deeper recession.   

   Frictional  Unemployment  

 The turnover in the labour market that causes frictional unemployment is an inevitable 
part of the functioning of the economy.  Some frictional unemployment is a natural part 
of the learning process for young workers.  As we observed earlier,  new entrants to the 
labour force have to try several jobs to see which is most suitable,  and this leads to a 
high turnover rate among the young and hence high frictional unemployment.  

 Whatever the source or type of unemployment,  employment insurance (EI)  is  one 
method of helping people cope with its costs.  Although EI alleviates the suffering caused 
by unemployment,  it also contributes to search unemployment,  as we have already 
observed.  As with any policy,  a rational assessment of the value of EI requires an 
evaluation of its costs and benefits.  Many Canadians believe that when this calculation 
is made,  the benefits greatly exceed the costs,  although many also recognize the scope 
for reform of certain aspects of the program.  

 Many provisions have been added to the EI program to focus it more on people in 
general need and to reduce its effect of raising the unemployment rate.  For example,  
workers must be actively seeking employment in order to be eligible for EI.  Also,  work-
ers who voluntarily quit their jobs (without cause)  are not eligible to collect EI.  In 
recent years,  the benefits received by eligible unemployed workers have been reduced,  
thus decreasing the likelihood that job seekers will reject early job offers.  These changes 
have contributed to a decline in the amount of frictional unemployment.   

M30_RAGA3072_1 5_SE_C30. indd   744 07/01 /1 6   5:41  PM



C H A P TE R  3 0 :  U N EM P LO YM EN T  F LU C TU A T I O N S  A N D  TH E  N A I R U 745

   Structural  Unemployment  

 The reallocation of labour among occupations,  industries,  skill categories,  and regions 
that gives rise to structural unemployment is an inevitable part of a market economy.  
Much of this required reallocation is driven by technological change, which occurs in 
different ways and at different paces in various parts of the economy.  Ever since the 
beginning of the Industrial Revolution in the late eighteenth century,  workers have 
resisted the introduction of new techniques that replace the older techniques at which 
they were skilled.  Such resistance is understandable.  New techniques often destroy the 
value of the knowledge and experience of workers skilled in the displaced techniques.  
Older workers may not even get a chance to start over with the new technique.  Employ-
ers may perceive that younger workers are more adept at learning new skills and prefer 
to hire them rather than older workers.  From societys point of view, new techniques 
are beneficial because they are a major source of productivity growth and rising average 
living standards.  From the point of view of the workers they displace,  however,  new 
techniques can be an unmitigated disaster.  

 There are two basic approaches to reducing structural unemployment:  try to resist 
the changes that the economy experiences or accept the changes and try to assist the 
necessary adjustments.  Throughout history,  both approaches have been tried.  

   Resisting Change    Over the  long term,  policies  aimed at maintaining employment 
levels  in declining industries  run into  increasing difficulties.  Agreements  to  hire 
unneeded workers  raise  costs  and can hasten the decline of an industry threatened by 
competitive  products.  An industry that is  declining because of economic change 
becomes  an increasingly large burden on the public purse as  economic forces 
become less  and less  favourable to  its  success.  Sooner or later,  public support 
is  withdrawn,  and it  is  followed by a  precipitous  decline.  Although policies  such 
as  these are not viable in the  long run for the entire  economy,  they may be the best 
alternatives  for the  affected workers  during their lifetimes.    

  There is  often a con ict between the private interest of workers threatened by 
structural unemployment,  whose interests lie in preserving existing jobs,  and the 
social interest served by reallocating resources to where they are most valuable.   

   Assisting Adjustment    A second general  approach to  dealing with structural  change 
is  to  accept the  decline of specific industries  and the loss  of specific j obs  that go 
with them and to  try to  reduce the  cost of adjustment for the workers  affected.  
A number of policies  have been introduced in Canada to  ease  the adjustment to 
changing economic conditions.  

 One such policy is publicly subsidized education and retraining programs.  The 
public involvement is motivated partly by positive externalities to education and partly 
by imperfections in capital markets that make it difficult for workers to borrow funds 
for education, training, or retraining.  A major component of labour-market policies is  
a system of loans and subsidies for higher education.  

 Another policy is motivated by the difficulty in obtaining good information about 
current and future job prospects.  Relative to what was possible 20 years ago,  the 
development of the Internet greatly improved the flow of this type of information.  
The government of Canada created online services to speed up and improve the qual-
ity of matches between searching workers and firms.  Today,  however,  the Internet is  
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both more sophisticated and more widespread,  and firms and workers are easily able 
to learn about labour-market opportunities through a large number of online search 
facilities.  As a result,  there is  likely a reduced need for government to play an active role 
in providing labour-market information either to firms or workers.  

  Policies to increase retraining and to improve the  ow of labour-market informa-
tion will tend to reduce the amount of structural unemployment.   

  The choice between designing policies to resist change  or assist adjustment  
was apparent in 2009 when the Canadian, Ontario,  and U.S.  governments were faced 
with the probable collapse of Chrysler and General Motors.  The desperate financial 
position of these storied auto companies was partly due to the deep global recession,  
but it was also partly due to business practices that over several decades had proven 
to be unsuccessful.  If the governments did nothing to help the auto companies,  their 
collapse would likely lead to thousands of job losses in the auto and auto-parts sectors,  
at a time when unemployment was already rising sharply.  If instead the governments 
decided to provide financial assistance to the troubled companies,  there was a possibil-
ity that the assistance would only delay the companies  inevitable collapse,  but at great 
cost to taxpayers.  

 In the end,  the three governments coordinated their actions and made large finan-
cial contributions to the firms in exchange for partial ownership.  In addition,  both 
companies were required to restructure their businesses and provide credible plans for 
how their firms would compete effectively against their domestic and foreign rivals.  
By 2015, both companies were doing well amid a modestly growing world economy, 
indicating that the governments  policy gamble  may have paid off.    

   Conclusion   

 Over the years,  unemployment has been regarded in many different ways.  Some see it 
as proof that the market system is badly flawed.  Others regard it as a necessary evil 
of the market system and believe government policy can reduce its incidence and its 
harmful effects.  More extreme observers believe its importance is overblown and that 
workers can obtain jobs if they really want to work.  

 Most government policy follows a middle route.  Fiscal and monetary policies gen-
erally seek to reduce at least the most persistent of recessionary gaps,  and a host of 
labour-market policies are designed to reduce frictional and structural unemployment.  
Social policies such as employment insurance seek to reduce the sting of unemployment 
for the many who suffer from it for reasons beyond their control.  

 As global economic competition becomes more intense and as new knowledge-
driven methods of production spread,  the ability to adjust to economic change will 
become increasingly important.  Countries that succeed in the global marketplace,  while 
also managing to maintain humane social welfare systems, will be those that best learn 
how to deal with changes in the economic landscape.  This will mean avoiding eco-
nomic policies that inhibit change while adopting social policies that reduce the human 
cost of adjusting to change.  This is  an enormous challenge for future Canadian eco-
nomic and social policies.     
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    S U MMARY  

      30.1      EMPLOYMENT AND UNEMPLOYMENT LO 1    

     Canadian employment and the Canadian labour force 
increased along a strong upward trend throughout the 
twentieth century.  The unemployment rate fluctuates 
significantly over the course of the business cycle.   

    Looking only at the level of employment or unemploy-
ment misses a tremendous amount of activity in the 
labour market as individuals flow from unemployment 
to employment or from employment to unemployment.  
Such gross flows reflect the turnover that is a normal 
part of any labour market.   

    It is  useful to distinguish among several types of 
unemployment:  cyclical  unemployment,  which is 

associated with output gaps;  frictional unemployment,  
which is a result of normal labour-market turnover;  and 
structural unemployment,  which is caused by the need 
to reallocate resources among occupations,  regions,  
and industries as the structure of demand and supply 
changes.   

    Together,  frictional unemployment and structural 
unemployment make up the NAIRU.  The actual 
unemployment rate is equal to the NAIRU when real 
GDP is equal to  Y * .     

      30.2      UNEMPLOYMENT FLUCTUATIONS LO 2    

     There is a long-standing debate among economists 
regarding the causes of unemployment fluctuations.   

    Market-clearing theories assume labour markets clear 
continuously with perfectly flexible wages and prices.  
Such theories can explain cyclical variations in employ-
ment but predict no involuntary unemployment.   

    Empirical evidence suggests that wages are relatively 
stable over the business cycle,  in contrast to what is pre-
dicted by market-clearing theories of the labour market.   

    Non-market-clearing theories of the labour market 
provide an explanation for involuntary unemployment 
based on wage stickiness;  real wages do not adjust fre-
quently in response to all shocks to labour demand and 
supply.   

    To explain wage stickiness,  non-market-clearing theor-
ies have focused on the long-term nature of employer
worker relationships in which wages tend to respond 
only a little,  and employment tends to respond a lot,  to 
changes in the demand and supply of labour.     

      30.3        WHAT DETERMINES THE NAIRU? LO 3,  4    

     The NAIRU will always be positive because it takes 
time for labour to move between jobs both in normal 
turnover (frictional unemployment)  and in response 
to changes in the structure of the demand for labour 
(structural unemployment).   

    Because different workers have different sets of skills 
and because different firms require workers with differ-
ent sets of skills,  some unemploymentresulting from 
workers searching for appropriate job matches with 
employersis socially desirable.   

    Anything that increases the rate of turnover in the 
labour market,  or the pace of structural change in the 
economy, will likely increase the NAIRU.   

    Employment insurance also increases the NAIRU by 
encouraging workers to continue searching for an 
appropriate job.  Policies that mandate job security 
increase the costs to firms of laying off workers.  This 
makes them reluctant to hire workers in the first place 
and may increase the NAIRU.     

      30.4     REDUCING  UNEMPLOYMENT LO 5    

     Cyclical unemployment can be reduced by using monet-
ary or fiscal policies to close recessionary gaps.   

    Frictional and structural unemployment can be reduced 
by making it easier to move between jobs and by rais-
ing the cost of staying unemployed (e.g.,  by reducing 
employment insurance benefits) .   

    In a growing, changing economy populated by people 
who want to change jobs for many reasons,  it is  neither 
possible nor desirable to reduce unemployment to zero.   

    Policies that assist workers in retraining and in moving 
between jobs,  regions,  or industries may be the most 
effective way to deal with the various shocks that buffet 
the economy.      
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    Gross flows in the labour market   
   Cyclical,  frictional,  and structural 
unemployment   

   Market-clearing theories of the labour 
market   

   Non-market-clearing theories of the 
labour market   

   Long-term employment relationships   
   Frictional and structural 
unemployment   

   Determinants of the NAIRU   
   Hysteresis   
   Policies to reduce the NAIRU   
   Labour-market flexibility     

   KEY  CON CEPTS  

    STUDY EXERCISES 

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

    MyEconLab    

      Fill in the blanks to make the following statements 
correct.  

    a.  The overall unemployment rate in Canada is not a 
good indicator of the level of  activity   in the labour 
market because           .   

    b.  Gross   flows in the labour market are much 
           than net flows in the labour market.   

   c.  In a typical month in Canada,            workers flow 
in each direction between unemployment and 
employment.   

   d.  Cyclical unemployment exists when real GDP is 
           than potential GDP.  When real GDP is equal 
to potential GDP, then all unemployment is either 
           or           .   

   e.  Market-clearing theories assume that the labour 
market always            with flexible            and that 
any unemployment that does exist is            .   

   f.  Non-market-clearing theories assume that wages 
do not instantly            to clear the market.  A reces-
sionary gap can persist and result in unemployment 
that is           .      

      Fill in the blanks to make the following statements 
correct.  

    a.  The NAIRU is composed of            unemployment 
and            unemployment.  The NAIRU is always 
           than zero.   

   b.  If there are 1000 loggers in British Columbia who 
are unemployed, and 1000 vacant positions for 

call-centre operators in New Brunswick, we say 
that this unemployment is           .   

   c.  Suppose the NAIRU in June 2015 was 6.0 percent.  
If the actual unemployment rate was 8 .2 percent,  
we can conclude that            percentage points are 
due to            factors and the remaining            per-
centage points are due to            and            factors.   

   d.  Suppose the government increased the number of 
weeks that an unemployed worker can collect EI 
benefits from 12 weeks to 16 weeks.  The NAIRU is 
likely to            because of an increase in the amount 
of            unemployment.   

   e.  Countries with greater labour-market flexibility 
are likely to have            unemployment rates than 
countries in which policies inhibit flexibility.   

   f.  Cyclical unemployment can be reduced by closing 
a(n)             gap by using            and            policies.      

      The table below provides employment and labour 
force data for a small economy over a 3-month period.    

Stock 
of 

Unemployment

Stock 
of 

Employment

Stock 
Outside 
the 

Labour 
Force

Total 
Population

Sept.  1 120 000 1  430 000 450 000 2 million

Oct.  1 120 000 1  380 000 500 000 2 million

Nov.  1 120 000 1  250 000 550 000 2 million
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    a.  What is the unemployment rate on September 1 ,  
October 1 ,  and November 1 ?   

   b.  Explain why the unemployment rate changes even 
though the stock of unemployment remains stable.   

   c.  Provide a likely explanation for the change in this 
economys labour force.  In this case, is the unemploy-
ment rate an accurate measure of the amount of 
slack (excess supply)  in the labour market?      

     The following table shows the pattern of real GDP, 
potential GDP, and the unemployment rate for several 
years in Cycleland.    

Year
Real GDP 

(billions of $)
Potential GDP 
(billions of $)

Unemployment 
Rate (%)

2006 790 740 6.3

2007 800 760 6.5

2008 780 780 6.8

2009 750 800 8.2

2010 765 810 8.4

2011 790 830 8.4

2012 815 850 8.0

2013 845 870 7.5

2014 875 890 7.2

2015 900 900 6.8

2016 930 920 6.7

    a.  On a scale diagram, draw the path of real GDP and 
potential GDP (with time on the horizontal axis) .   

   b.  On a separate diagram (below the first one)  show 
the path of the unemployment rate.   

   c.  For which years is it possible to determine the value 
of the NAIRU?   

   d .  Does the NAIRU change over the 10-year period?  
Provide one reason that the NAIRU could increase.      

      Interpret the following statements from newspapers in 
terms of types of unemployment.  

    a.  Recession hits local factory; 1800 workers laid off.   
   b.  Of course,  I could take a job as a dishwasher,  but 

Im trying to find something that makes use of my 
high school education,  says a local teenager in our 
survey of the unemployed.   

   c.  Retraining is the best reaction to the increased use 
of robots.   

   d.  Uneven growth:  Alberta sputters while Ontario 
booms.      

      The diagram below shows a simple  AD/AS   diagram.  
The economy begins in long-run equilibrium at  E   0   
with real GDP equal to  Y * .    

 Real GDP
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    a.  At  E   0  ,  the unemployment rate is 8  percent.  What 
type of unemployment is this?   

   b.  A positive aggregate demand shock now shifts  the 
 AD   curve to   AD  .  At  E   1   the unemployment rate is 
only 6.5  percent.  Is  there cyclical  unemployment 
at  E   1  ?   

   c.  Describe the economys adjustment process to  E   2  .   
   d .  What is the unemployment rate at  E   2  ?  What kind 

of unemployment exists at  E   2  ?      

      The diagram below shows a simple  AD/AS   diagram.  
The economy begins in long-run equilibrium at  E   0   
with real GDP equal to  Y * .    

 Real GDP
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    a.  At  E   0  ,  the unemployment rate is 6 percent.  What 
type of unemployment is this?   

   b.  A negative aggregate supply shock now shifts the 
 AS   curve to  AS  .  At  E   1   the unemployment rate is 
7.5  percent.  Is there cyclical unemployment at  E   1  ?  
How much?   

   c.  If monetary and fiscal policy do not react to the 
shock, describe the economys adjustment process 
to its new long-run equilibrium.   
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   c.  If EI generosity were reduced and the NAIRU 
declined as a result,  is  this necessarily a desirable 
outcome?      

     Consider an economy that begins with real GDP equal 
to potential.  There is then a sudden increase in the prices 
of raw materials,  which shifts the  AS   curve upward.  

    a.  Draw the initial long-run equilibrium in an  AD/AS   
diagram.   

   b.  Now show the immediate effect of the supply 
shock in your diagram.   

   c.  Suppose wages and prices in this economy adjust 
instantly to shocks.  Describe what happens to 
unemployment in this economy.  Explain.   

   d.  If wages and prices adjust only slowly to shocks,  
what happens to unemployment?  Explain.      

      The table below shows the percentage of the labour 
force accounted for by youths (15  to 24 years old)  and 
older workers (25  years and older)  over several years.  
Suppose that because of their lower skills and greater 
turnover,  youths have a higher unemployment rate 
than older workers (see   Figure   30-4  ) .    

Percentage of Labour Force

Year Youths Older Workers

1 20 80

2 21 79

3 22 78

4 23 77

5 25 75

6 27 73

7 29 71

8 31 69

    a.  Suppose that in Year 1  real GDP is equal to poten-
tial GDP, and the unemployment rate among older 
workers is 6 percent but is 14 percent among 
youths.  What is the economys NAIRU?   

   b.  Now suppose that for the next eight years real 
GDP remains equal to potential and that the 
unemployment rates for each group remain the 
same.  Compute the value of the NAIRU for each 
year.   

   c.  Explain why the NAIRU rises even though output 
is always equal to potential.      

      In its 2009 and 2010 budgets,  the Canadian govern-
ment significantly increased its planned spending on 
infrastructure projects in order to fight the existing 
recession and protect jobs.  

    a.  Explain why such a policy may create  jobs.   
   b.  Is such a policy equally likely to create jobs during a 

recession as when the economy is already operating 
at potential output, as it was by mid-2016?  Explain.             

   d.  What is  the unemployment rate at the econ-
omys new long-run equilibrium?  What kind of 
unemployment exists there?  Explain.      

      The diagram below shows a perfectly competitive 
labour market.  The initial equilibrium is with wage 
 w  *  and employment  L  * .    
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    a.  Suppose the demand for labour decreases to  D   L .  If 
wages are perfectly flexible,  what is the effect on 
wages and employment?  Show this in the diagram.   

   b.  Is there any involuntary unemployment in part (a)  
after the shock?   

   c.  Now suppose wages can only adjust half as much 
as in part (a)that is,  wages are sticky.  What is the 
effect on wages and employment in this case?  Show 
this in the diagram.   

   d .  Is there any involuntary unemployment in part (c)  
after the shock?  How much?      

      Consider two hypothetical countries.  In Country A,  20 
percent of the labour force is unemployed for half the 
year and employed for the other half;  the remaining 
80 percent of the labour force is never unemployed.  In 
Country B,  100 percent of the labour force is unem-
ployed for 10 percent of the year and employed for 
the other 90 percent of the year.  Note that both coun-
tries have an overall unemployment rate of 10 percent.  
Which of these countries seems to have the more ser-
ious unemployment problem, and why?    

      The Canadian government recently announced its plan 
to modify the employment insurance (EI)  program, 
generating a great deal of debate over the appropriate 
level of generosity for EI.  

    a.  Explain what problem can be caused by having an 
EI system that is too generous.   

   b.  Explain what problem can be caused by having an 
EI system that is not generous enough.   
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 Government Debt and  

Deficits   

  UNTIL the mid-1990s, no single measure 

associated with the Canadian federal government was 

the focus of more attention and controversy than the 

size of the governments annual budget deficit and its 

accumulated level of debt.  Some people argued that the 

debt was an economic time bomb, waiting to explode 

and cause serious harm to our living standards.  Others 

argued that the only real danger posed by debt was 

from the dramatic policy changes proposed to reduce it.  

 By 2002, after two decades of debate about govern-

ment debt and deficits,  the focus shifted to what the 

governmentsfederal and provincialshould do with 

their actual and projected budget  surpluses  .  Just as 

earlier debates raged over the harmful effects of high 

government budget deficits,  debates raged then about 

whether governments facing budget surpluses should 

increase spending, reduce taxes,  or use the surpluses 

to reduce the outstanding stock of government debt.  

 By 2009, with the onset of a global economic 

recession,  the federal government announced a return 

to significant budget deficits,  in part caused by the 

recession-induced decline in tax revenues and in part 

caused by an intentional increase in spending designed 

to stimulate the struggling economy.  Debate then 

turned to the most appropriate set of fiscal policies 

for the government to implement.  

 The global recession of 20082009 drove up gov-

ernment debt in many countries.  For the next few 

        31  

    CHAPTER  OUTLI NE  

       31 .1   FACTS  AND DEFIN I TIONS    

     31 .2   TWO ANALYTICAL I SSUES    

     31 .3    THE EFFECTS  OF GOVERNMENT 

DEBT AND DEFICI TS    

     31 .4  FORMAL FI SCAL RULES       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  expla in  how the governments  annua l  budget de ci t (or sur-

plus)  is  related  to i ts  stock of debt.   

  2  describe the structura l  de ci t and  how i t can  be used  to mea-

sure the stance of  sca l  pol icy.   

  3  understand  how budget de ci ts may crowd  ou t investment 

and  net exports.   

  4 describe why a  h igh  stock of government debt may hamper 

the conduct of monetary and   sca l  pol icies.   

  5 expla in  why legislation  requ iring ba lanced  budgets may be 

undesirable.     
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     31 .1    FACTS AND DEFINITIONS   

 There is  a simple relationship between the governments expenditures,  its tax revenues,  
and its borrowing.  This relationship is summarized in what economists call the govern-
ments  budget constraint .  

   The Governments Budget Constraint  

 As is true for any individuals expenditures, government expenditures must be financed 
either by income or by borrowing.  The difference between individuals and governments,  
however, is that governments typically do not earn income by selling products or labour 
services; instead, their income is generated by levying taxes.  Thus, all government expendi-
ture must be financed either by tax revenues or by borrowing.  This point is illustrated by 
the following simple equation, which is called the governments budget constraint:  

   Government expenditure = Tax revenue + Borrowing   

 We divide government expenditure into two categories.  The first is  purchases of 
goods and services,   G  .  The second is the interest payments on the outstanding stock of 
debt;  this is referred to as   debt-service payments    and is denoted  i     D  ,  where  i   is  the 
interest rate and  D   is  the stock of government debt (which has accumulated over time 
from the governments past borrowing).  A third category of government spending is 
 transfers   to individuals and firms (such as employment-insurance benefits,  public pen-
sions,  and industrial subsidies)  but,   as we did in earlier chapters,   we include transfers 
as part of  T ,  which is the governments  net tax revenue   ( tax revenue minus transfers) .  
The governments budget constraint can therefore be rewritten as    

   G + i * D = T + Borrowing   

 or,  subtracting  T  from both sides,  

   1G + i * D 2 - T = Borrowing   

 This equation simply says that any excess of total government spending over net tax 
revenues must be financed by government borrowing.  

   Debt and  Deficits    The governments annual   budget deficit    is  the excess of gov-
ernment expenditure over tax revenues in a given year.  From the budget con-
straint just given,  this annual deficit is  exactly the same as the amount borrowed 
by the government during the year.  Since the government borrows by issuing bonds 

years,  news stories around the world were describing the very high government debts 

in Greece,  Spain, Ireland,  and other European countries.  There was active debate about 

whether these countries should implement fiscal austerity  in order to reduce existing 

debt,  or whether they needed fiscal stimulus  in order to prevent a return to recession.  

 In this chapter,  we examine various issues surrounding government debt,  deficits,  

and surpluses.  We begin by considering the simple arithmetic of government budgets.  

This tells us how the deficit or surplus in any given year is related to the governments 

outstanding stock of debt.  We then explore why deficits and debt matter for the per-

formance of the economyas well as what changes we can expect over the near future 

if Canadian provincial and federal governments are successful in returning to either 

balanced budgets or budget surpluses.    

    debt-service payments  

    Payments that represent the 

interest owed  on  a  current stock 

of debt.    

    budget deficit     Any shortfal l  of 

current revenue below current 

expenditure.    
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and selling them to lenders,  borrowing by the government increases the stock of 
  government debt   .  Since  D   is  the outstanding stock of government debt,   D   is  the 
 change   in the stock of debt during the course of the year.  The budget deficit can there-
fore be written as         

   Budget deficit = D = 1G + i * D 2 - T   

    government debt     The 

outstanding stock of financial  

l iabi l i ties for the government, 

equal  to the accumulation  of 

past budget deficits.    

  The governments annual budget de cit is  the excess of expenditure over tax rev-
enues in a given year.  It is  also equal to the change in the stock of government debt 
during the year.   

    budget surplus     Any excess of 

current revenue over current 

expenditure.    

    primary budget deficit     The 

difference between  the 

governments overal l  budget 

deficit and  its debt-service 

payments.    

  Notice two points about budget deficits.  First,  a change in the size of the deficit 
requires a change in expenditures  relative   to tax revenues.  For given tax revenues,  a 
smaller deficit can come about only through a reduction in government expenditures;  
conversely,  for given expenditures,  a smaller deficit requires an increase in tax revenues.  
Second, since the budget deficit is  equal to the amount of new government borrowing,  
the stock of government debt will rise whenever the budget deficit is  positive.  Even a 
drastic reduction in the size of the annual budget deficit is  therefore not sufficient to 
reduce the outstanding stock of government debt;  the stock of debt will fall only if the 
budget deficit becomes  negative.   In this case,  there is said to be a   budget surplus   .         

  A budget de cit increases the stock of government debt; a budget surplus reduces it.   

   The Primary Budget Deficit    One component of government expenditure is debt-service 
payments (  i     D  ) .  Since at any point in time the outstanding stock of government 
debtdetermined by  past  government borrowingcannot be influenced by current 
government policy,  the debt-service component of total expenditures is  beyond the 
immediate control of the government.  In contrast,  the other components of the govern-
ments budget (  G   and  T )  are determined by the current set of spending programs and 
tax policies,  all of which can be adjusted if the government chooses to do so.  To capture 
the part of the budget deficit that is  attributable to current spending and tax policies,  
we can compute the   primary budget deficit   ,  defined to be the difference between gov-
ernment purchases and net tax revenues:     

   Primary budget deficit = G - T   

 The governments primary budget deficit shows the extent to which current tax rev-
enues are sufficient to finance expenditure on current government programs.  

 Because of the need to make debt-service payments,  there are often large differen-
ces between the governments overall budget deficit (or surplus)  and its primary budget 
deficit (or surplus).  In the 20052006 fiscal year,  for example,  the Canadian govern-
ment had an overall surplus of $8  billion.  So,  

   G + iD - T = -$8  billion   

 Since the debt-service payments during that year were $34 billion,  we see that the 
governments  primary   surplus that year was $42 billion (or a primary deficit of $42 
billion).  

   G + $34 billion - T = -$8  billion  

  G - T = primary deficit = -$42 billion    
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 In other words,  total tax revenues in 20052006 were $42 billion more than  program   
spending but only $8  billion more than  total  spending.  

 By the 20092010 fiscal year,  however,  the onset of the global recession had 
changed the budget situation considerably.  Tax revenues dropped sharply and program 

spending increased,  and the overall budget deficit 
was then $56 billion.  Debt-service payments that 
year were $31  billion, so the governments pri-
mary deficit was $25 billion.  In other words,  tax 
revenues were $25 billion below program spend-
ing in 20092010, and fully $56 billion below 
total spending.  

 By the 20152016 fiscal year,  the federal 
governments  fiscal situation had changed again.  
The governments  budget planned for an overall 
surplus of $1 .4 billion.  With debt-service pay-
ments of $25.7 billion,  however,  there was a 
planned primary budget surplus in 20152016 
of $27.1  billion.     

  The primary budget surplus or de cit shows 
the extent to which current tax revenues 
can cover the governments current program 
spending; it is  equal to the overall budget de -
cit minus debt-service payments.   

   Deficits and  Debt in  Canada  

 In a growing economy, many macroeconomic 
variables,  such as the levels of government 
expenditure and tax revenue, also tend to grow.  
As a result,  rather than looking at the absolute 
size of the government deficit or debt,  economists 
focus on government debt and deficits in relation 
to the overall size of the economy.  Some budget 
deficits that would be unmanageable in a small 
country like New Zealand might be quite accept-
able for a larger country like Canada,  and trivial 
for a huge economy like the United States.  Simi-
larly,  a government budget deficit that seemed 
crushing in Canada in 1916 might appear trivial 
in 2016 because the size of the Canadian economy 
is many times larger now than it was then.  

   Federal  Government    The path of federal budget 
deficits since 1962 is shown in   Figure   31 -1   .  The 
top panel shows total federal spending and total 

      FIGURE   31-1       Federal  Government Expenditures,  
Revenues,  and  Deficit,  19622014   
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   The federal budget was in deficit every year between 1971  
and 1997.   From 1998  to 2008  there were budget surpluses.  
The budget returned to deficit in 2009 but is forecast to be 
back in balance by about 2018.  Part ( i)  shows revenues and 
expenditures as a percentage of GDP.  Part ( ii)  shows the 
budget deficit (or surplus)  as a percentage of GDP.   

  (  Source:   Based on data from the Department of Finance,  

 Fiscal Reference Tables  ,  October 2014, Tables 4 and 8.)    
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federal tax revenues as percentages of GDP.    1     
The bottom panel shows the total federal budget 
deficit as a percentage of GDP.  Large and per-
sistent budget deficits began in the mid-1970s.  
Throughout the 1980s and early 1990s,  the aver-
age budget deficit was over 5  percent of GDP.  In 
the mid-1990s,  the federal government embarked 
on a successful policy of deficit reduction and by 
1998  reported its first budget surplus in almost 30 
years.  The federal budget was then continually in 
surplus until the 20082009 fiscal year,  at which 
point the budget returned to a deficit for several 
years,  mostly as a result of a major recession.  The 
federal budget was forecast to return to a small 
deficit in 2016.  

   As we saw in the previous section,  a defi-
cit implies that the stock of government debt is 
rising.  Thus,  the persistent deficits that began 
in the 1970s have their counterpart in a stead-
ily rising stock of government debt.    Figure   31 -2   
shows the path of Canadian federal government 
debt since 1940.  At the beginning of the Second 
World War,  the stock of federal debt was equal to 
about 45  percent of GDP.  The enormous increase 
in the debt-to-GDP ratio over the next five years 
reflects wartime borrowing used to finance mil-
itary expenditures.  From 1946 to 1974, however, 
there was a continual decline in the debt-to-GDP 
ratio.  The economy was growing quickly during 
this period,  but equally important was that the 
federal government in the post-war years typically 
ran significant budget surpluses.  These two factors 
explain the dramatic decline in the debt-to-GDP ratio between 1946 and 1974.  

  By 1974 the federal debt was only 14 percent of GDP.  The large and persistent 
budget deficits beginning in the mid-1970s,  however,  along with a general slowdown 
in the rate of economic growth,  led to a significant upward trend in the debt-to-GDP 
ratio.  The ratio climbed steadily from 1979 to 1996,  when it peaked at more than 69 
percent of GDP.  Then, with the significant reductions in the budget deficit beginning in 
1996,  the debt-to-GDP ratio began to fall.  By 2008,  the federal governments net debt 
was just above 30 percent of GDP, the lowest it had been since the early 1980s.  The 
debt ratio then increased during the 20082009 recession,  but by 2012 was again on a 
downward path and was forecast to be slightly below 30 percent by 2016.   

   Provincial  Governments    Canadian provincial governments are responsible for a 
significant fraction of total government revenues and expenditures.  In many coun-
tries,  sizable regional governments either do not exist,  as in the United Kingdom and 

   1    In   Figure   31 -1    government expenditures include purchases,  transfer payments,  and debt-service payments.  

Tax revenues are not net of transfers.  

      FIGURE   31-2       Federal  Government Net Debt as 
Percentage of GDP,  19402014   
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   The federal governments debt-to-GDP ratio fell dramatic-
ally after the Second World War and continued falling until 
1975.   It then increased markedly for the next two decades.  
In the late 1990s when government deficits were reduced 
and the economy was in a healthy recovery,  the debt-to-
GDP ratio began to fall.   

  (  Source:   Based on authors calculations using data from 

Statistics Canada, CANSIM database.  Nominal GDP; 

Table 380-0064.  Net financial debt;  Series V151548.  Most 

recent data from the Department of Finances  Fiscal Refer-

ence Tables    201 4  . )    
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New Zealand, or are often legally required to run balanced budgets,  as is  the case for 
about two-thirds of the 50 states in the United States.  In contrast,  the size of Canadian 
provincial governmentsmeasured by their spending and taxing powers relative to 
that of the federal governmentmeans that an examination of government debt and 
deficits in Canada would not be complete without considering the provincial govern-
ments  fiscal positions.  

  When examining the size and ef ects of budget de cits or surpluses,  it is  important 
to consider all levels of governmentfederal,  provincial,  territorial,  and municipal.   

  During the 1970s,  the provincial governments were running budget deficits and 
so the stock of provincial government debt was increasing.  But the deficits were small 
enough for the debt not to be growing relative to GDP.  During the 1980s and early 
1990s,  however,  provincial deficits grew dramatically.  Total provincial debt grew from 
roughly 4 percent of GDP in 1980 to 25  percent in 1998.  In the subsequent decade,  
most provincial governments eliminated their deficits and some had budget surpluses.  
By 2009, however,  economic recession had driven them back into deficit.  By 2015,  the 
total provincial and territorial debt was about 27 percent of GDP and rising.     

    31 .2    TWO ANALYTICAL ISSUES   

 Before we can discuss some of the macroeconomic effects of budget deficits and sur-
pluses,  we must examine two analytical issues:  the stance of fiscal policy and changes 
in the debt-to-GDP ratio.  

   The Stance of Fiscal  Pol icy  

  In   Chapters   22   and     24   we examined  fiscal policy  ,  which     is  the use of government 
spending and tax policies.  We noted there that changes in expenditure and taxation 
normally lead to changes in the governments budget deficit or surplus.  Thus,  it is 
tempting to view  any   change in the governments budget deficit as reflecting a change 
in its fiscal policy.  For example,  we could interpret an increase in the deficit as indicat-
ing an expansionary fiscal policy,  since the rise in the deficit is  associated with either 
an increase in government expenditures or a decrease in tax revenue (or both).  Was the 
dramatic rise in the Canadian federal budget deficit between 2008  and 2010  purely   the 
result of fiscal policy?  

 No.  In general,  only some changes in the budget deficit are due to changes in the 
governments fiscal policy.  Other changes have nothing to do with explicit changes 
in policy,  but instead are the result of changes in the level of economic activity,  which 
nonetheless have an impact on the budget.  If our goal is  to determine how changes in 
fiscal policy affect the budget deficit,  we need to distinguish the effects of a change in 
fiscal policy from the effects of changes in economic activity (GDP).  To do this,  we 
introduce the  budget deficit function  .  

   The Budget Deficit Function     To see why the budget deficit can rise or fall  even 
when there is  no change in fiscal  policy,  recall  the equation defining the govern-
ments  budget deficit.  
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    Figure   31 -3    plots this basic relationship,  which is 
called the   budget deficit function   .  When the govern-
ment determines its expenditure and taxation polices,  
it determines the  position   of the budget deficit func-
tion.  A more expansionary fiscal policy,  such as an 
increase in  G  ,  shifts the budget deficit function up.  A 
more contractionary fiscal policy shifts the budget deficit function down.  In contrast,  
a change in the level of real GDP in the absence of any policy change will represent a 
 movement along  the budget deficit function.  Thus,  for a given set of fiscal policies,  the 
budget deficit will decrease when  Y  rises and increase when  Y  falls.             

   Budget deficit = 1G + i * D 2 - T   

  As we first discussed in   Chapter   22  ,      the level of 
net tax revenues typically depends on the level of real 
GDP, even with unchanged policy.  For example,  as 
GDP rises the level of tax revenues also rises.  In addi-
tion,  as GDP rises there are typically fewer transfers 
(such as welfare or employment insurance)  made to the 
private sector.  Thus,  net tax revenues,   T ,  increase when 
GDP increases.  In contrast,  the level of government 
purchases and debt-service payments can be viewed as 
more or less independent of the level of GDP, at least 
over short periods of time.  Thus,  with no changes in 
the governments fiscal policies,  the budget deficit will 
tend to increase in recessions and fall in booms.  That 
is,  there is  a negative relationship between real GDP 
and the governments budget deficit.  

   For given government purchases and debt-service pay-
ments,  there is  a negative relationship between real 
GDP and the government budget deficit.    G   and  iD   are 
assumed to be independent of the level of real GDP.  
In contrast,  a rise in real GDP leads to higher tax rev-
enues and lower transfers,  and thus to higher net tax 
revenue,   T .  Thus,  the budget deficit falls as real GDP 
increases.  Therefore,  even with unchanged fiscal poli-
cies,  changes in real GDP will lead to changes in the 
budget deficit.   

  A more expansionary fiscal policy implies an 
increase in spending or a reduction in net taxes at 
 any level of real GDP   and thus an upward shift of the 
budget deficit function.  A more contractionary fiscal 
policy shifts the budget deficit function down.    

      FIGURE   31-3       The Budget Deficit Function    
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  For a given set of expenditure and taxation poli-
cies,  the budget de cit rises as real GDP falls,  and 
falls as real GDP rises.   

    budget deficit function      A 

relationship that plots, for 

a  given  fiscal  pol icy, the 

governments budget deficit as a  

function  of the level  of real  GDP.    

  Fiscal policy determines the position of the budget de cit function.  Changes in real 
GDP lead to movements along a given budget de cit function.    2      

   Structural  and  Cycl ical  Budget Deficits    At any given time,  the actual budget deficit 
is  the sum of two componentsthe  structural  and the  cyclical  deficits.  The structural 
deficit reflects the amount of the deficit that is  due to the underlying structure of fiscal 
policy,  independent of the current level of GDP.  The cyclical deficit reflects the amount 
of the deficit that is  due to actual GDP being either above or below the level of potential 
GDP,  Y * .      

   2    If we assume that net tax revenue, T,  is  given by T =  tY,  then a change in the net tax rate (t)  leads to a 

change in the slope  of the budget deficit function.  
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   The Stance of Fiscal  Pol icy    We are now in a position 
to determine how a change in the stance of fiscal policy 
is best identified.  We cannot merely examine the change 
in the budget deficit,  because the deficit will change 
whenever  Y  changes even in the absence of a change in 
government policy.  Any change in the structural defi-
cit,  however,   does   reveal a change in underlying fiscal 
policy.  As   Figure   31 -4   shows,  an expansionary change 

in fiscal policy shifts the budget deficit function upward and increases the structural 
deficit.  A contractionary change in fiscal policy shifts the budget deficit function down-
ward and reduces the structural deficit.  

    The structural deficit is sometimes called the 
 cyclically adjusted deficit  because in order to measure 
it we estimate what the budget deficit would be with 
current policies in place but under the assumption that 
 Y  =   Y * .    Figure   31 -4   shows the budget deficit function 
and shows the structural deficit,   v s  ,  measured when  Y 
=  Y*  .  But if real GDP is actually equal to  Y  0  ,  which 
is less than  Y * ,  the budget deficit will be  v 0   ,  which 
exceeds  v s  .  In this case,  the cyclical deficit is   v  0      v s  .       

  When real GDP equals  Y * ,  there is  no cyclical 
component to the budget de cit.  Whatever de cit 
then exists is  the structural de cit.   

   The change in the stance of fiscal policy is  shown by 
the resulting change in the structural budget deficit.   
Initially,  fiscal policy gives rise to the budget deficit 
function,  B   0  .  The structural deficit (always measured 
at  Y * )  is   v s  .  But the actual budget deficit depends on 
the actual level of real GDP.  If real GDP is  Y  0  ,  the 
actual budget deficit is   v 0   .  In this case,   v 0      v s   shows 
the cyclical component of the deficit.   

  An expansionary change in fiscal policy shifts the 
budget deficit function up to  B   1  ,  increasing the struc-
tural deficit (and also increasing the actual deficit for 
any given level of real GDP).    

      FIGURE   31-4       The Structural  Budget Deficit 

and  Changes in  Fiscal  Pol icy   
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  During recessionary gaps (  Y  <  Y * ) ,  the actual 
budget de cit exceeds the structural budget de cit.  
During in ationary gaps (  Y  >  Y * ) ,  the actual bud-
get de cit is  less than the structural budget de cit.   

  Changes in the stance of  scal policy are best identi ed by changes in the  structural  
budget de cit.   

    Figure   31 -5    shows the structural deficit in Canada and plots it together with the 
actual budget deficit.  Both are expressed as percentages of GDP and represent the com-
bined budget deficits of all levels of government.  Unlike the actual budget deficit,  which 
can be precisely measured, the structural deficit can only be estimated.  The reason is 
that its value depends on the value of potential GDP,  Y * ,  which itself is  not directly 
observable and hence must be estimated.  Note from   Figure   31 -5    that the actual deficit 
is  larger than the structural deficit during times of recessionary gaps,  such as 1981
1985,  19911995,  and 20092011.  This relationship reflects the fact that during these 
periods actual GDP is less than potential GDP, and thus actual tax revenues are less 
than they would be if output were equal to potential.  Conversely,  the actual budget 
deficit is  less than the structural deficit during periods of inflationary gaps,  such as 

    structural  budget deficit     An  

estimate of what the government 

budget deficit would  be i f 

real  GDP were equal  to  Y * ;  

sometimes cal led  a   cyclically 

adjusted deficit .     
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19861990, 2000, and 20042007, reflecting the fact that during these periods actual 
GDP is greater than potential and thus tax revenues are greater than they would be if 
output were equal to potential.  In years where the actual deficit is approximately equal 
to the structural deficit,  such as 1985, 1990, 1999 and 2008,  real GDP is approxi-
mately equal to potential.  

  Changes in the expansionary or contractionary stance of fiscal policy are shown by 
the  changes   in the structural deficit.  For example, the dramatic rise in Canadas struc-
tural deficit from 1982 to 1986 reveals a considerable fiscal expansion; the more gradual 
decline from 1986 to 1996 reveals a moderate fiscal contraction.  From 1996 to 2000,  
the substantial fiscal contraction, at both federal and provincial levels,  led to the sharp 
decline in the structural deficit.  Between 2000 and 2008, the combined government 
sector had an actual and structural budget surplus of about 1  percent of GDP, and the 
stance of fiscal policy did not change markedly.  Beginning in 2009, there is then a sub-
stantial increase in the actual budget deficit to just under 5  percent of GDP.  Some of this 
rise in the deficit resulted from a decline in real GDP as the economy went into recession.  
But Canadian governments also increased their spending significantly and reduced some 
taxes so that the structural deficit also increased by over 3  percentage points of GDP.    

   Debt Dynamics  

 As we have already observed,  in order to gauge the importance of government deficits 
and debt,  they should be considered relative to the size of the economy.  This is  why 
economists often discuss the federal governments debt-to-GDP ratio rather than the 

      FIGURE   31-5       Actual  and  Structural  Budget Deficits,  Combined  Government,  19802013    
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   The difference between the actual budget deficit and the structural budget deficit reveals the level of output compared 
to potential.   The changes in the structural deficit show changes in the stance of fiscal policy.  The actual budget deficit 
is  above the structural budget deficit when output is below potential;  the actual deficit is  less than the structural deficit 
when output is above potential.  An increase in the structural deficit reveals a fiscal expansion; a decrease reveals a 
fiscal contraction.   

  (  Source:   Based on data from the Department of Finance,   Fiscal Reference Tables  ,  September 2014.)    
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absolute amount of government debt.  Here we examine the link between the overall 
budget deficit,  the primary budget deficit,  and changes in the debt-to-GDP ratio.  

 With a little algebra, it is possible to write a simple expression that relates the govern-
ments primary budget deficit to the change in the debt-to-GDP ratio.  Economists often 
use this relationship for analyzing the dynamics of government debt.  The equation is 

   d = x + 1 r - g2 * d    

 where  d  is  the debt-to-GDP ratio,   x   is  the governments primary budget deficit as a 
percentage of GDP,  r   is  the real interest rate on government bonds,   g  is  the growth rate 
of real GDP, and  d  is  the  change   in the debt-to-GDP ratio.  We will not spend the time 
necessary to derive this equation here,  but readers who are interested in doing so can 
refer to the math notes at the back of the book.  [ 36  ]  

 This simple equation shows two separate forces,  each of which tends to increase 
the debt-to-GDP ratio.  First,  if the real interest rate exceeds the growth rate of real 

 By 2011, the Greek economy had been in recession for three 
years, the unemployment rate was over 20 percent, and the 
government was implementing deep cuts in its spending 
programs in an effort to reduce its overall budget deficit of 
9.2 percent of GDP. This toxic mixture of deep recession 
and large cutbacks in public services brought hundreds of 
thousands of Greek citizens into the streetsprotesting 
the governments policies and demanding improvements in 
their countrys economic situation.  

 Why was the Greek government cutting spending if 
the economy was in a deep recession?  And how were 
these cuts related to the existing level of Greek gov-
ernment debt?  We can use the debt-dynamics equation 
discussed in the text to shed light on these issues.  Specif-
ically,  we can use the equation to determine how much 
fiscal adjustment would have been necessary to  stabilize   
Greeces debt-to-GDP ratio at its 2011  level.*  

   Stabil izing the Debt-to-GDP Ratio  

 Consider the data for Greece as published by the Inter-
national Monetary Fund (IMF).  At the beginning of 
2011 ,  Greeces public debt was 143  percent of its  GDP 
(  d  =  1 .43).  The average nominal interest rate on its 
government debt was 4.3  percent and inflation was 3.1  
percent;  the real interest rate,   r ,  was therefore 1 .2 percent 
(  r  =  0.012).  The Greek economy was then in its fourth 
continuous year of recession, and real GDP growth in 
2011  was  negative   6.9  percent (  g  =  0.069).  

 Using these data,  we can compute the value of the pri-
mary budget balance that would have been necessary to 

   APPLYI NG  ECONOM IC  CONCEPTS  31 -1  

 The Continuing Greek Tragedy of Debt Dynamics   

stabilize the Greek debt-to-GDP ratio during 2011. Recall the 
equation that describes the change in the debt-to GDP ratio:  

   d = x + 1 r - g2 d    

 If  d  is  to be held constant ( d  =  0) ,  the necessary 
value for  x  ,  which we call  x  * ,  is  

   x* = - 1 r - g2 d    

 Using the data for Greece in 2011  we see that  x  *  is  

    x* = - 1 0.012 - 1 -0.069 2 2 * 1 1 .43 2  

  = - 1 0.081 2 * 1 1 .43 2  

  = -0.116    

 The interpretation of this number is that Greece 
would have needed a primary budget  surplus   of 11 .6 
percent of GDP in 2011  in order to stabilize its debt-to-
GDP ratio that year.  Its actual primary balance that year 
was a  deficit  of 2.3  percent.  Thus,  to stabilize  d  would 
have required a reduction in government expenditures 
and/or an increase in tax revenues of roughly 14 percent 
of GDPan enormous fiscal adjustment for any govern-
ment to make over several years,  let alone in a single year.   

   An  Impending Default?  

 By late in 2011  it was clear to most holders of Greek 
government bonds that any realistic fiscal adjustment 
by the Greek government would be insufficient to sta-
bilize the debt-to-GDP ratio in the near future.  Instead, 
the debt ratio would almost certainly continue to rise 
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GDP ( if  r   exceeds  g ) ,  the debt-to-GDP ratio will rise for the simple reason that the debt 
accumulates at a faster rate than GDP grows.  Second, if the government has a  primary
budget deficit ( if  x   is  positive),  the debt-to-GDP ratio will rise because the government 
is incurring new debt to finance its program spending.    

for several years.  Bondholders then wondered how the 
Greek government would ever repay the existing bonds.  
Once these concerns became entrenched, the demand for 
Greek bonds plummeted and the bond yields increased 
sharply to reflect the risk of default by the Greek govern-
ment.  In 2011 ,  the yields on Greek 10-year bonds were 
34 percentas compared to approximately 2 percent on 
10-year bonds issued by the German government.  

 The increase in yields on Greek bonds exacerbated 
the fiscal situation of the Greek government and threat-
ened the creation of a vicious cycle.  The high bond yields 
made it more costly to finance its large overall budget 
deficit (9.2 percent of GDP in 2011 )  and also more costly 
to finance the regular rollover  of existing bonds that 
occurs regularly in any modern economy.  These greater 
financing costs increased the need for fiscal contraction 
as a means of reducing the existing budget deficit,  but 
fiscal contraction would reduce aggregate demand and 
reduce real GDP growth even further.  In addition, any 
further decline in real GDP growth would,  as is  clear 
from the debt-dynamics equation, cause an even larger 
increase in the debt-to-GDP ratio and thus cause further 
fears of default,  thus driving up bond yields even further.  

 To break this vicious cycle,  the Greek government 
turned to the IMF and other members of the European 
Union for substantial loans that would permit Greece to 
finance its budget deficit and bond rollovers at reason-
able rates for a few years while Greece implemented its 
necessary fiscal adjustments and tried to restore its fiscal 
credibility in the eyes of global bondholders.   

   Resolution?  

 For the next three years,  the Greek economy continued 
to shrink and the Greek government struggled to reduce 
the budget deficit.  Though a contractionary fiscal policy 
caused the primary budget to fall sharply during this 
time, the shrinking economy contributed to further 
 increases   in the governments debt ratio.  By 2015,  even 
after a partial debt default,  Greeces debt-to-GDP ratio 
was over 160 percent,  and there was no resolution in 
sight to the overall fiscal situation.  The Greek govern-
ment could not agree on a set of fiscal policies that would 
satisfy Greek voters and at the same time satisfy the 
conditions set forth by the European countries that had 
become Greeces most important creditors.  

 A further complication is that Greece shares a cur-
rency (the euro)  with 16 other members of the European 
Union.  As Greeces fiscal situation worsened, and its  
resolution was appearing less and less likely,  the possi-
bility of Greece leaving the euro zone and re-introducing 
its own currency became more likely.  As this book went 
to press in December 2015, it was extremely difficult to 
predict the most likely outcome.   

   *   The economic situation in Greece was determined by a com-

plex set of factors,  including various problems encountered 

within a group of countries using a common currency.  In this 

box, we focus only on the  fiscal  situation in Greece.  

  If the real interest rate on government debt is  approximately equal to the growth 
rate of real GDP, reductions in the debt-to-GDP ratio require the government to 
run primary budget surpluses.   

  Lets use some recent numbers for Canada to illustrate the use of this equation.  
The global financial crisis that began in 2008  was followed immediately by a world-
wide recession and, like most of the G20 countries,  Canada embarked on a major fis-
cal expansion to offset its effects.  At the beginning of 2009, the federal debt-to-GDP 
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ratio was 29 percent (  d  =  0.29).  During that year,  revenues fell sharply,  expenditures 
increased,  and the government ran a primary budget deficit of 1 .7 percent of GDP 
(  x   =  0.017).  The average real interest rate on government bonds in 2009 was 5.3  percent 
(  r   =  0.053)  while real GDP  fell  in that year by 2.8  percent (  g  =   0.028).  

 Using all of these data,  our equation for the change in the federal debt-to-GDP 
ratio over the course of 2009 becomes:  

    d = 0.017 + 1 0.053  - 1 -0.028 2 2 * 1 0.29 2  
  = 0.017 + 1 0.081 2 * 1 0.29 2  
  = 0.017 + 0.023  
  = 0.04    

 which means that the governments debt-to-GDP ratio increased during 2009 by four 
percentage points,  from 29 percent to 33  percent.  Note that the  decline   in real GDP 
during 2009 (  g  =  0.028)  substantially contributed to the increase in the debt ratio.  
In a typical year in which real GDP grows by 2 percent or more,  a primary budget 
deficit of 1 .7 percent of GDP would not generate such a large increase in the debt-to-
GDP ratio.    

  After the worst of the recession was over in 2011 ,  the federal government announced 
its goal of reducing its debt-to-GDP ratio to approximately 25  percent.  Primary budget 
surpluses created by modest fiscal tightening were helpful in achieving this objective.  A 
smaller gap between  r   and  g  also helped, created by the increase in  g  that accompanied 
a gradual economic recovery.  As a result,  the debt ratio gradually fell,  to below 30 
percent by 2016.  It was forecast to reach 25  percent by about 2020.  

 As a result of the 2008  global financial crisis and the recession that followed, many 
highly indebted European governments experienced significant further increases in 
their public debts.  Some of this new debt was incurred as governments provided assist-
ance to failing financial institutions;  some was incurred through more conventional 
fiscal stabilization policies such as those we examined in   Chapter   24  .  By 2011 , the 
public debts in Greece,  Portugal,  Spain,  and some other countries were so high that 
bondholders came to believe that these governments were effectively bankrupt and 
would be unable to repay or even service their existing debts.  Fear of  debt defaults   by 
these governments led to massive increases in bond yields and created great uncertainty 
within the European Union.   Applying Economic Concepts 31 -1   examines how our 
simple debt-dynamics equation can be used to understand Greeces extremely difficult 
fiscal situation in 2011   a situation that has still not been resolved.    

    31 .3     THE EFFECTS OF GOVERNMENT DEBT AND 

DEFICITS   

 Lets now examine why we should care about the size of the government deficit (or 
surplus)  and its debt.  We begin with the important idea that deficits may  crowd out  
private-sector activity and thereby may harm future generations by reducing the econ-
omys long-run growth rate.  The opposite idea is equally importantthat budget sur-
pluses may  crowd in   private-sector activity and be beneficial to future generations by 
increasing the economys long-run growth rate.  

 Before beginning our analysis,  we must be clear about one of our assumptions in 
the macro model  that we have developed in previous chapters .  As we saw earlier in 
this chapter,  when the government increases its budget deficit,  it necessarily increases 
its borrowing.  This increase in borrowing is a reduction in the governments saving.  

    crowding out     The offsetting 

reduction  in  private expenditure 

caused  by the rise in  

interest rates that fol lows an  

expansionary fiscal  pol icy.    
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   Do Deficits Crowd Out Private Activity?  

 It is  useful to make the distinction between an econ-
omy that is   closed  to international trade in goods,  
services,  and assets and one that is   open   to such trade.  
We consider the two cases separately.  

   Investment in Closed Economies    Recall  from   Chap-
ter   25     the close long-run relationship between desired 
investment and desired national saving in a closed 
economy.  In the long-run version of our macro model,  
with real GDP equal to  Y * ,  the real interest rate is 
determined by the equality of desired investment and 
desired national saving.  What is  the effect in this 
model of an increase in the governments budget defi-
cit,  caused either by an increase in government spend-
ing or a reduction in taxes?  An increase in the budget 
deficit is  assumed to cause a reduction in the supply 
of national saving.  A s we saw in   Chapter   25   ,  a  reduc-
tion in the supply of national saving will increase the 
equilibrium real interest rate and reduce the amount 
of investment in the economy.  This   crowding out    of 
investment by the expansionary fiscal policy is shown 
in   Figure   31 -6  .    

   Note in the figure the different short-run and 
long-run effects of the fiscal expansion.  In the short 
run,  the fiscal expansion shifts the  AD   curve to the 
right and increases real GDP.  In the long run,  how-
ever,  after wages and other factor prices have fully 
adjusted to the output gap,  real GDP returns to  Y *  
at an increased equilibrium real interest rate.  So the 
amount of investment in the new long-run equilib-
rium is less than it was prior to the increase in the 
budget deficit.    

In our model,  we make the assumption that any reduc-
tion in the governments saving has only small effects 
on the amount of saving by the private sectorwith 
the result that  national  saving falls along with govern-
ment saving.  Thus,  we assume in our model that an 
increase in the governments budget deficit leads to a 
reduction in national saving.  We make this assump-
tion because it is  consistent with the bulk of empirical 
evidence on this issue.   

  In our macro model,  we assume that an increase 
in the governments budget de cit leads to a 
decrease in national saving.   

      FIGURE   31-6      The Crowding Out of I nvestment   
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( ii)  Saving and investment (Y =  Y*)

   For a closed economy, the long-run effects of an increase 
in the budget deficit will be a higher real interest rate 
and a reduction in private investment  .  Consider a closed 
economy that is in long-run equilibrium at  Y *  and  P   0   in 
part ( i) .  Suppose the government increases its spending 
or reduces its taxes,  thus increasing the budget deficit.  
Either policy raises aggregate demand and shifts  AD   0   
to  AD   1  .  The new short-run equilibrium is at  Y  and  P  ,  
but the adjustment process will then cause factor prices 
to rise,  shifting the  AS   curve from  AS   0   to  AS   1  .  The new 
long-run equilibrium will be at  Y *  and  P   1  .   

  The long-run effect of this change on saving and 
investment can be seen in part ( ii) ,  which shows the 
market for financial capital in the long run, with real 
GDP equal to  Y * .  The increase in the governments 
budget deficit reduces national saving and shifts  NS   0   
to  NS   1  .  The equilibrium real interest rate rises and the 
amount of investment falls from  I  0   to  I  1  .    
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   Net Exports in  Open  Economies    There is  a second effect in an open economy when 
financial capital is  internationally mobile.  Consider once again the possibility that the 
Canadian government increases its budget deficit either by increasing spending or by 
reducing taxes.  What is  the effect of the reduction in national saving in an open econ-
omy, like Canadas?  

 As real interest rates rise in Canada, foreigners are attracted to the higher-yield 
Canadian assets and thus foreign financial capital flows into Canada.  But since Can-
adian dollars are required in order to buy Canadian interest-earning assets,  this capital 
inflow increases the demand for Canadian dollars in the foreign-exchange market and 
leads to an appreciation of the Canadian dollar.  If the currency appreciation is sus-
tained over several months or longer,  it will cause a reduction in Canadas exports and 
an increase in Canadas imports;  Canadian net exports,   NX ,  will fall.    

  In an open economy, the government budget de cit attracts foreign  nancial capi-
tal and appreciates the domestic currency.  The long-run result is  a crowding out 
of net exports.   

   How Much Crowding Out?    We have argued that the long-run effect of an increase in 
the governments budget deficit is to crowd out private investment and net exports.  We 
have said nothing,  however,  about  how much   crowding out takes place.  For example,  
does a $10 billion increase in the budget deficit reduce private expenditure by the full 
$10 billion, or by less,  or by more?  

 To examine this issue,  recall an equation of national income accounting  from 
  Chapter   20   :  

   Y = Ca + Ia + Ga + NXa    

 where the  a   subscripts denote actual (as opposed to desired)  quantities.  By definition,  
the sum of the four expenditure components is  always exactly equal to real GDP.  Now 
think about the change in these expenditure components as we follow the effects of a 
fiscal expansion in   Figure   31 -6  .  Suppose that we begin in a long-run equilibrium with 
 Y  =   Y *  and then the government increases its purchases of goods and services.  In the 
short run in our macro model,  this fiscal expansion leads to an increase in  Y  above 
 Y *  and also causes an increase in consumption (which rises as  Y  rises) .  In the long 
run, however,  after  Y  has returned to  Y * ,  the higher-than-initial value of government 
purchases implies that the sum of the three private expenditure components must be 
lower than it was at the initial long-run equilibrium.  We cannot say precisely how the 
reduction in private spending is distributed across the three components,  but in the long 
run in our model total private expenditure (  C a   +   I a   +   NX a  )  has been crowded out by 
the full amount of the fiscal expansion.  

 Note,  however,  that full crowding out does  not  occur if the level of potential output,  
 Y * ,  increases as a result of the fiscal expansion.  For example,  suppose the government 
increases its spending on productivity-enhancing infrastructure projects or improve-
ments in education or health-care programs.  These kinds of expenditures are likely to 

  The long-run ef ect of a  scal expansion is  to drive up the real interest rate and 
crowd out private investment.   
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increase the level of  Y * .  If  Y *  rises,  then the long-run adjustment in   Figure   31 -6   brings 
the economy back to a  higher   level of  Y * ,  in which case the fiscal expansion crowds out 
less private expenditure.  In other words,  the extent of crowding out depends crucially 
on the change in  Y *  which,  in turn, depends on the nature of the increased government 
spending.     

  The larger is the increase in potential output caused by a  scal expansion, the less 
private expenditure will be crowded out.   

  Government budget de cits represent taxes that must be paid by future genera-
tions.  Whether these future generations are harmed by the current budget de cit 
depends to a large extent on the nature of the government spending  nanced by 
the de cit.   

   Do Deficits Harm Future Generations?  

 In a closed economy, a rise in the governments budget deficit pushes up interest rates 
and crowds out domestic investment.  In an open economy, a rise in the deficit also 
appreciates the currency and crowds out net exports.  In both cases,  there may be a 
cost to future generations.  Economists call this cost the  long-term burden of govern-
ment   debt .  Such a burden will be present if the private expenditure that is crowded out 
would have added more to the economys productive capacity than what is  added by 
the governments expenditure financed by the budget deficit.  

 The previous paragraph suggests that whether government budget deficits harm 
future generations depends on the nature of the government goods and services being 
financed by the deficit (and also on the nature of the private expenditure that gets 
crowded out).  At one extreme, the government borrowing may finance a project that 
generates a substantial return to future generations,  and thus the future generations may 
be made better off by todays budget deficit.  An example might be the governments 
financing of long-term medical research projects that generate a return in the distant 
future.  Another example is the governments financing of a public transit network that 
reduces transport times for many years.  At the other extreme, the government deficit 
may finance some government program that benefits mainly the current generation.  An 
example might be the governments financing of cultural or sporting events that benefit 
the current generation but produce little or no benefits for future generations.  

  The concern that budget deficits may be inappropriately placing a burden on future 
generations has led some economists to advocate the idea of  capital budgeting  by the 
government.  Under this scheme, the government would essentially classify each of its 
expenditure items as either consumption or investment;  the former would be spending 
that mostly benefits the current generation while the latter would be spending that 
mostly benefits future generations.  

 With capital budgeting,  government deficits could be used to minimize the undesir-
able redistributions of income between generations.  For example,  the government 
might be committed to borrowing no more in any given year than the expenditures 
classified as investments.  In this way, future generations would receive benefits from 
current government spending that are at least equal to the future taxes they will pay.   
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   Does Government Debt Hamper 

Economic Pol icy?  

 The costs imposed on future generations by govern-
ment debt are real,  though they are often ignored 
because they occur in the very distant future.  But other 
problems associated with the presence of government 
debt are more immediately apparent.  In particular,  
high levels of government debt may make the conduct 
of monetary and fiscal policy more difficult.  

   Monetary Policy    To see how a large stock of govern-
ment debt can hamper the conduct of monetary policy,  
consider a country that has a high debt-to-GDP ratio 
and that has a real interest rate above the growth rate 
of GDP.  As we saw previously,  the debt-to-GDP ratio 
will continue to grow in this situation unless the gov-

ernment starts running significant primary budget  surpluses.   But such primary sur-
pluses require either increases in taxation or reductions in program spending,  both 
of which tend to be politically unpopular.  If such primary surpluses look unlikely to 
be achieved in the near future,  both foreign and domestic bondholders may come to 
expect the government to put pressure on the central bank to purchaseor  monetize  
an increasing portion of its deficit.  Such monetization means that the money supply is 
increasing and will eventually cause inflation.  Any ensuing inflation would erode the 
real value of the bonds held by creditors.     

 Fears of future debt monetization will likely lead to expectations of future infla-
tion and put upward pressure on nominal interest rates and on some prices and wages.  
Thus,  even in the absence of any  current  actions by the central bank to increase the rate 
of growth of the money supply,  a large government debt may lead to the  expectation   
of future inflation,  thus hampering the task of the central bank in keeping inflation and 
inflationary expectations low.   

   Fiscal  Policy     In   Chapter   22   we saw that f    iscal policy can be used to stabilize aggregate 
demand and real GDP.  For example,  in a booming economy, the government might 
reduce spending or increase tax rates to reduce inflationary pressures.  Or during a 
recession, the government might reduce tax rates and increase spending in an attempt 
to stimulate aggregate demand, as it did in 2009 and 2010 during a major global reces-
sion.  Having fiscal expansions during recessions and fiscal contractions during booms 
is one way of implementing  counter-cyclical fiscal policy.   

 How does the presence of government debt affect the governments ability to con-
duct such counter-cyclical fiscal policy?  Perhaps the easiest way to answer this question 
is to recall the equation that describes the change in the debt-to-GDP ratio:  

   d = x + 1 r - g2 * d    

 This equation shows that the  change   in the debt-to-GDP ratio ( d )  depends on the 
current  level  of the debt-to-GDP ratio (  d ) .  For example,  if the real interest rate exceeds 
the growth rate of real GDP, so that  r     g  is  positive,  the increase in the debt-to-GDP 
ratio ( d )  will be higher if  d  is  already high than if it is  low (for any given value of  x  ) .  

      Budget deficits used to finance investment projects may not 
harm future generations because the future generations will 
benefit from the investment.
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We examine the case where  r     g  is  positive because this is  the typical situation in a 
developed economy such as Canadas.  

 With this  relationship in mind,  consider the problem faced during a recession 
by a government considering an expansionary fiscal  policy.  Such a policy would 
increase the primary budget deficit and therefore increase  x.   On the one hand,  there 
would be short-run benefits  from the higher level  of real  GDP;  on the other hand, 
the government may be wary of taking actions that lead to  large increases  in the 
debt-to-GDP ratio.  

 If  d   is  relatively small,  the government has a great deal of flexibility in conducting 
counter-cyclical fiscal policy.  The small value of  d   implies  that  d   will  be rising only 
slowly in the absence of a primary deficit.  Thus,  the government may be able to 
increase the primary deficiteither by increasing program spending or by reducing 
tax rateswithout generating a large increase in the debt-to-GDP ratio.  But the gov-
ernment has significantly less  flexibility if the stock of outstanding government debt 
is  already very large.  In this  case,  and with our assumption that  r   is  greater than  g  ,  
the high value of  d   means that even in the absence of a primary budget deficit,   d   will 
be increasing quickly.  Thus,  any increase in the primary deficit associated with the 
counter-cyclical fiscal policy runs the danger of generating increases in the debt-to-
GDP ratio that may be viewed by creditors as  unsustainable.  Such perceptions of 
unsustainability may lead to an increase in the real interest rate on government debt,  
which exacerbates the problem by driving  d   up even faster.  

 The idea that a large and rising stock of government debt could  tie the hands  
of the government in times when it would otherwise want to conduct counter-cyclical 
fiscal policy was brought to the fore of Canadian economic policy by the late Doug-
las Purvis  of Queens  University (and a co-author of this  textbook for many years) .  
Purvis  argued in the mid-1980s that Canadian government deficits  must be brought 
under control quickly so that the debt would not accumulate to the point where the 
government would have no room left for fiscal stabilization policy.  These warnings 
were not heeded.  By the onset of the next recession in 1991 ,  the federal government 
had added roughly $200 billion to the stock of debt and the debt-to-GDP ratio was 
just less  than 70 percent.  Predictably,  the government felt unable to use discretionary 
fiscal policy to reduce some of the effects of the recession.  

 By 2008,  however,  the federal debt-to-GDP ratio had fallen to less  than 30 per-
cent as  a result of more than a decade of fiscal restraint and rapid economic growth.  
When the Canadian economy entered recession late in 2008,  the Conservative gov-
ernment recognized that Canadas  past fiscal prudence gave it the needed flexibility 
to design an aggressive counter-cyclical fiscal policy.  The federal budgets of 2009 
and 2010 announced large spending increases and tax reductions that were predicted 
to result in budget deficits  that would increase the debt-to-GDP ratio by roughly 4 
percentage points over the next two years.  The government was careful,  however,  
to indicate clearly its  intentions of returning the debt-to-GDP ratio to its  previously 
announced target of 25  percent.  The need for short-term fiscal stimulus was tempered 
by the recognition of the importance of long-term fiscal prudence.     

    31 .4   FORMAL FISCAL RULES   

 After more than two decades of persistent budget deficits  in Canada,  and then several 
years of budget surpluses,  the nature of political debate about fiscal policy shifted 
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considerably.  Whereas during the mid-1980s there was active political debate about 
whether deficits  were a problem,  and what costs  would be involved in reducing them, 
by 2007 all  major political parties  in Canada stressed the importance of avoiding 
significant budget deficits.  But the onset of the global recession in 2008  changed 
the debate again.  As the severity of the recession became clearer,  all  political parties 
argued the need for fiscal measures to stimulate the economy,  but at the same time 
accepted the goal of returning to a balanced budget (or surplus)  when the economy 
recovered.  

 In some quarters,  there is  support for the idea that legislation should be amended to 
impose restrictions on the size of budget deficits.  Would such legislation be desirable?  
We examine three different proposals.   

   Annual ly Balanced  Budgets  

 It  would be extremely difficult to balance the budget on an annual basis.  The reason 
is  that a  significant portion of the government budget is  beyond its  short-term con-
trol,  and a further large amount is  hard to change quickly.  For example,  the entire 
debt-service component of government expenditures is  determined by past borrow-
ing and thus cannot be altered by the current government.  Also,  many spending 
programs such as  equalization and public pensions are set in current legislation and 
cannot be changed without the lengthy process of legislative reform.  In addition,  as 
we saw in our discussion of the structural budget deficit,  changes in real GDP that 
are beyond the control of the government lead to significant changes in tax revenues 
(and transfer payments)  and thus generate significant changes in the budget deficit 
or surplus.  

 Even if it were possible for the government to control its  spending and revenues 
perfectly on a year-to-year basis,  it would probably be  undesirable   to  balance the 
budget every year.  Recall that tax revenues naturally rise in booms and fall  in reces-
sions;  and many expenditures on transfers fall in booms and rise in recessions.   As we 
first saw in   Chapter   22   ,  t    his  property of the tax-and-transfer system implies that fis-
cal policy contains a built-in stabilizer.  In recessions,  the increase in the budget deficit 
stimulates aggregate demand whereas in booms the budget surplus reduces aggregate 
demand.  

 But things would be very different with an annually balanced budget.  With a bal-
anced budget,  government expenditures would be  forced   to  adjust to the changing 
level of tax revenues.  In a recession,  when tax revenues naturally decline,  a balanced 
budget would require either a  reduction   in government expenditures or an  increase   
in tax rates,  thus generating a major  destabilizing   force on real GDP.  Similarly,  as  tax 
revenues naturally rise in an economic boom, a balanced budget would require either 
an increase in government expenditures or a reduction in taxes,  thus stimulating 
aggregate demand when an inflationary gap may already exist.    

  An annually balanced budget would eliminate the automatic  scal stabilizers and 
accentuate the swings in real GDP.  
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  Balancing the budget over the course of the business cycle is  in principle a desirable 
means of reconciling short-term stabilization with long-term  scal prudence.  The 
dif  culty in precisely de ning the business cycle,  however,  suggests that govern-
ments could best follow this as an approximate guide rather than as a formal rule.   

   Cycl ical ly Balanced  Budgets  

 One alternative to the extreme policy of requiring an annually balanced budget is  to 
require that the government budget be balanced over the course of a full economic 
cycle.  Budget deficits would be permitted in recessions as long as they were matched by 
surpluses in booms.  In this way, the built-in stabilizers could still perform their import-
ant role,  but there would be no persistent build-up of government debt.  In principle,  
this is  a desirable treatment of the tradeoff between the short-run benefits of deficits 
and the long-run costs of debt.  

 Despite its appeal,  the idea of cyclically balanced budgets has its problems as well.  
Perhaps the most important problem with a cyclically balanced budget is  an operational 
one.  In order to have a law that requires the budget to be balanced over the business 
cycle,  it is  necessary to be able to  define   the cycle precisely.  But there will always be dis-
agreement about what stage of the cycle the economy is currently in,  and thus there will 
be disagreement as to whether the current government should be increasing or reducing 
its deficit.  Compounding this problem is the fact that politicians will have a stake in the 
identification of the cycle.  Those who favour increased deficits will argue that this year 
is  an unusually bad year and thus an increase in the deficit is  justified;  deficit hawks,  
in contrast,  will always tend to find this year to be unusually good and thus a time to 
run budget surpluses.  

 A second problem is largely political.  Suppose one government runs large deficits 
for a few years during a recession and then gets replaced in an election.  Would the suc-
ceeding government then be bound to run budget surpluses after the recovery?  What 
one government commits itself to in one year does not necessarily restrict what it (or its 
successor)  does in the next year.    

  Most economists view a low and relatively stable debt-to-GDP ratio as the appro-
priate indicator of  scal prudence.  Their view permits a budget de cit such that the 
stock of debt grows no faster than GDP.   

   Maintaining a  Prudent Debt-to-GDP Ratio  

 A further problem with any policy that requires a balanced budgetwhether over one 
year or over the business cycleis that the emphasis is  naturally on the overall budget 
deficit.  But,  as we saw earlier in this chapter,  what determines the change in the debt-
to-GDP ratio is  the growth of the debt  relative   to the growth of the economy.  With a 
growing economy, it is  possible to have positive overall budget deficitsand thus a 
growing debtand still have a falling debt-to-GDP ratio.  Thus,  to the extent that the 
debt-to-GDP ratio is  the relevant gauge of a countrys debt problem, focus should be 
placed on the debt-to-GDP ratio rather than on the budget deficit itself.  
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    S U MMARY  

      31 .1      FACTS AND DEFINITIONS LO 1    

     The governments budget deficit is  equal to total gov-
ernment expenditure minus total government revenue.  
Since the government must borrow to finance any 
shortfall in its revenues,  the annual deficit is  equal to the 
annual increase in the stock of government debt.  When-
ever the deficit is  positive,  the stock of government debt 
is growing.   

    The primary budget deficit is  equal to the excess of the 
governments program spending over total tax revenues.   

    Large and persistent budget deficits beginning in the 
1970s increased the stock of debt so that by 1996 the 
federal government net debt was equal to 70 percent of 
GDP.  By 2008, after several years of fiscal contraction,  
the federal debt-to-GDP ratio was approximately 30 
percent.   

    The 20082009 recession increased the federal debt-
to-GDP ratio to 38  percent,  but it was projected to fall 
back down to 25  percent by 2020.     

      31 .2      TWO ANALYTICAL ISSUES LO 2    

     Since tax revenues tend to rise when real GDP rises,  
the overall budget deficit tends to rise during recessions 
and fall during booms.  This tendency makes the budget 
deficit a poor measure of the stance of fiscal policy.   

    The structural budget deficit is  the budget deficit that 
would exist with the current set of fiscal policies if real 
GDP were equal to potential GDP.  Changes in the struc-
tural deficit reflect changes in the stance of fiscal policy.   

    The change in the debt-to-GDP ratio from one year to 
the next is given by 

   d = x + 1 r - g2 * d    

  where  d   is  the debt-to-GDP ratio,   x   is  the primary 
deficit as  a  percentage of GDP,   r   is  the real  interest 
rate on government bonds,  and  g   is  the growth rate of 
real GDP.     

  This view recognizes that not all government debt represents a problem.  As we 
argued earlier in this chapter,  government expenditure on items that deliver benefits 
for many years can sensibly be financed by borrowing so that the future generations 
who benefit from the spending also bear some of the burden of repayment.  However,  
admitting that some government debt may be appropriate is  not to deny that genuine 
problems do exist when the governments debt-to-GDP ratio is  very high.  The chal-
lenge is then to permit government budget deficits necessary to finance worthwhile 
public investment while at the same time ensuring that the debt-to-GDP ratio does not 
become excessive.  Such an approach to fiscal policy would be considered prudent by 
many economists.  

 By this standard,  the Canadian federal budgets of the last several years have been 
prudent because they have led to a growth rate in the stock of debt smaller than the 
growth rate of real GDP, and thus a reduction in the debt-to-GDP ratio.  For example,  
in 1996, the debt-to-GDP ratio reached its recent maximum of 70 percent.  Significant 
fiscal contractions,  combined with strong economic growth,  led to a decline in the debt-
to-GDP ratio to 50 percent by 2001 ,  less than 40 percent by 2005,  and less than 30 
percent by 2008.  The arrival of the 2008  global recession then led to substantial federal 
(and provincial)  budget deficits,  partly because of the recession-induced decline in net 
tax revenues and partly because of policy actions taken to stimulate the economy.  The 
federal debt-to-GDP ratio increased to 38  percent by 2010.  By 2015,  however,  after 
five years of modest recovery,  the federal budget was almost balanced,  the debt-to-GDP 
ratio was below 30 percent,  and most forecasts showed the debt ratio to be approach-
ing 25  percent by 2020.     
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      31 .3        THE EFFECTS OF GOVERNMENT DEBT AND DEFICITS LO 3,  4    

     In a closed economy, the long-run effect of an increase 
in the budget deficit is  to reduce national saving and 
increase real interest rates.  This increase in interest rates 
reduces the amount of investment.   

    In an open economy, the long-run effect of an increase 
in the budget deficit is  to push up interest rates and 
attract foreign financial capital.  This leads to a currency 
appreciation and a reduction in net exports.   

    Unless government debt is incurred to finance worth-
while public investments,  the long-term burden of the 

debt is a redistribution of resources away from future 
generations and toward current generations.   

    A large debt-to-GDP ratio may lead creditors to expect 
increases in inflation, as the government attempts to 
finance deficits through the creation of money.  Such 
increases in inflationary expectations hamper the con-
duct of monetary policy.   

    The higher is the debt-to-GDP ratio,  the more con-
strained is the government in conducting counter-
cyclical fiscal policy.     

      31 .4     FORMAL FISCAL RULES LO 5    

     Since tax revenues (net of transfers)  naturally rise as 
real GDP increases,  legislation requiring an annually 
balanced budget forces either expenditures to rise or tax 
rates to fall during booms.  This produces destabilizing 
fiscal policy.   

    Cyclically balanced budgets,  in principle,  permit the 
short-run benefits of deficits to be realized without 
incurring the long-run costs of debt accumulation.  
Implementation of this policy is difficult,  however,  

since the precise identification of the business cycle is 
controversial.   

    Moderate budget deficits need not lead to increases in 
the debt-to-GDP ratio if the economy is growing.   

    Prudent fiscal policy can permit budget deficits during 
recessions and allow the financing of worthwhile public 
investments,  while ensuring that the debt-to-GDP ratio 
does not become excessive.      
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   KEY  CON CEPTS  

    STUDY EXERCISES 

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

   MyEconLab    

      Fill in the blanks to make the following statements 
correct.  

    a.  The governments budget constraint shows that 
government expenditures must be equal to the sum 
of            and           .   

   b.  The governments annual budget deficit is  the 
excess of total            over total            in a given year.   

   c.  If the governments total budget deficit is  $20 bil-
lion and its debt-service payments are $18  billion,  

then its            is  $2 billion.  If the total budget deficit 
is  $20 billion and its debt-service payments are $26 
billion,  then its            is  $6 billion.      

      Fill in the blanks to make the following statements 
correct.  

    a.  When there is no change in the governments fiscal 
policy it is  still possible for the budget deficit to fall 
because           .   
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   e.  Suppose you know that Debtlands debt-to-GDP 
ratio was the same in 2017 as in 2009.  By what 
percentage did GDP grow between 2009 and 
2017?      

     The figure below shows the budget deficit function for 
a country.    

 

0

Surplus

Defcit

Real GDP

(G  +  iD   T)

   

    a.  Explain why the budget deficit function is down-
ward sloping.   

   b.  If the government increases its level of purchases 
(  G  ) ,  what happens to the budget deficit at any level 
of real GDP?  Show this in the diagram.   

   c.  If the government increases the net tax rate,  what 
happens to the deficit at any level of real GDP?  
Show this in the diagram.   

   d .  Explain why a rise in the actual budget deficit does 
not necessarily reflect a change in fiscal policy.   

   e.  How would a fiscal expansion appear in the dia-
gram?  A fiscal contraction?      

      In the late 1990s,  the U.S.  government was slightly 
ahead of the Canadian government in reducing its 
budget deficit.  The following table shows the actual 
budget deficit and the structural budget deficit (both 
as a percentage of GDP)  for the United States from 
1989 to 1997.    

Year Actual De cit Structural De cit

1989 2.8 2.9

1990 3.9 3.2

1991 4.6 3.4

1992 4.7 3.7

1993 3.9 3.7

1994 3.0 2.8

1995 2.3 2.6

1996 1 .4 1 .6

1997 0.3 1 .0

   b.  For a given set of fiscal policies,  the budget deficit 
           as real GDP rises and            as real GDP falls.   

   c.  The structural budget deficit is  the deficit that 
would exist if real GDP equalled            and the 
governments            were at their current levels.   

   d .  Suppose the real interest rate is 2 percent and the 
growth rate of real GDP is 1 .5  percent.  If the gov-
ernment wants to stabilize the debt-to-GDP ratio,  
then it is  necessary to have a(n)            .      

      Fill in the blanks to make the following statements 
correct.  

    a.  In a closed economy, when the government bor-
rows to finance the deficit,  interest rates will 
           and some private investment will be           .   

   b.  In an open economy, when the government bor-
rows to finance the deficit,  interest rates will           ,  
the Canadian dollar will           ,  and net exports 
will           .   

   c.  Suppose a law was passed that required the govern-
ment to balance its budget each year.  Fiscal policy 
would then have a(n)             effect.   

   d .  A cyclically balanced budget is difficult to imple-
ment because it is  difficult to identify the           .      

      The table below shows government spending data 
over eight years in Debtland.  All figures are in billions 
of dollars.  The symbols used are as defined in the text.    

Year
 G   
(1 )

 T  
(2)

 iD   
(3)

Budget 
De cit 
(4)

Primary 
Budget 
De cit 
(5)

Stock 
of 

Debt 
(6)

2010 175 175 25   

2011 180 180 26   

2012 185 185 27   

2013 188 190 26   

2014 185 195 25   

2015 185 200 24   

2016 180 205 23   

2017 175 210 22   

    a.  Compute Debtlands budget deficit in each year 
and complete column 4 in the table.  (Since we are 
computing the deficit,  a negative number indicates 
a surplus.)   

   b.  Compute Debtlands primary budget deficit in each 
year and complete column 5  in the table.   

   c.  Suppose the initial stock of debt ( in 2009)  was 
$400 billion.  Noting that the deficit in 2010 adds 
to the existing stock of debt,  what is the stock of 
debt by the end of 2010?   

   d .  Compute the stock of debt for each year and 
complete column 6 in the table.   
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    a.  On a scale diagram (with the year on the horizontal 
axis) ,  graph the actual deficit and the structural 
deficit.   

   b.  From 1990 to 1994, the actual budget deficit is  
above the structural deficit.  Explain why.   

   c.  From 1995 to 1997, the actual budget deficit is  
below the structural deficit.  Explain why.   

   d.  Identify the periods when U.S.  fiscal policy was 
expansionary.   

   e.  Identify the periods when U.S.  fiscal policy was 
contractionary.   

   f.  Look back at   Figure   31 -5   .  How does the stance 
of U.S.  fiscal policy over this period compare with 
Canadas?      

      The Canadian federal budget moved from a surplus of 
$9.6 billion in the 20072008  fiscal year to a deficit of 
$5.8  billion the next year,  and a large deficit of $55.6 
billion in 20092010.  

    a.  Suppose real GDP was at potential in each of the 
first two years.  What can you conclude about the 
cause of the change in the budget deficit?  Show this 
change in a diagram of the budget deficit function.   

   b.  Suppose from 20082009  to  20092010,  two 
things happened:  real  GDP fell  and the govern-
ment implemented an expansionary fiscal  policy 
(both of which were true) .  Show these two sep-
arate events  in a  diagram of the budget deficit 
function.      

      The following table shows hypothetical data from 
2010 to 2016 that can be used to compute the change 
in the debt-to-GDP ratio.  The symbols used are as 
defined in the text.    

Year
 x   
(1 )

 r  
(2)

 g  
(3)

 d  
(4)

 d  
(5)

2010     0.03  0.045 0.025 0.70      

2011     0.02 0.04 0.025           

2012     0.01  0.035 0.025           

2013     0.00  0.035 0.025           

2014 20.01 0.03 0.025           

2015 20.02 0.03 0.025           

2016 20.03  0.025 0.025           

    a.  Remember from the text that the change in the 
debt-to-GDP ratio ( d )  during a year is given by 
 d  =   x   +  (  r     g )  d .  Compute  d  for 2010.   

   b.  Note that  d  at the beginning of 2011  is equal to 
 d  at the beginning of 2010 plus  d  during 2010.  
Compute  d  in 2011 .   

   c.  Using the same method, compute  d  and  d  for each 
year,  and complete columns 4 and 5.   

   d .  Plot  d  in a scale diagram with the year on the hori-
zontal axis.  What discretionary variable was most 
responsible for the observed decline in  d ?   

   e.  Note that as the primary deficit (  x  )  falls  between 
2010 and 2016, there is also a downward trend in 
the real interest rate.  Can you offer an explanation 
for this?      

      The diagram below shows an  AD/AS   diagram.  The 
economy begins at  E   0   with output equal to  Y * .  Sup-
pose the government in this closed economy increases 
 G   and finances it by running a deficit (borrowing).  
The  AD   curve shifts to the right.  

    a.  How does the interest rate at  E   1   compare with that 
at  E   0  ?  Explain.   

   b.  Given your answer to part (a) ,  how does invest-
ment at  E   1   compare with investment at  E   0  ?   

   c.  Explain the economys adjustment toward  E   2  .  
What happens to the interest rate and investment?   

   d .  What is the likely long-run effect for the economy 
from the fiscal expansion?  Explain.    

 Real GDP
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      The diagram below shows an  AD/AS   diagram.  The 
economy begins at  E   0   with output equal to  Y * .  Sup-
pose the government in this closed economy decreases 
its budget deficit by increasing  T  (and keeping  G   
unchanged),  thus causing the  AD   curve to shift to 
the left.    
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    a.  How does the interest rate at  E   1   compare with that 
at  E   0  ?  Explain.   

   b.  Given your answer to part (a) ,  how does invest-
ment at  E   1   compare with investment at  E   0  ?   

   c.  Explain the economys adjustment toward  E   2  .  
What happens to the interest rate and investment?   

   d.  What is the long-run effect of the government defi-
cit on the growth rate of  Y * ?   

   e.  Comparing the short-run and the long-run effects 
of this policy,  what dilemma does the government 
face in reducing its deficit?      

     A Member of Parliament recently exclaimed, The 
prime ministers policies are working!  Lower interest 
rates combined with staunch fiscal policy have reduced 
the deficit significantly.  What do interest rates have 
to do with government spending and taxes when it 
comes to deficit management?           
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 The Gains from International  

Trade   

  TRADE between peoples and nations has been 

going on throughout human history,  and humans have 

gone to great lengths and endured severe hardship in 

order to reap the benefits of trade.  Centuries ago, for 

example, the inhabitants of remote islands in Southeast 

Polynesia travelled the open ocean in canoes for days at 

a time to trade oyster shells,  volcanic glass,  basalt,  and 

food items with inhabitants of other,  distant islands.  

 Today,  the logistics for trade may be less demand-

ing,  but the transactions themselves are no less 

important.  Canadian consumers buy cars from 

Germany, Germans take holidays in Italy,  Italians buy 

spices from Africa,  Africans import oil from Kuwait,  

Kuwaitis buy Japanese cameras,  and the Japanese buy 

Canadian lumber.   International trade   refers to the 

exchange of goods and services that takes place across 

international boundaries.  

 The founders of modern economics were concerned 

with the costs and benefits of foreign trade.  The 

eighteenth-century British philosopher and economist 

David Hume (17111776), one of the first to work out 

the theory of the price system, developed his concepts 

mainly in terms of prices in foreign trade.  Adam Smith 

(17231790), in  The Wealth of Nations  ,  attacked 

government restriction of international trade.  David 

Ricardo (17721823)  developed the basic theory of the 

gains from trade that we study in this chapter.  The 1846 

repeal of the Corn Lawstariffs on the importation of 

corn and other grains into the United Kingdomand 

the transformation of that country during the nine-

teenth century from a country of high tariffs to one of 

complete free trade were to some extent the result of 

arguments by economists whose theories of the gains 

from international trade led them to condemn tariffs.    

       32  

     CHAPTER  OUTLI NE   

       32.1   THE GAINS  FROM  TRADE    

     32.2    THE DETERMINATION  OF TRADE 

PATTERNS       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  expla in  why the ga ins from  trade depend  on  the pattern  of 

comparative advantage.   

  2  understand  how factor endowments and  cl imate can  in uence 

a  countrys comparative advantage.   

  3  describe the law of one price.   

  4 expla in  why countries export some goods and  import others.     

      PART    1 2   :  CANADA  I N  TH E  GLOBAL  ECONOMY            

775
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  International trade is becoming increasingly import-
ant, not just for Canada but for the world as a whole.  As 
  Figure   32-1    shows, the volume of world trade has grown 
much faster than world real GDP over the past six dec-
ades.  Since 1950, the worlds real GDP has increased by 
more than eight times, an average annual growth rate of 
3.6 percent.  Over the same period, however, the volume 
of world trade has increased by more than 35 times, an 
average annual growth rate of 5.9 percent.  

    Figure   32-2   shows some data for Canadian trade 
in 2014.  The bar chart shows the value of Canadian 
exports and imports of goods in several broad indus-
try groupings.  There are three important points to note 
from the figure.  First,  international trade is very import-
ant for Canada.  In 2014, Canada exported $529 billion 
and imported $524 billion in goodsif we added trade 
in services, each of these values would be higher by about 
$100 billion; each flow (exports and imports)  amounts 
to about 32 percent of GDP.  Second, exports and 
imports are roughly the same size, so that the  volume   of 
trade is much larger than the  balance   of tradethe value 
of exports minus the value of imports.  Third, in most 
of the industry groupings there are significant amounts 
of both imports and exports.  Such  intra-industry 
trade   will be discussed later in the chapter.  Canada does 
not just export resource products and import manufac-
tured goods; it also imports many resource products 
and exports many manufactured goods.  

  In this chapter,  we examine the increases in average 
living standards that result from international trade.  
We find that the source of the gains from trade lies in 
differing cost conditions among geographical regions.  
World income would be vastly lower if countries did 
not specialize in the products in which they have the 
lowest opportunity costs of production.  These costs 
are partly determined by natural endowments (geo-
graphical and climatic conditions),  partly by public 
policy,  and partly by historical accident.  

    32.1    THE GAINS FROM TRADE   

 An economy that engages in international trade is called an   open economy   ;  one that 
does not is  called a   closed economy   .  A situation in which a country does no foreign 
trade is called one of  autarky  .        

 Although politicians often regard foreign trade differently from domestic trade,  
economists from Adam Smith on have argued that the causes and consequences of 
international trade are simply an extension of the principles governing trade between 
domestic firms and individuals.  What are the benefits of trade among individuals,  
among groups,  among regions,  or among countries?  

   The volume of world trade has grown much faster 
than world GDP over the past six decades.   The figure 
shows the growth of real GDP and the volume of trade 
since 1950.  Both are expressed as index numbers,  set 
equal to 100 in 1950.  Real world GDP has increased 
more than eight times since 1950; world trade volume 
has increased by over 35  times.  The major global reces-
sion in 2009 is clearly evident with the sharp decline in 
the flow of trade in that year.   

  (  Source:   Adapted from World Trade Organization, 

 International Trade Statistics 201 4  ,  Table A1 .   www.

wto.org . )    

      FIGURE   32-1       The Growth  in  World  Trade,  
19502013    
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    open economy     An  economy 

that engages in  international  

trade.    

    closed  economy     An  economy 

that has no foreign  trade.    
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   I nterpersonal ,  I nterregional ,  and  International  Trade  

 To begin,  consider trade among individuals.  Without trade, each person would have to 
be self-sufficient:  Each would have to produce all the food,  clothing, shelter,  medical 
services,  entertainment,  and luxuries that he or she consumed.  Because no individual 
could effectively produce such a large range of products,  a world of individual self-
sufficiency would be a world with extremely low living standards:  individuals would 
work very hard but not be able to produce or consume very much.  

 Trade among individuals allows people to specialize in activities they can do well 
and to buy from others the goods and services they cannot easily produce.  A good doc-
tor who is a bad carpenter can provide medical services not only for her own family but 
also for a good carpenter without the training or the ability to practise medicine.  Trade 
and specialization are intimately connected.  

   Canada exports and imports large volumes of goods in most industries.   The data show the 
value of goods exported and imported by industry in 2014 (trade in services is not shown).  
The total value of goods exported was $529 billion;  the total value of goods imported was 
$524 billion.   

  (  Source:   These data are available on Statistics Canadas website:   www.statcan.gc.ca . )    

      FIGURE   32-2       Canadian  Exports and  Imports of Goods by Industry,  2014   
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  Without trade, everyone must be self-suf  cient; with trade, people can specialize in 
what they do well and satisfy other needs by trading.   

  The same principle applies to regions.  Without interregional trade, each region 
would be forced to be self-sufficient.  With trade,  each region can specialize in pro-
ducing products for which it has some natural or acquired advantage.  Prairie regions 
can specialize in growing grain,  mountain regions in mining and forest products,  and 
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regions with abundant power can specialize in manufacturing.  Cool regions can pro-
duce wheat and other crops that thrive in temperate climates,  and hot regions can 
grow such tropical crops as bananas,  sugarcane,  and coffee.  The living standards of 
the inhabitants of all regions will be higher when each region specializes in products in 
which it has some natural or acquired advantage and obtains other products by trade 
than when all regions seek to be self-sufficient.  

 This same principle also applies to countries.  A national boundary is a political 
invention and rarely delimits an area that is naturally self-sufficient.  Countries,  like 
regions and individuals,  can gain from specialization.  More of some goods are pro-
duced domestically than residents want to consume, while residents would like to con-
sume larger quantities of other goods than are produced domestically.  International 
trade is necessary to achieve the gains that international specialization makes possible.  

    gains from trade     The increased  

output attributable to  the 

special ization  that is made 

possible by trade.    

  With trade, each individual, region, or country is  able to concentrate on producing 
goods and services that it produces ef  ciently while trading to obtain goods and 
services that it does not produce ef  ciently.   

  Specialization and trade go hand in hand because there is  no incentive to achieve 
the gains from specialization without being able to trade the goods produced for goods 
desired.  Economists use the term   gains from trade    to embrace the results of both.      

   I l lustrating the Gains from Trade  

 Our discussion so far has emphasized the  differences   that exist between individuals,  
regions,  and countries,  and how these differences lie behind the benefits derived from 
trade.  In order to show these benefits more precisely,  we will focus on trade between 
two countries.  We make the important assumption that within each country the average 
cost of production of any good is independent of  how much   of that good is produced.  

That is,  we are making the assumption of  constant costs.   
(We relax this assumption later.)  Our example involves 
two countries and two products,  but the general principles 
apply to the case of many countries and many products.  

   Absolute Advantage    One region is  said to have an 
 absolute advantage   over another in the production of 
good  X  when an equal quantity of resources can produce 
more  X   in the first region than in the second.  Or,  to put 
it differently,  if it takes fewer resources to produce one 
unit of good  X   there than in another country.    Table   32-1    
shows an example.  The two countries  are Canada and 
the European Union (EU),  and the two goods are wheat 
and cloth.  The table shows the  absolute cost  of producing 
one unit of wheat and one unit of cloth in each country.  
The absolute cost is  the dollar cost of the labour,  capital,  
and other resources required to produce the goods.  Thus,  
the country that can produce a specific good with fewer 
resources can produce it at a lower absolute cost.      

   Absolute advantage reflects the differences in 
absolute costs of producing goods between coun-
tries.   The numbers show the dollar cost of the 
total amount of resources necessary for producing 
wheat and cloth in Canada and the EU.  Note that 
Canada is a lower-cost producer than the EU for 
both wheat and cloth.  Canada is therefore said to 
have an absolute advantage in the production of 
both goods.    

    TABLE   32-1       Absolute Costs and  Absolute 
Advantage   

Wheat (kilograms) Cloth (metres)

Canada $1  per kilogram $5 per metre

EU $3  per kilogram $6 per metre

    absolute advantage     When  

one country can  produce some 

commodity at lower absolute 

cost than  another country.    
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 In   Table   32-1   ,  the absolute cost for both wheat and cloth is less in Canada than 
in the EU.  Canada is therefore said to have an  absolute advantage   over the EU in the 
production of both wheat and cloth because it is a more efficient producerit takes less 
labour and other resources to produce the goods in Canada than in the EU.  

 The situation in   Table   32-1    is  hypothetical,  but it is  encountered often in the real 
world.  Some countries,  because they have access to cheap natural resources or low-cost 
labour or more sophisticated capital equipment,  are low-cost producers for a wide 
range of products.  Does this mean that high-cost countries stand no chance of being 
successful producers in a globalized world of international trade?  Will the low-cost 
countries produce everything,  leaving nothing to be done by high-cost countries?  The 
answer is no.  As we will see immediately,  the gains from international trade do  not  
depend on the pattern of absolute advantage.   

   Comparative Advantage    The great English economist David Ricardo (17721823)  
was the first to provide an explanation of the pattern of international trade in a world 
in which countries had different costs.  His theory of  comparative advantage   is  still 
accepted by economists as a valid statement of one of the major sources of the gains 
from international trade.  A country is said to have a   comparative advantage    in the 
production of good  X  if the cost of producing  X in terms of forgone    output of other 
goods   is  lower in that country than in another.  Thus,  the pattern of comparative advan-
tage is based on  opportunity costs   rather than absolute costs.    Table   32-2   illustrates the 
pattern of comparative advantage in the CanadaEU example.  The opportunity cost 
in Canada for one kilogram of wheat is  computed by determining how much cloth 
must be given up in Canada in order to produce an additional kilogram of wheat.  
From   Table   32-1   ,  the absolute costs of wheat and cloth were $1  per kilogram and 
$5  per metre,  respectively.  Thus,  in order to produce one extra kilogram of wheat,  
Canada must use resources that could have produced one-fifth of a metre of cloth.  
So the opportunity cost of one kilogram of wheat is 0.2 metres of cloth.  By exactly 
the same reasoning, the opportunity cost of 
one metre of cloth in Canada is 5.0 kilo-
grams of wheat.  These opportunity costs 
are shown in   Table   32-2  .     

  Even though a country may have an 
absolute advantage in all goods (as Canada 
does in   Table   32-1   ) ,  it  cannot  have a com-
parative advantage in all goods.  Similarly,  
even though a country may be inefficient in 
absolute terms and thus have an absolute 
disadvantage in all goods (as is  the case for 
the EU in   Table   32-1   )  it  cannot  have a 
comparative disadvantage in all goods.  In 
  Table   32-2  ,  Canada has a comparative 
advantage in the production of wheat 
because Canada must give up less cloth to 
produce one kilogram of wheat than must 
be given up in the EU.  Similarly,  the EU has 
a comparative advantage in the production 
of cloth because the EU must give up less 
wheat in order to produce one metre of 
cloth than must be given up in Canada.  

   Comparative advantages reflect opportunity costs that differ 
between countries.   The opportunity costs are computed using the 
data provided in   Table   32-1   .  For example,  for Canada to produce 
one additional kilogram of wheat,  it must use resources that could 
have been used to produce 0.2 metres of cloth;  the opportunity 
cost of 1  kg of wheat in Canada is therefore 0.2 metres of cloth.  
The comparative advantages for each country are shown by the 
shaded rows.  Canada has a comparative advantage in wheat pro-
duction because it has a lower opportunity cost for wheat than 
does the EU.  The EU has a comparative advantage in cloth because 
its opportunity cost for cloth is lower than that in Canada.    

    TABLE   32.2       Opportunity Costs and  Comparative 
Advantage   

Canada: opportunity cost of 1  kg of wheat 5  0.2 m cloth

EU: opportunity cost of 1  kg of wheat 5  0.5  m cloth

Canada: opportunity cost of 1  m of cloth 5  5  kg wheat

EU: opportunity cost of 1  m of cloth 5  2  kg wheat

    comparative advantage     When  

a  country can  produce a  good  

with  less forgone output of other 

goods than  can  another country.    

M32A_RAGA3072_1 5_SE_P1 2. indd   779 07/01 /1 6   3: 1 3 PM



780 P A R T  1 2 : C A N ADA  I N  TH E  G LO B A L  E C O N O M Y

  In our example,  total world wheat production 
can be increased if Canada devotes more resources 
to the production of wheat and fewer resources to 
the production of cloth.  Similarly,  total world cloth 
production can be increased if the EU devotes more 
resources to the production of cloth and fewer to 
wheat.  In the extreme case,  Canada could  specialize   
by producing  only   wheat and the EU could special-
ize by producing only cloth.  Such reallocations of 
resources increase total world output because each 
country is producing more of the good in which it 
has the lowest opportunity cost.  The gains from spe-
cialization along the lines of comparative advantage 
are shown in   Table   32-3   .     

  The gains from specialization and trade depend 
on the pattern of comparative, not absolute,  
advantage.   

   Whenever opportunity costs differ between countries,  
specialization can increase the worlds production of 
both products.   These calculations show that there are 
gains from specialization given the opportunity costs of 
  Table   32-2  .  To produce five more kilograms of wheat,  
Canada must sacrifice 1 .0 m of cloth.  To produce two 
more metres of cloth,  the EU must sacrifice 4.0 kg of 
wheat.  This combination of changes increases world 
production of both wheat and cloth.    

    TABLE   32-3      The Gains from Special ization    

Changes from each country producing more units of 
the product in which it has the lower opportunity cost

Wheat (kilograms) Cloth (metres)

Canada 15.0 2 1 .0

EU 24.0 12.0

Total 1 1 .0 1 1 .0

  World output increases if countries specialize in the production of the goods in 
which they have a comparative advantage.   

  Not  every possible   pattern of specialization, however,  is  beneficial for the world.  
In our example,  if Canada were to specialize in cloth and the EU in wheat,  total world 
output would  fall.   To see this,  note that in order to produce one extra metre of cloth 
in Canada, five kilograms of wheat must be sacrificed (see   Table   32-2  ) .  Similarly,  in 
order to produce four extra kilograms of wheat in the EU, two metres of cloth must be 
sacrificed.  Thus,  if each country produced these additional units of the wrong  good, 
total world output of wheat would fall by one kilogram and total output of cloth would 
fall by one metre.    

  Specialization of production  against  the pattern of comparative advantage leads to 
a decline in total world output.   

   Production  Possibi l ities Boundaries    We have discussed comparative advantage in 
terms of opportunity costs.  We can also illustrate it by considering the two countries  pro-
duction possibilities boundaries.  Recall  from   Chapter   1     the connection between a countrys 
production possibilities boundary and the opportunity costs of production.  The slope of 
the production possibilities boundary indicates the opportunity costs.  The existence of dif-
ferent opportunity costs across countries implies comparative advantages that can lead to 
gains from trade.    Figure   32-3    illustrates how two countries can both gain from trade when 
they have different opportunity costs, which are independent of the level of production.  
An alternative diagrammatic illustration of the gains from trade appears in  Extensions in 
Theory 32-1  ,  where the production possibilities boundary is concave (which means that 
the opportunity cost for each good is higher when more of that good is being produced).  
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  The conclusions about the gains from trade arising from international differences 
in opportunity costs are summarized below.  

    1.  The opportunity cost of producing  X  is  the output of other products that must be 
sacrificed in order to increase the output of  X  by one unit.   

   2.  Country A has a comparative advantage over Country B in producing a product 
when its opportunity cost of production is lower.  This implies,  however,  that 
Country A has a comparative  dis  advantage in some other product(s) .   

   3.  When opportunity costs for all products are the same in all countries, there is no com-
parative advantage and there is no possibility of gains from specialization and trade.   

   4.  When opportunity costs differ in any two countries and both countries are produ-
cing both products,  it is  always possible to increase production of both products 
by a suitable reallocation of resources within each country.    

 Though the concepts of comparative advantage and specialization are relatively 
straightforward,  it is  helpful to work through numerical examples to solidify your 

      FIGURE   32-3      The Gains from Trade with  Constant Opportunity Costs   
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   International trade leads to specialization in production and increased consumption possibilities.   The bottom, purple 
lines in parts ( i)  and ( ii)  represent the production possibilities boundaries for Canada and the EU, respectively.  In the 
absence of any international trade,  these also represent each countrys consumption possibilities.   

  The difference in the slopes of the production possibilities boundaries reflects differences in comparative advan-
tage,  as shown in   Table   32-2  .  In each part the opportunity cost of increasing production of wheat by the same amount 
(measured by the distance  ba  )  is  the amount by which the production of cloth must be reduced (measured by the dis-
tance  bc  ) .  The relatively steep production possibilities boundary for Canada thus indicates that the opportunity cost 
of producing wheat in Canada is less than that in the EU.   

  If trade is possible at some relative prices between the two countries  opportunity costs of production, each coun-
try will specialize in the production of the good in which it has a comparative advantage.  In each part of the figure,  the 
slope of the upper,  green line shows the relative prices at which trade takes place.  Production occurs in each country at 
point  S   ( for specialization);  Canada produces only wheat,  and the EU produces only cloth.   

  Consumption possibilities for each country are now given by the upper,  green line that passes through point  S.   
Consumption possibilities are increased in both countries;  consumption may occur at some point,  such as  d ,  that 
involves a combination of wheat and cloth that was not attainable in the absence of trade.    
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 Examining the gains from trade is relatively easy in the 
case where each countrys production possibilities bound-
ary is a straight line.  What happens in the more realistic 
case where the production possibilities boundary is con-
cave?  As this box shows,  the same basic principles of the 
gains from trade apply to this more complex case.  

 International trade leads to an expansion of the set of 
goods that can be consumed in the economy in two ways:  

    1.  By allowing the bundle of goods consumed to dif er 
from the bundle produced  

   2.  By permitting a pro table change in the pattern of 
production   

 Without international trade,  the bundle of goods 
produced must be the same as the bundle consumed.  
With international trade,  the consumption and produc-
tion bundles can be altered independently to reflect the 
relative values placed on goods by international markets.  

   Fixed  Production   

 In each part of the figure,  the purple curve is the econ-
omys production possibilities boundary.  In the absence 
of international trade,  the economy must consume the 
same bundle of goods that it produces.  Thus,  the produc-
tion possibilities boundary is  also the consumption pos-
sibilities boundary.  Suppose the economy produces and 
consumes at point  a  ,  with  x   1   of good  X  and  y   1   of good 
 Y ,  as in part ( i)  of the figure.  

   EXTENSI ONS  I N  THEORY 32 -1  

 The Gains from Trade More Generally   

 Next suppose that production remains at point  a   
but we now allow good  Y  to be traded for good  X  inter-
nationally.  The consumption possibilities are now shown 
by the line  tt  drawn through point  a  .  The slope of  tt  indi-
cates the quantity of  Y  that exchanges for a unit of  X  on 
the international marketthat is,  the relative price of  X  
in terms of  Y.   

 Although production is fixed at point  a  ,  consump-
tion can now be anywhere on the line  tt.   For example,  the 
consumption point could be at  b.   This could be achieved 

understanding.   Applying Economic Concepts 32-1   provides two examples and works 
through the computations of absolute and comparative advantage.    

   The Gains from Trade with  Variable Costs  

 So far,  we have assumed that opportunity costs are the same whatever the scale of 
output,  and we have seen that there are gains from specialization and trade as long as 
there are differences in opportunity costs across countries.  If costs vary with the level 
of output,  or as experience is acquired via specialization,   additional  gains are possible.  

   Economies of Scale    In many industries,  production costs fall as the scale of output 
increases.  The larger the scale of operations,  the more efficiently large-scale machinery 
can be used and the more a detailed division of tasks among workers is  possible.  Small 
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by exporting  y   2   y   1   units of  Y  and importing  x   1   x   2   units of 
X.   Because point  b   (and all others on line  tt  to the right 
of  a  )  lies outside the production possibilities boundary,  
there are potential gains from trade.  Consumers are no 
longer limited by their own countrys production possi-
bilities.  Let us suppose that they prefer point  b   to point  a.
They have achieved a gain from trade by being allowed 
to exchange some of their production of good  Y  for some 
quantity of good  X  and thus to consume more of good  X
than is produced at home.   

   Variable Production   

 In general,  however,  openness to trade with other coun-
tries will change the pattern of domestic production, and 
this will create  further  gains from trade.  The country can 
now produce the bundle of goods that is most valuable 
in world markets.  That is represented by the bundle  d
in part ( ii) .  The consumption possibilities boundary is 
shifted to the line  t  t  by changing production from  a
to  d  and thereby increasing the countrys degree of spe-
cialization in good  Y.   For every point on the original 
consumption possibilities boundary  tt ,  there are points 
on the new boundary  t  t  that allow more consumption 
of both goodsfor example,  compare points  b   and  f.
Notice also that,  except at the zero-trade point  d ,  the 
new consumption possibilities boundary lies  everywhere 
above the production possibilities boundary  .  

 The benefits of moving from a no-trade position,  
such as point  a  ,  to a trading position,  such as points  b   
or  f ,  are the  gains from trade   to the country.  When the 
production of good  Y  is  increased and the production of 
good  X   decreased,  the country is able to move to a point,  
such as  f ,  by producing more of good  Y ,  in which the 
country has a comparative advantage,  and trading the 
additional production for good  X .       

countries (such as Switzerland,  Belgium, and Israel)  whose domestic markets are not 
large enough to exploit economies of scale would find it prohibitively expensive to 
become self-sufficient by producing a little bit of everything at very high cost.  

 One of the important lessons learned from patterns of world trade since the Second 
World War has concerned scale economies and product differentiation.  Virtually all of 
todays manufactured consumer goods are produced in a vast array of differentiated 
product lines.  In most industries,  any one firm produces only one or a few of the dif-
ferent versions of the product.  It does this because it is  producing for a larger foreign 
market,  and by focusing on only a few versions of the product,  it can achieve the bene-
fits of the associated scale economies.  The result is  that different countries specialize 
in different  versions   of similar products,  and then trade with one another.  Such trade 
is referred to as  intra-industry trade   and reflects the prevalence of scale economies and 
product differentiation in many industries.     

 This aspect of trade was first dramatically illustrated when the European Com-
mon Market (now known as the European Union)  was established in the late 1950s.  

y
1

t

t 9

a

b

f

d

Q
u
a
n
ti
ty
 o
f 
G
o
o
d
 Y

y
2

0 x
1

Quantity of Good X

x2 t t 9

Consumption possibilities
boundary when production 
occurs at point d

  

M32A_RAGA3072_1 5_SE_P1 2. indd   783 07/01 /1 6   3: 1 3 PM



784 P A R T  1 2 : C A N ADA  I N  TH E  G LO B A L  E C O N O M Y

Economists had expected that specialization would occur according to the theory of 
comparative advantage,  with one country specializing in cars,  another in refrigerators,  
another in fashion and clothing,  another in shoes,  and so on.  This is  not the way it 
worked out.  Instead, much of the vast growth of trade was in intra-industry tradethat 
is,  trade of goods or services within the same broad industry.  Today,  one can buy French, 
English,  Italian,  and German fashion goods,  cars,  shoes,  appliances,  and a host of other 
products in Paris,  London, Rome, and Berlin.  Ships loaded with Swedish furniture bound 
for London pass ships loaded with English furniture bound for Stockholm, and so on.  

   APPLYI NG  ECONOM IC  CONCEPTS  32 -1  

 Two Examples of Absolute and Comparative Advantage   

   Example #1  

 Argentina and Brazil can both produce fish and leather.  
The table shows the total resource cost,  in dollars,  of 
producing one kilogram of each good in both countries.    

Fish (kg) Leather (kg)

Argentina $2 $5

Brazil $3 $4

  Absolute Advantage   Argentina is the more efficient 
producer of fish since its total resource cost ($2)  is  less 
than Brazils ($3),  and so it has the absolute advantage 
in producing fish.  Brazil has the absolute advantage in 
producing leather.  

  Comparative Advantage   To know the pattern of com-
parative advantage,  we must compute the  opportunity 
costs of production.   In Argentina,  producing one more 
kilogram of leather requires using $5  of resourcesthe 
amount that could have been used to produce 2.5  kg of 
fish.  Thus,  producing 1  kg of leather involves giving up 
2.5  kg of fish.  In Brazil,  however,  one extra kilogram of 
leather only requires a sacrifice of 1 .33  kg of fish.  Since 
Brazil has the lower opportunity cost for leather ( it gives 
up the least fish),  it has the comparative advantage in 
leather production.  

 The opportunity cost for fish production  must  be 
the inverse of that for leather.  In Argentina,  one extra 
kilogram of fish costs  0.4 kg of leather.  In Brazil,  one 
extra kilogram of fish costs  0.75  kg of leather.  Since 
Argentina has the lower opportunity cost of fish,  it has 
the comparative advantage in fish production.  

  Specialization   If Argentina and Brazil were to trade 
with each other,  total production would be increased if 
each country specialized in the production of the good 
in which it has the comparative advantage.  Argentina 
should produce fish and buy its leather from Brazil;  Brazil 
should produce leather and buy its fish from Argentina.   

   Example #2  

 Switzerland and Austria can both produce glass and 
chocolate.  Each country has 1000 units of identical 
resources,  which we will call  labour.  The table shows 
the maximum amount of each good that each country 
could produce if it devoted all of its labour to the pro-
duction of that good.    

Glass ( tonnes) Chocolate (kg)

Austria 5  000 400 000

Switzerland 4 000 200 000

  Absolute Advantage   Each unit of labour in Austria can 
produce 5  tonnes of glass or 400 kg of chocolate.  The 
identical unit of labour in Switzerland can produce only 
4 tonnes of glass or 200 kg of chocolate.  Switzerland 
is less efficient than Austria in the production of both 
goods;  Austria therefore has the absolute advantage in 
 both   goods.  

  Comparative Advantage   Once again,  we need to 
know the opportunity costs  of production.  In Austria,  
producing one extra tonne of glass  requires  giving up 
80  kg (=  400  000/5000)  of chocolate.  In Switzerland, 
producing one extra tonne of glass  costs  50 kg 
(=  200  000/4000)  of chocolate.  Switzerland has  the 
lower opportunity cost for glass  and thus has  the com-
parative advantage in glass production.  It follows that 
Austria  must   have the comparative advantage in the 
production of chocolate.  Austrias  opportunity cost of 
1  kg of chocolate is  1 /80 tonne of glass,  whereas Switz-
erlands  opportunity cost of 1  kg of chocolate is  1 /50 
tonne of glass.  

  Specialization   If the two countries engaged in inter-
national trade,  total output would be maximized if 
Austria specialized in the production of chocolate and 
Switzerland specialized in the production of glass.   

    learning by doing     The reduction  

in  unit costs that often  results as 

workers learn  through  repeatedly 

performing the same tasks. I t 

causes a  downward  shift in  the 

average cost curve.    
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But the firms involved in this production are more 
likely to reap the benefits of the economies of scale 
than they could if they were producing only for their 
own domestic markets.    

  The same increase in intra-industry trade 
driven by scale economies happened with Canada
U.S.  trade over successive rounds of tariff cuts that 
were negotiated after the Second World War, the 
most recent being those associated with the 1989 
CanadaU.S.  Free Trade Agreement,  and its 1994 
expansion into the North American Free Trade Agree-
ment (NAFTA), which included Mexico.  In several 
broad industrial groups,  including automotive prod-
ucts,  machinery, textiles,  and forestry products,  both 
imports and exports increased in each country.  What 
free trade in Europe and North America did was to 
allow a proliferation of differentiated products,  with 
different countries each specializing in different sub-
product lines and reaping the benefits of the scale 
economies in production.  Consumers have shown 
by their expenditures that they value this enormous 
increase in the range of choice among differentiated 
products,  and producers have gained economies by 
being able to operate at a larger scale.       

      Wine is a good example of an industry in which there is much 
intra-industry trade.  Canada,  for example,  imports wine from 
many countries but also exports Canadian-made wine to the 
same countries.

  In industries with signi cant scale economies, small 
countries that do not trade will have low levels of 
output and therefore high costs. With international 
trade, however, small countries can produce for 
the large global market and thus produce at lower 
costs. International trade therefore allows small 
countries to reap the bene ts of scale economies.   

   Learning by Doing    The discussion so far has 
assumed that costs vary with the  level  of output.  But 
they may also vary with the  accumulated experience   
in producing a product over time.  

 Early economists placed great importance on a 
concept that is now called   learning by doing   .  They 
believed that as countries gained experience in particular 
tasks, workers and managers would become more effi-
cient in performing them. As people acquire expertise,  
costs tend to fall.  There is substantial evidence that such 
learning by doing does occur.  It is particularly import-
ant in many of todays knowledge-intensive high-tech 
industries.  The distinction between this phenomenon 
and economies of scale is illustrated in   Figure   32-4  .  It 
is one more example of the difference between a move-
ment along a curve and a shift of the curve.    

   Specialization may lead to gains from trade through 
scale economies,  learning by doing, or both.   Consider 
a country that wants to consume the quantity  Q   0  .  Sup-
pose it can produce that quantity at an average cost 
per unit of  c   0  .  Suppose further that the country has a 
comparative advantage in producing this product and 
can export the quantity  Q   0   Q   1   if it produces  Q   1  .  This 
may lead to cost savings in two ways.   

  First,  the increased level of production of  Q   1   com-
pared with  Q   0   permits it to move along its long-run 
cost curve from  a   to  b  ,  thereby reducing costs per unit 
to  c   1  .  This is  an economy of scale.   

  Second, as workers and management become 
more experienced, they may be able to produce at 
lower costs.  This is  learning by doing and it shifts the 
cost curve from  LRAC  to  LRAC .  At output  Q   1  ,  costs 
per unit fall to  c   2  .  The movement from  a   to  b   incor-
porates both economies of scale and learning by doing.    

      FIGURE   32-4       Economies of Scale Versus 
Learning by Doing   
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   The opportunity for learning by doing has an important implication:  Policymakers 
need not accept current comparative advantages as given.  Through such means as edu-
cation and tax incentives,  they can seek to develop new comparative advantages.  More-
over, countries cannot complacently assume that their existing comparative advantages 
will persist.  Misguided education policies,  the wrong tax incentives,  or policies that 
discourage risk taking can lead to the rapid erosion of a countrys comparative advan-
tage in particular products and industries.    

   Sources of Comparative Advantage  

 David Ricardos analysis teaches us that the gains from trade arise from the pattern of 
comparative advantage.  However,  his analysis does not explain the  sources   of a coun-
trys comparative advantage.  Why do comparative advantages exist?  Since a countrys 
comparative advantage depends on its opportunity costs,  we could also ask:  Why do 
different countries have different opportunity costs?  

   Different Factor Endowments    One answer to this question was offered early in the 
twentieth century by two Swedish economists,  Eli Heckscher and Bertil Ohlin.  Ohlin 
was subsequently awarded the Nobel Prize in economics for his work in the theory of 
international trade.  According to their theory, the international cost differences that 
form the basis for comparative advantage arise because factor endowments differ across 
countries.  This is  often called the  factor endowment theory of comparative advantage  .  

 To see how this theory works,  consider the prices for various types of goods in 
countries  in the absence of trade  .  A country that is  well endowed with fertile land but 
has a small population will find that land is cheap but labour is expensive.  It will there-
fore produce land-intensive agricultural goods cheaply and labour-intensive goods,  
such as machine tools,  only at high cost.  The reverse will be true for a second country 
that is  small in size but possesses abundant and efficient labour.  As a result,  the first 
country will have a comparative advantage in agricultural production and the second 
in goods that use much labour and little land.  

  According to the Heckscher-Ohlin theory, countries have comparative advantages 
in the production of goods that use intensively the factors of production with which 
they are abundantly endowed.  

  For example,  Canada is abundantly endowed with forests relative to most other 
countries.  According to the Heckscher-Ohlin theory,  Canada has a comparative advan-
tage in goods that use forest products intensively,  such as paper,  framing materials,  raw 
lumber,  and wooden furniture.  In contrast,  relative to most other countries,  Canada is 
sparsely endowed with labour.  Thus,  Canada has a comparative disadvantage in goods 
that use labour intensively,  such as cotton or many other textile products.   

   Different Cl imates    The factor endowment theory provides only part of the entire 
explanation for the sources of comparative advantage.  Another important influence 
comes from all those natural factors that can be called  climate   in the broadest sense.  If 
you combine land,  labour, and capital in the same way in Costa Rica and in Iceland, 
you will not get the same output of most agricultural goods.  Sunshine,  rainfall,  and 
average temperature also matter.  You can,  of course,  artificially create any climate you 
want in a greenhouse, but it costs money to create what is  freely provided elsewhere.  
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  Of course,  if we consider warm weather  a fac-
tor of production,  then we could simply say that coun-
tries like Costa Rica are better endowed with that factor 
than countries like Iceland.  In this sense,  explanations of 
comparative advantage based on different climates are 
really just a special case of explanations based on factor 
endowments.      

   Human Capital     Acquired skills,  what economists call 
 human capital ,  matter greatly in determining compara-
tive advantage.  Beginning in the late nineteenth century, 
Germany had an excellent set of trade schools that were 
attended by virtually every male who did not go on to higher academic education.  As 
a result,  Germany developed,  and still maintains,  a strong comparative advantage in 
many consumer goods that require significant engineering skills to produce, such as 
home appliances,  power tools,  and small machines.  The people of Persia (now Iran)  
produced carpets of high quality over the centuries,  and from childhood their workers 
developed skills in carpet making that few others could match.  So they had a compara-
tive advantage in high-quality carpets and some related commodities.  Early on, Amer-
icans developed the skills necessary to mass-produce goods of reasonable quality made 
from standardized parts.  So the United States developed a comparative advantage in 
many consumer goods made with mass-production techniques.   

   Acquired  Comparative Advantage    The example of human capital makes it clear that 
many comparative advantages are  acquired .  Further,  they can change.  Thus,  compara-
tive advantage should be viewed as being  dynamic   rather than static.  Many of todays 
industries depend more on human capital than on fixed physical capital or natural 
resources.  The skills of a computer designer or a video game programmer are acquired 
by education and on-the-job training.  Natural endowments of energy and raw materi-
als cannot account for Silicon Valleys leadership in computer technology, for Canadas 
prominence in auto-parts manufacturing,  for Taiwans excellence in electronics,  or for 
Switzerlands prominence in private banking.  

 If comparative advantage can be acquired, it can also be  lost .  If firms within one 
country fail to innovate and adopt the latest technologies available in their industry,  
but competing firms in other countries are aggressively innovating and reducing their 
production costs,  the first country will eventually lose whatever comparative advan-
tage it once had in that industry.  In recent years,  for example,  pulp and paper mills in 
Canada have been closing,  driven out of the industry by Scandinavian firms that more 
aggressively pursue improvements in productivity.    

  A countrys comparative advantage is  in uenced by 
various aspects of its  climate.   

      Canada is extremely well endowed with forests.  It is no 
surprise,  therefore,  that it has a comparative advantage 
in a whole range of forestry products.

  With todays growing international competition and rapidly changing technolo-
gies,  no countrys comparative advantages are secure unless its   rms innovate and 
keep up with their foreign competitors and its  education system produces workers,  
managers, and innovators with the requisite skills.   
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   Contrasting Views?     The view that a countrys comparative advantages change over 
time and can be influenced by education,  innovation,  and government policy is a rela-
tively modern one.  It contrasts sharply with the traditional view that a countrys nat-
ural endowments of land, labour, and natural resources are the prime determinants of 
its comparative advantage.  The traditional view suggested that a government interested 
in maximizing its citizens  material standard of living should encourage specialization 
of production in goods for which it  currently   had a comparative advantage.  If all coun-
tries followed this advice,  each would have been specialized in a relatively narrow range 
of distinct products.  Germans would have produced engineering products,  Canadians 
would have produced resource-based primary products,  Americans would have been 
farmers and factory workers,  Central Americans would have been banana and coffee 
growers,  the Chinese would have produced rice and cheap toys,  and so on.  

 There are surely elements of truth in both views.  It would be unwise to neglect the 
importance of resource endowments,  climate,  culture,  social patterns,  and institutional 
arrangements.  But it would also be unwise to assume that all advantages are innate and 
immutable.     

    32.2    THE DETERMINATION  OF TRADE PATTERNS   

 Comparative advantage has been the central concept in our discussion about the gains 
from trade.  If Canada has a comparative advantage in lumber and Italy has a compara-
tive advantage in shoes,  then the total output of lumber and shoes can be increased if 
Canada specializes in the production of lumber and Italy specializes in the production 
of shoes.  With such patterns of specialization, Canada will naturally export lumber to 
Italy and Italy will export shoes to Canada.    

 It is  one thing to discuss the  potential  gains from trade if countries specialized in 
the production of particular goods and exported these to other countries.  But do  actual  
trade patterns occur along the lines of comparative advantage?  In this section of the 
chapter we use a simple demand-and-supply model to examine why Canada exports 
some products and imports others.  We will see that comparative advantage, whether 
natural or acquired,  plays a central role in determining actual trade patterns.  

 There are some products,  such as coffee and mangoes,  that Canada does not pro-
duce (and will probably never produce).  Any domestic consumption of these products 
must therefore be satisfied by imports from other countries.  At the other extreme, there 
are some products,  such as nickel and potash,  for which Canada is one of the worlds 
major suppliers,  and demand in the rest of the world must be satisfied partly by exports 
from Canada.  Finally,  there are some products,  such as houses and crushed stone,  
that are so expensive to transport that every country produces approximately what it 
consumes.  

 Our interest in this section is with the vast number of intermediate cases in which 
Canada is only one of many producers of an internationally traded product,  as with 
beef,  oil,  copper,  wheat,  lumber,  and newsprint.  Will Canada be an exporter or an 
importer of such products?  And what is  the role played by comparative advantage?  

   The Law of One Price  

 Whether Canada imports or exports a product for which it is  only one of many produ-
cers depends to a great extent on the products price.  This brings us to what economists 
call the  law of one price  .  
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  Many basic productssuch as copper wire,  steel pipe,  iron ore,  and computer 
RAM chipsfall within this category.  The world price for each good is the price that 
equates the quantity demanded worldwide with the quantity supplied worldwide.  The 
world price of an internationally traded product may be influenced greatly,  or only 
slightly,  by the demand and supply coming from any one country.  The extent of one 
countrys influence will depend on how important its quantities demanded and sup-
plied are in relation to the worldwide totals.  

 The simplest case for us to study arises when the country,  which we will take to be 
Canada,  accounts for only a small part of the total worldwide demand and supply.  In 
this case,  Canada does not itself produce enough to influence the world price signifi-
cantly.  Similarly,  Canadian purchases are too small a proportion of worldwide demand 
to affect the world price in any significant way.  Producers and consumers in Canada 
thus face a world price that they cannot influence by their own actions.  

 In this case,  the price that rules in the Canadian market must be the world price 
(adjusted for the exchange rate between the Canadian dollar and the foreign currency).  
The law of one price says this must be so.  What would happen if the Canadian domestic 
price diverged from the world price?  If the Canadian price were below the world price,  no 
supplier would sell in the Canadian market because higher 
profits could be made by selling abroad.  The absence of 
supply to the Canadian market would thus drive up the 
Canadian price.  Conversely,  if the Canadian domestic price 
were above the worldwide price,  no buyer would buy from 
a Canadian seller because lower prices are available by 
buying abroad.  The absence of demand on the Canadian 
market would thus drive down the Canadian price.   

   The Pattern  of Foreign  Trade  

 Let us now see what determines the pattern of international 
trade in such circumstances.  

   An  Exported  Product    To determine the pattern of 
Canadian trade, we first show the Canadian domestic 
demand and supply curves for some product,  say,  lumber.  
This is  done in   Figure   32-5   .  The intersection of these two 
curves tells us what the price and quantity would be in 
Canada  if there were no foreign trade.   Now compare this 
no-trade price with the world price of that product.    1     If 
the world price is  higher,  the actual price in Canada will 
exceed the no-trade price.  In this situation there will be an 

  The law of one price states that when a product is  traded throughout the entire 
world, the prices in various countries (net of any speci c taxes or tarif s)  will dif-
fer by no more than the cost of transporting the product between countries.  Aside 
from dif erences caused by these transport costs,  there is  a single world price.   

   Exports occur whenever there is  excess supply 
domestically at the world price.   The domestic 
demand and supply curves are  D   and  S  ,  respect-
ively.  The domestic price in the absence of for-
eign trade is  p d  ,  with  Q d   produced and consumed 
domestically.  The world price of  p w   is  higher than 
 p d  .  At  p w  ,   Q   1   is  demanded while  Q   2   is  supplied 
domestically.  The excess of the domestic supply 
over the domestic demand is exported.    

      FIGURE   32-5      An  Exported  Good    
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   1    If the world price is stated in terms of some foreign currency (as it often 

is) ,  the price must be converted into Canadian dollars by using the cur-

rent exchange rate between the foreign currency and Canadian dollars.  
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   I s  Comparative Advantage Obsolete?  

 It is  sometimes said that the theory of comparative advantage 
is nearly 200 years old,  and things have changed so much since 
then that the theory must surely be obsolete.  

 Contrary to such assertions,  comparative advantage remains 
an important and valid economic concept.  At any one time
because comparative advantage is reflected in international 
relative prices,  and these relative prices determine what goods 

excess of Canadian supply over Canadian demand.  Domestic producers want to sell  Q   2   
units of lumber but domestic consumers want to buy only  Q   1   units.  If Canada were a 
closed economy, such excess supply would drive the price down to  p d  .  But in an open 
economy with a world price of  p w  ,  this excess supply is exported to Canadas trading 
partners.    

 What is  the role of comparative advantage in this analysis?  We have said that 
Canada will export lumber if the world price exceeds Canadas no-trade price.  Note 
that in a competitive market the price of the product reflects the products marginal 
cost,  which in turn reflects the opportunity cost of producing the product.  That 
Canadas no-trade price for lumber is lower than the world price reflects the fact that 
the opportunity cost of producing lumber in Canada is less than the opportunity cost 
of producing it in the rest of the world.  Thus,  by exporting goods that have a low 
no-trade price, Canada is exporting the goods for which it has a comparative advantage.    

  Countries export the goods for which they are low-cost producers.  That is,  they 
export goods for which they have a comparative advantage.   

   An  Imported  Product    Now consider some other productfor example,  computer 
RAM chips.  Once again, look first at the domestic demand and supply curves,  shown 
this time in   Figure   32-6  .  The intersection of these curves determines the price that 

would exist in Canada if there were no foreign trade.  The world 
price of RAM chips is  below the Canadian no-trade price so 
that,  at the price ruling in Canada,  domestic demand is larger 
and domestic supply is smaller than if the no-trade price had 
ruled.  The excess of domestic demand over domestic supply is 
met by imports.  

  Again, this analysis can be restated in terms of compara-
tive advantage.  The high Canadian no-trade price of RAM chips 
reflects the fact that the production of RAM chips has a higher 
opportunity cost in Canada than elsewhere in the world.  This 
high cost means that Canada has a comparative disadvantage in 
RAM chips.  So Canada imports goods for which it has a com-
parative disadvantage.     

   Imports occur whenever there is  excess 
demand domestically at the world price.   
The domestic demand and supply curves are 
 D   and  S  ,  respectively.  The domestic price 
in the absence of foreign trade is  p d  ,  with 
 Q d   produced and consumed domestically.  
The world price of  p w   is  less than  p d  .  At the 
world price  Q   2   is  demanded, whereas  Q   1   is  
supplied domestically.  The excess of domes-
tic demand over domestic supply is satisfied 
through imports.    

      FIGURE   32-6      An  Imported  Good    

D

S

pw

Q
2

Quantity

P
ri
ce

Q
1

Q
d0

pd

Imports

  Countries import the goods for which they are high-cost 
producers.  That is,  they import goods for which they have 
a comparative disadvantage.   
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a country will import and what it will exportthe operation of the price system will 
result in trade that follows the current pattern of comparative advantage.  For example,  
if Canadian costs of producing steel are particularly low relative to other Canadian 
costs,  Canada will export steel at international prices (which it does) .  If Canadas costs 
of producing textiles are particularly high relative to other Canadian costs,  Canada 
will import textiles at international prices (which it does) .  Thus,  there is  no reason to 
change the view that David Ricardo long ago expounded:   Current comparative advan-
tage is a major determinant of trade under free-market conditions  .  

 What has changed,  however,  is economists  views about the  determinants   of com-
parative advantage.  It is  now clear that current comparative advantage is more open to 
change by private entrepreneurial activities and by government policy than was previ-
ously thought.  Thus,  what is obsolete is  the belief that a countrys current pattern of 
comparative advantage, and hence its current pattern of imports and exports,  must be 
accepted as given and unchangeable.  

  The theory that comparative advantage is  a major in uence on trade  ows is  not 
obsolete, but the theory that comparative advantage is  completely determined by 
forces beyond the reach of decisions made by private  rms and by public policy 
has been discredited.   

  One caveat should be noted.  It is  one thing to observe that it is   possible   for govern-
ments to influence a countrys pattern of comparative advantage.  It is  quite another to 
conclude that it is   advisable   for them to try.  The case in support of a specific govern-
ment intervention requires that (1 )  there is  scope for governments to improve on the 
results achieved by the free market,  (2)  the costs of the intervention be less than the 
value of the improvement to be achieved,  and (3)  governments will actually be able to 
carry out the required interventionist policies (without,  for example,  being sidetracked 
by considerations of electoral advantage).  

 In many cases,  governments have succeeded in creating important comparative 
advantages.  For example,  the Taiwanese government virtually created that nations 
electronics industry and then passed it over to private hands in which it became a world 
leader.  The government of Singapore created a computer-parts industry that became a 
major world supplier.  However,  there are also many examples in which governments 
failed in their attempts to create comparative advantage.  The government of the United 
Kingdom tried to create a comparative advantage in computers and failed miserably,  
wasting much public money in the process.  The government of Ireland tried to create 
a comparative advantage in automobile production and failed to create more than a 
modest,  unprofitable industry that eventually disappeared.  The world is strewn not 
only with spectacular successes,  which show that it can be done,  but also with abject 
failures,  which show that the attempt to do so is  fraught with many dangers.  

 One other comment needs to be made regarding the relevance of the concept of 
comparative advantage.  For understanding international trade in copper wire,  lumber,  
oil,  bananas,  coffee,  textiles,  and many other relatively simple products,  the concept 
of comparative advantage is very useful.  In some manufacturing industries,  however,  
where products have dozens or perhaps hundreds of components,  the determinants 
of trade flows are more complex than the theory of comparative advantage suggests.  
For example,  it is difficult to see why Canada might have a comparative advantage in 
the production of automobile transmissions but not in automobile brake systems or 
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air-conditioning systems.  Yet,  the automobile sector is  perhaps the best example of 
an industry in which a firms supply chain  includes products made by several other 
firms in several countries.   Applying Economic Concepts 32-2   discusses how economies 
of scale and the forces of globalization have led to the development of complex global 
supply chains.   

   The Terms of Trade  

 We have seen that world production can be increased when countries specialize in the 
production of the goods for which they have a comparative advantage and then trade 
with one another.  We now ask:  How will these gains from specialization and trade be 
shared among countries?  The division of the gain depends on what is  called the   terms 
of trade   ,  which relate to the quantity of imported goods that can be obtained per unit 
of goods exported.  The terms of trade are measured by the ratio of the price of exports 
to the price of imports.     

 A rise in the price of imported goods, with the price of exports unchanged, indicates 
a  fall in the terms of trade  ;  it will now take more exports to buy the same quantity of 

imports.  Similarly, a rise in the price of exported goods, with 
the price of imports unchanged, indicates a  rise in the terms of 
trade  ;  it will now take fewer exports to buy the same quantity 
of imports.  Thus, the ratio of these prices measures the amount 
of imports that can be obtained per unit of goods exported.  

 The terms of trade can be illustrated with a countrys 
production possibilities boundary, as shown in   Figure   32-7  .  
The figure shows the hypothetical case in which Canada can 
produce only wheat and cloth.  As we saw earlier,  the slope of 
Canadas production possibilities boundary shows the relative 
opportunity costs of producing the two goods in Canada.  A 
steep production possibilities boundary indicates that only a 
small amount of cloth must be given up to get more wheat;  
thus cloth is relatively costly and wheat is relatively cheap.  
A flatter production possibilities boundary indicates that a 
larger amount of cloth must be given up to get more wheat;  
thus cloth is relatively cheap and wheat is relatively expen-
sive.  Thus,  the slope of the production possibilities boundary 
in   Figure   32-7   shows the relative price of cloth ( in terms of 
wheat)  that Canada faces in the absence of international trade.  

  If,  through international trade,  Canada has access to 
different relative prices,  Canada will be led to specialize in 
the production of one good or the other.  In   Figure   32-7  ,  
we show a case in which the world relative price of cloth 
is  lower than the relative price Canada would have if it 
did not trade.  (This lower  world   relative price of cloth 
reflects the fact that other countries can produce cloth more 
cheaply than Canada.)  Faced with a lower relative price of 
cloth,  Canada ends up specializing in the production of the 
relatively high-priced product (wheat) ,  and importing the 
relatively low-priced product (cloth) .  This  point of special-
ization is  point  S   in   Figure   32-7  .    

   Changes in the terms of trade lead to changes 
in a countrys consumption possibilities.   The 
hypothetical production possibilities boundary 
is shown for Canada.  With international trade 
at relative prices  T  0  ,  Canada specializes in the 
production of wheat,  producing at point  S  ,  but 
is able to consume at a point like  A.   It pays for 
its imports of cloth with its exports of wheat.   

  If the price of wheat rises relative to the 
price of cloth,  production remains at  S   but the 
line  T  1   shows Canadas new consumption pos-
sibilities.  Consumption can now take place at a 
point like  B   where consumption of both wheat 
and cloth has increased.  The increase in the 
terms of trade makes Canada better off because 
of the increase in consumption possibilities.    

      FIGURE   32-7       An  Improvement in  the 
Terms of Trade   
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   APPLYI NG  ECONOM IC  CONCEPTS  32 -2  

 Comparative Advantage and Global  Supply Chains   

 The discussion of comparative advantage developed in 
this chapter applies easily to many products with one 
or even a few components.  One can sensibly speak of 
national comparative advantages for whole products,  
such as Costa Rica for bananas, Canada for sawn logs,  
Chile for copper, Korea for steel,  and Saudi Arabia for oil.  

 For many manufactured products,  however,  and 
even for some resource-based products and service indus-
tries,  production is carried out in complex and integrated 
global supply chains,  with a products several differ-
ent components being produced in different countries 
and often by different firms.  In this world of  integra-
tive trade,  it is  no longer clear where some products are 
made,  even though one could easily determine where 
each of the products many components is produced and 
where they are all assembled into a final product.  

This method of decentralized production has several 
causes.  First,  the existence of scale economies provides 
an incentive for individual firms to reduce their costs by 
concentrating the production of each individual com-
ponent in a different specialized large factory.  Second, 
differences in national wage rates for various types of 
labour provide an incentive for these production facili-
ties to be located in different countries.  Third,  the cur-
rent very low costs of communication and transportation 
make it possible to coordinate supply chains globally and 
ship parts and final products anywhere at low cost.  ( If 
fuel becomes expensive enough to make transport costs 
a significant part of total costs,  it will become economic 
to do much more production closer to final markets than 
it has been over the last several decades.)  

 Consider three examples.  The iPhone sold by Apple 
clearly says Made in China  on the box, but most of the 
value from its design occurs in the United States,  many 
electronic components come from Korea and Japan, and 
only the iPhones final assembly occurs in China.  Apple 
chooses to locate assembly in China,  using components 
manufactured elsewhere,  because by doing so it can 
maximize its product quality and minimize costs.  

 Bombardier jet aircraft designed and assembled in 
Canada also involve global supply chains.  Fuselage parts 
come from Japan, the wings are produced in Northern Ire-
land, engines are imported from the United States, and the 
avionics are engineered in the United States but sourced from 
Asian suppliers.  Bombardier adopts this business model 
because costs can be reduced and quality maximized by using 
specialty suppliers at each link in the global supply chain.  

 Such global supply chains even exist for some 
products that appear to have few components,  such 

as fish.  For example,  a Canadian firm may hire a Chil-
ean trawler to fish in the Indian Ocean, land its catch in 
Malaysia where it is  frozen, and then send it to China 
for further processing before it is  finally sold to Japanese 
wholesalers.  

 There are three implications for how we think about 
international trade in the presence of integrated global 
supply chains.  First,  we should not view countries as hav-
ing comparative advantages in entire products but rather 
in the specific productive activities that take place along 
the global supply chain.  China may not have a compara-
tive advantage in producing  consumer electronics but 
may have one in assembling them.  Canada may not have 
a comparative advantage in producing  jet aircraft but 
may have one in designing them.  

 Second, these comparative advantages may not be 
long-lasting because they are sensitive to changes in the 
economic environment and in technology.  For example,  
significant changes in national corporate tax rates,  
exchange rates,  and wages for factory workers will gen-
erally change the optimal location for the production of 
a products various components.  Also,  newly developed 
technologies for producing existing products and cre-
ating new ones can alter the patterns of comparative 
advantage significantly and quickly.  

 Third,  traditional data on international trade does 
not capture the extent of integration in global supply 
chains.  The iPhone assembled in China and exported to 
the United States appears simply as  a Chinese export;  
but the significant value generated by the U.S.-based 
design team may appear in no trade statistics  whatso-
ever.  It follows that the measured flow of a countrys 
exports of some products does not necessarily corres-
pond closely with the level of local economic activ-
ity (production and employment)  actually generated 
by those products.  Even in Canadas  resource sector,  
the domestic content of exports is  not 100 percent,  
although it is  typically more than 75  percent,  meaning 
that up to one-quarter of the value of the final exported 
product comes from imported inputs.  In most manu-
facturing industries,  however,  the domestic content of 
exports is  50 percent or lower,  and in the automobile 
industry it is  only 35  percent.  

 The presence of such highly integrated global sup-
ply chains indicates the importance of two-way trade in 
the Canadian economy:  Access to low-price and high-
quality imports is as crucial to the Canadian economy 
as is our access to world markets where we can sell our 
intermediate and final products.  
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  The upper two  green   lines in the figure show alternative values of the world rela-
tive pricesthat is,  alternative values for Canadas terms of trade.  A rise in the terms 
of trade indicates a fall in the relative price of cloth (or a rise in the relative price of 
wheat) .  This increase in the terms of trade is shown as an upward rotation of the green 
line from  T  0   to  T  1  .  A reduction in the terms of trade is shown as a downward rotation 
in the green line,  from  T  1   to  T  0  .  

 It should be clear from   Figure   32-7   why changes in the terms of trade are import-
ant.  Suppose the international relative prices are initially given by  T  0  .  Canada special-
izes in the production of wheat (point  S  )  but consumes at some point like  A  ,  where it 
finances its imports of cloth with exports of wheat.  Now suppose there is  a shift in 
world demand toward wheat and away from cloth, and this leads to an increase in the 
relative price of wheat.  The terms of trade increase to  T  1   and,  with unchanged produc-
tion at point  S  ,  Canada can now afford to consume at a point like  B   where consump-
tion of both wheat and cloth has increased.  

  A rise in a countrys terms of trade is  bene cial because it expands the countrys 
consumption possibilities.   

  Conversely,  a reduction in the price of a countrys exports (relative to the price of 
its imports)  is  harmful for a country.  In   Figure   32-7  ,  this is  shown as a change of the 

      FIGURE   32-8      Canadas Terms of Trade,  19612014   
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   Canadas terms of trade have been quite variable over the past 50 years.   The data shown are Canadas terms of trade
the ratio of an index of Canadian export prices to an index of Canadian import prices.  As the relative prices of lumber,  
oil,  wheat,  electronic equipment,  textiles,  fruit,  and other products change,  the terms of trade naturally change.   

  (  Source:   Authors calculations using data from Statistics Canada, CANSIM database,  Table 380-0066.)    
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terms of trade from  T  1   to  T  0  .  Even though production may remain unchanged,  the 
range of goods available to be consumed falls,  and this reduction in consumption pos-
sibilities leads to an overall loss of welfare.  

 How do we measure the terms of trade in real economies?  Because international 
trade involves many countries and many products,  we cannot use the simple ratio of 
the prices of two goods as in   Figure   32-7  .  The basic principle,  however,  is  the same.  A 
countrys terms of trade are computed as an index number:  

   Terms of trade =
Index of export prices

Index of import prices
* 100   

 A rise in the index is referred to as a  favourable   change in a countrys terms of 
trade (sometimes called a terms of trade  improvement ) .  A decrease in the index of the 
terms of trade is called an  unfavourable   change (or a terms of trade  deterioration  ) .  
For example,  oil-exporting countries experienced significant terms-of-trade improve-
ments when the world price of oil increased sharply in the mid-1990s and again in 
the mid-2000s.  When world oil prices fell sharply in 20142015, the same countries 
experienced a large deterioration in their terms of trade.  The opposite was true for oil-
importing economies like the United States and the European Union.  

 Canadas terms of trade since 1961  are shown in   Figure   32-8   .  As is clear,  the terms 
of trade are quite variable, reflecting frequent changes in the relative prices of different 
products.  Note the dramatic increase ( improvement)  in Canadas terms of trade in the 
early 1970s,  reflecting the large increase in oil prices caused by OPECs output restric-
tions.  Since Canada is a net exporter of oil,  its terms of trade improve when the price of 
oil increases.  An even larger increase occurred in the 20022008  period, when the world 
prices of most commodities,  especially energy-related commodities,  increased sharply.      

    S U MMARY  

      32.1        THE GAINS FROM  TRADE LO 1,  2    

     Country A has an  absolute   advantage over Country B 
in the production of a specific product when the abso-
lute cost of the product is  less  in Country A than in 
Country B.   

    Country A has  a   comparative   advantage over 
Country B in the production of a specific good if the 
forgone output of other goods is  less  in Country A 
than in Country B.   

    Comparative advantage occurs whenever countries 
have different opportunity costs  of producing particu-
lar goods.  World production of all products can be 
increased if each country transfers resources into the 
production of the products for which it has a compara-
tive advantage.   

    International trade allows all  countries to obtain the 
goods for which they do not have a comparative 

advantage at a lower opportunity cost than if they 
were to produce all  products for themselves;  spe-
cialization and trade therefore allow all countries 
to have more of all  products than if they tried to be 
self-sufficient.   

    A nation that engages in trade and specialization may 
also realize the benefits  of economies of large-scale 
production and of learning by doing.   

    Traditional theories  regarded comparative advantage 
as  largely determined by natural resource endow-
ments  that are difficult to  change.  Economists  now 
know that some comparative advantages  can be 
acquired and consequently can be changed.  A country 
may,  in this  view,  influence its  role in world produc-
tion and trade.     
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      32.2        THE DETERMINATION  OF TRADE PATTERNS LO 3,  4    

     The law of one price says that the national prices of 
tradable goods (net of taxes and tariffs)  must differ 
by no more than the costs of transporting these goods 
between countries.  After accounting for these transport 
costs,  there is a single world price.   

    Countries will export a good when the world price 
exceeds the price that would exist in the country if there 
were no trade.  The low no-trade price reflects a low 
opportunity cost and thus a comparative advantage in 
that good.  Thus,  countries export goods for which they 
have a comparative advantage.   

    Countries will import a good when the world price is 
less than the price that would exist in the country if 

there were no trade.  The high no-trade price reflects a 
high opportunity cost and thus a comparative disadvan-
tage in that good.  Thus,  countries import goods for 
which they have a comparative disadvantage.   

    The terms of trade refer to the ratio of the prices of 
goods exported to the prices of those imported.  The 
terms of trade determine the quantity of imports that 
can be obtained per unit of exports.   

    A favourable change in the terms of tradea rise in 
export prices relative to import pricesis beneficial 
for a country because it expands its consumption 
possibilities.      

    Interpersonal,  interregional,  and inter-
national specialization   

   Absolute advantage and comparative 
advantage   

   Opportunity cost and comparative 
advantage   

   The gains from trade:  specialization, 
scale economies,  and learning by 
doing   

   The sources of comparative advantage   
   Factor endowments   

   Acquired comparative advantage   
   The law of one price   
   The terms of trade     

   KEY  CON CEPTS  

    STUDY EXERCISES 

  Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.   

    MyEconLab    

      Fill in the blanks to make the following statements 
correct.  

    a.  The gains from trade  refers to the increased 
           caused by specialization and trade.   

   b.  Suppose Argentina can produce one kilogram of 
beef for $2.50 and Brazil can produce one kilo-
gram of beef for $2.90.  Argentina is said to have 
a(n)             in beef production over Brazil.  The gains 
from trade do  not  depend on           .   

   c.  Comparative advantage is based on            rather 
than absolute costs.   

   d.  It is  possible for a country to have a comparative 
advantage in some good and a(n)             in none.   

   e.  If all countries specialize in the production of 
goods for which they have a comparative advan-
tage,  then world output will           .   

   f.  If opportunity costs are the same in all countries,  
there is no            and no possibility of           .      

     Fill in the blanks to make the following statements 
correct.  

M32A_RAGA3072_1 5_SE_P1 2. indd   796 07/01 /1 6   3: 1 3 PM



C H A P TE R  3 2 :  TH E  G A I N S  FR O M  I N TE R N A T I O N A L  TR AD E 797

    a.  Such a product as coffee beans is cheaply trans-
ported and is traded around the world.  The law of 
           tells us that it will tend to have            world-
wide price.   

   b.  If the domestic price of copper wire in Canada ( in 
the absence of trade)  is  $20 per unit and the world 
price is $24 per unit,  then Canada will have an 
excess           ,  which it will then           .  The oppor-
tunity cost of producing copper wire in Canada is 
           than the opportunity cost of producing it in 
the rest of the world.   

   c.  Canada will import goods for which it has an 
excess            at the world price.  In the absence of 
trade,  the            price of these goods would be less 
than the            price.   

   d .  A rise in Canadas terms of trade means that the 
average price of Canadas            has risen compared 
with the average price of Canadas           .  This 
change is referred to as a terms of trade           .   

   e.  The terms of trade determine the quantity of 
           that can be obtained per unit of           .      

     The following diagram shows the production possibil-
ities boundary for Arcticland, a country that produces 
only two goods,  ice and fish.  Labour is the only factor 
of production.  Recall that a linear production possibil-
ities boundary reflects  constant  opportunity costs for 
both products.    
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    a.  Beginning at any point on Arcticlands production 
possibilities boundary,  what is the opportunity cost 
of producing 100 more tonnes of ice?   

   b.  Beginning at any point on Arcticlands production 
possibilities boundary,  what is the opportunity cost 
of producing 10 more tonnes of fish?      

     The following table shows the production of wheat 
and corn in Brazil and Mexico.  Assume that both 
countries have one million acres of arable land.    

Brazil Mexico

Wheat 90 bushels per acre 50 bushels per acre

Corn 30 bushels per acre 20 bushels per acre

    a.  Which country has the absolute advantage in 
wheat?  In corn?  Explain.   

   b.  What is the opportunity cost of producing an 
extra bushel of wheat in Brazil?  In Mexico?  Which 
country has the comparative advantage in wheat 
production?  Explain.   

   c.  Which country has the comparative advantage in 
corn production?  Explain.   

   d .  Explain why one country can have an absolute 
advantage in both goods but cannot have a com-
parative advantage in both goods.   

   e.  On a scale diagram with wheat on the horizontal 
axis and corn on the vertical axis,  draw each coun-
trys production possibilities boundary.   

   f.  What is shown by the slope of each countrys 
production possibilities boundary?  Be as precise as 
possible.      

     The following table shows how many tonnes of 
dairy products and beef products can be produced in 
New Zealand and Australia with one unit of equiva-
lent resources.    

Dairy Products 
(tonnes)

Beef Products 
( tonnes)

New Zealand 12  4

Australia 12 16

    a.  Which country has an absolute advantage in dairy 
products?  In beef products?  Explain.   

   b.  What is the opportunity cost of producing an extra 
tonne of dairy products in New Zealand?  In 
Australia?  What is the opportunity cost of pro-
ducing an extra tonne of beef products in New 
Zealand?  In Australia?   

   c.  What is the pattern of comparative advantage 
between these two countries?   

   d.  Assume that both countries have 100 units of 
equivalent resources.  On a scale diagram with beef 
products on the horizontal axis and dairy products 
on the vertical axis,  draw each countrys produc-
tion possibilities boundary.   

   e.  What is the interpretation of the slope of the pro-
duction possibilities boundary?      

     The following diagrams show the production possibil-
ities boundaries for Canada and France,  both of which 
produce only two goods,  wine and lumber.    
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     The table below shows indexes for the prices of 
imports and exports over several years for a hypothet-
ical country.    

Year Import Prices Export Prices Terms of Trade

2011  90 110       
2012  95  87       
2013  98  83       
2014 100 100       
2015 102 105       
2016 100 112       
2017 103 118       

    a.  Compute the terms of trade in each year for this 
country and fill in the table.   

   b.  In which years do the terms of trade improve?   
   c.  In which years do the terms of trade deteriorate?   
   d .  Explain why a terms of trade  improvement  is 

good for the country.      

     For each of the following events,  explain the likely 
effect on Canadas terms of trade.  Your existing know-
ledge of Canadas imports and exports should be 
adequate to answer this question.  
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    a.  Which country has the comparative advantage in 
lumber?  Explain.   

   b.  Which country has the comparative advantage in 
wine?  Explain.   

   c.  Suppose Canada and France are initially not trading 
with each other and are producing at points  C  1   and 
 F  1  ,  respectively.  Suppose when trade is introduced, 
the free-trade relative prices are shown by the slope 
of the dashed line.  Show in the diagrams which com-
bination of goods each country will now produce.   

   d.  In this case,  what will be the pattern of trade for 
each country?      

     The following diagrams show the Canadian markets 
for newsprint and machinery,  which we assume to be 
competitive.  

    a.  Suppose there is no international trade.  Show on 
the diagram the equilibrium price and quantity in 
the Canadian newsprint and machinery markets.   

   b.  Now suppose Canada is open to trade with the 
rest of the world and the world price of newsprint 
is higher than the price of newsprint from part (a) .  
Show in the diagram the quantities of domestic 
consumption and production and the quantity of 
newsprint that is either exported or imported.   

   c.  Similarly,  suppose the world price of machinery is 
lower than the price of machinery from part (a) .  
Show in the diagram the quantity of domestic 
consumption and production and the quantity of 
machinery that is either exported or imported.    
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    a.  A hurricane damages much of Brazils coffee crop.   
   b.  OPEC countries succeed in significantly restricting 

the world supply of oil.   
   c.  Several new large copper mines come into produc-

tion in Chile.   
   d .  A major recession in Southeast Asia reduces the 

world demand for pork.   
   e.  Russia,  a large producer of wheat,  experiences a 

massive drought that reduces its wheat crop by 
more than 30 percent.   

   f.  Three major potash-producing firms form a cartel 
and restrict the worlds output of potash.      

     When the North American Free Trade Agreement 
(NAFTA)  was being negotiated in the early 1990s,  
there was a great deal of debate.  One critic argued that 
 it cant be in our interest to sign this deal;  Mexico 
gains too much from it.  What does the theory of the 
gains from trade have to say about that criticism?    

     Adam Smith saw a close connection between a nations 
wealth and its ability and willingness  freely to 
engage  in trade with other countries.  

    a.  Based on what you have learned in this chapter,  
what is the connection?   

   b.  Explain why trading with countries that are most 
different  from our own is likely to generate the 
most benefits.  Which differences are of central 
importance?   

   c.  Under what circumstances are there  no   benefits 
from a country specializing and trading with other 
countries?   

   d .  Illustrate the argument from part (c)  in a simple 
diagram of a countrys production possibilities 
boundary.      

     Predict what each of the following events would do 
to the terms of trade of the importing country and the 
exporting country,  other things being equal.  

    a.  A blight destroys a large part of the coffee beans 
produced in the world.   

   b.  Korean producers cut the price of the steel they sell 
to Canada.   

   c.  General inflation of 4 percent occurs around the 
world.   

   d.  Violation of OPEC output quotas leads to a sharp 
fall in the price of oil.             
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 Trade Policy   

  CONDUCTING business in a foreign 

country is not always easy.  Differences in language, in 

local laws and customs, and in currency often complicate 

transactions.  Our concern in this chapter,  however, 

is not with these complications but with government 

policy toward international trade, which is called  trade 

policy  .  At one extreme is a policy of free tradethat 

is,  an absence of any form of government interference 

with the free flow of international trade.  Any departure 

from free trade designed to protect domestic industries 

from foreign competition is called  protectionism  .  

 We begin by briefly restating the case for free trade 

and then go on to examine various valid and invalid 

arguments that are commonly advanced for some 

degree of protection.  We then explore some of the 

methods commonly used to restrict trade,  such as tar-

iffs and quotas.  Finally,  we examine the many modern 

institutions designed to foster freer trade on either a 

global or a regional basis.  In particular,  we discuss the 

North American Free Trade Agreement (NAFTA)  and 

the World Trade Organization (WTO).    

      33  

     CHAPTER  OUTLI NE   

       33.1   FREE TRADE OR PROTECTION?    

     33.2   METHODS  OF PROTECTION     

     33.3   CURRENT TRADE POLICY       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  describe the various si tuations in  wh ich  a  country may ratio-

na l ly choose to protect some industries.   

  2  d iscuss the most common  inva l id  arguments in  favour of 

protection .   

  3  expla in  the effects of tari ffs and  quotas on  imported  goods.   

  4 understand  why trade-remedy laws are sometimes just th in ly 

d isgu ised  protection .   

  5 d istingu ish  between  trade creation  and  trade d iversion .   

  6 d iscuss the main  features of the North  American  Free Trade 

Agreement.     

800
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     33.1    FREE TRADE OR PROTECTION?   

 Today,  most governments accept the proposition that a relatively free flow of inter-
national trade is  desirable for the health of their individual economies.  But heated 
debates still  occur over trade policy.  Should a country permit the  completely   free 
flow of international trade,  or should it use policies  to restrict the flow of trade and 
thereby protect its  local producers from foreign competition?  If some protection is 
desired,  should it be achieved by tariffs  or by non-tariff barriers?    Tariffs    are taxes 
designed to raise the domestic price of imported goods.    Non-tariff barriers (NTBs)    
are policies  other than tariffs  designed to reduce the flow of imports;  examples are 
import quotas and customs procedures that are deliberately more cumbersome than 
necessary.        

   The Case for Free Trade  

  The gains from trade were presented in   Chapter   32  .   Comparative advantages arise 
whenever countries have different opportunity costs.  Free trade encourages all coun-
tries to specialize in producing products in which they have a comparative advantage.  
This pattern of specialization maximizes world production and hence maximizes aver-
age world living standards (as measured by the worlds per capita GDP).  

 However,  free trade does not necessarily make  everyone   better off than they would 
be in its absence.  For example,  reducing an existing tariff often results in individual 
groups receiving a smaller share of a larger world output so that they lose even though 
the average person gains.  If we ask whether it is  possible   for free trade to improve 
everyones living standards,  the answer is yes because the larger total value of output 
that free trade generates could, at least in principle,  be divided up in such a way that 
every individual is  better off.  If we ask whether free trade always does so in practice,  
however,  the answer is,  not necessarily.    

    tariff     A tax appl ied  on  imports 

of goods or services.    

    non-tariff barriers 

(NTBs)     Restrictions other 

than  tariffs designed  to reduce 

imports.    

  Free trade makes the country as a whole better of ,  even though it may not make 
every individual in the country better of .   

  In todays world, a countrys products must stand up to international competition 
if they are to survive.  Over even as short a period as a few years,  firms that do not 
develop new products and new production methods fall seriously behind their foreign 
competitors.  If one country protects its domestic firms by imposing a tariff,  those firms 
are likely to become complacent about the need to adopt new technologies,  and over 
time they will become less competitive in international markets.  As the technology gap 
between domestic and foreign firms widens,  the tariff wall will provide less and less 
protection.  Eventually,  the domestic firms will succumb to foreign competition.  Mean-
while,  domestic living standards will fall relative to foreign ones.  

 Given that any country can be better off by specializing in those goods in which 
it has a comparative advantage, one might wonder why most countries of the world 
continue in some way to restrict the flow of trade.  Why do tariffs and other barriers to 
trade continue to exist two centuries after Adam Smith and David Ricardo argued the 
case for free trade?  Is there a valid case for some protection?   
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   The Case for Protection   

 A country engages in trade   protection    whenever it uses 
policies that restrict the flow of trade in a way that favours 
domestic firms over their foreign competitors.  There are 
several valid arguments for protection, including    

      promoting diversi cation  
     protecting speci c groups  
     improving the terms of trade  
     protecting infant industries  
     earning economic pro ts in foreign markets   

 We will discuss each of these arguments briefly.  Note 
that the first two arguments generally involve achieving 
some worthy objective at the cost of a  reduction   in national 
income.  The last three arguments are reasons for protec-
tion as a means of  increasing  a countrys national income.     

   Promoting Diversification     For a very small country,  specializing in the production 
of only a few productsthough dictated by comparative advantagemight involve 
risks that the country does not want to take.  One such risk is  that technological 
advances may render its  basic product obsolete.  Another risk,  especially for countries 
specialized in producing a small range of agricultural products,  is  that swings in world 
prices lead to large swings in national income.  By using protectionist policies,  the gov-
ernment can encourage the creation of some domestic industries  that may otherwise 
not exist.  The cost is  the loss of national income associated with devoting resources 
to production in industries in which there is  no domestic comparative advantage.  The 
benefit is  that overall national income and employment become less  volatile.   

   Protecting Specific Groups    Although specialization according to comparative advan-
tage will maximize  average   per capita GDP, some specific groups may have higher 
incomes under protection than under free trade.  Of particular interest in Canada and 
the United States has been the effect that greater international trade has on the incomes 
of unskilled workers.  

 Consider the ratio of skilled workers to unskilled workers.  There are plenty of both 
types throughout the world.  Compared with much of the rest of the world,  however,  
Canada has more skilled and fewer unskilled people.  When trade is expanded because 
of a reduction in tariffs,  Canada will tend to export goods made by its abundant skilled 
workers and import goods made by unskilled workers.  (This is  the basic prediction of the 
 factor endowment theory   of comparative advantage  that we discussed in   Chapter   32  .  )  
Because Canada is now exporting more goods made by skilled labour, the domestic 
demand for such labour rises.  Because Canada is now importing more goods made by 
unskilled labour,  the domestic demand for such labour falls.  This specialization accord-
ing to comparative advantage raises average Canadian living standards,  but it will also 
tend to raise the wages and employment prospects of skilled Canadian workers relative 
to the wages of unskilled Canadian workers.  

 If increasing trade has these effects,  then reducing trade by erecting protectionist 
trade barriers can have the opposite effects.  Protectionist policies may raise the incomes 
of unskilled Canadian workers,  giving them a larger share of a smaller total GDP.  

    protection      Any government 

pol icy that interferes with  

free trade in  order to protect 

domestic firms and  workers from 

foreign  competition.    

      Countries whose economies are based on the production 
of only a few goods face risks from fluctuations in world 
prices.  For this reason,  protection to promote diversifica-
tion may be viewed as desirable.
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The conclusion is that trade restrictions can improve the earnings of one group when-
ever the restrictions increase the demand for that groups services.  This is  done,  how-
ever,  at the expense of a reduction in  overall  national income and hence the countrys 
average living standards.      

  Social and distributional concerns may lead to the rational adoption of protectionist 
policies.  But the cost of such protection is a reduction in the countrys  average   living 
standards.   

   Improving the Terms of Trade    Tariffs can be used to change the terms of trade in 
favour of a country that makes up a large fraction of the world demand for some prod-
uct that it imports.  By restricting its demand for that product through a tariff,  it can 
force down the price that foreign exporters receive for that product.  The price paid by 
domestic consumers will probably rise but as long as the increase is  less than the tariff,  
foreign suppliers will receive less per unit.  For example,  a 20 percent U.S.  tariff on the 
import of Canadian softwood lumber might raise the price paid by U.S.  consumers by 
12 percent and lower the price received by Canadian suppliers by 8  percent ( the differ-
ence between the two prices being received by the U.S.  Treasury).  This reduction in the 
price received by the Canadian suppliers of a U.S.  import is  a terms-of-trade improve-
ment for the United States (and a terms-of-trade deterioration for Canada).  

 Note that not all countries can improve their terms of trade by levying tariffs 
on imported goods.  A  necessary   condition is that the importing country has  market 
power  in other words,  that its imports represent a large proportion of total world 
demand for the good in question, so that its restrictive trade policies lead to a decline 
in the world price of its imports.  Small countries,  like Canada,  are not large enough 
importers of any good to have a significant effect on world prices.  For small countries,  
therefore,  tariffs cannot improve their terms of trade.      

  Large countries can sometimes improve their terms of trade (and thus increase 
their national income)  by levying tarif s on some imported goods;  small countries 
cannot.   

   Protecting Infant Industries    The oldest valid arguments for protection as a means of 
raising living standards concern economies of scale or learning by doing.  It is  usually 
called the   infant industry argument   .  An infant industry is nothing more than a new, 
small industry.  If such an industry has large economies of scale or the scope for learn-
ing by doing,  costs will be high when the industry is small but will fall as the indus-
try grows.  In such industries,  the country that first enters the field has a tremendous 
advantage.  A developing country may find that in the early stages of development,  its 
industries are unable to compete with established foreign rivals.  A trade restriction may 
protect these industries from foreign competition while they grow up.  When they are 
large enough, they will be able to produce as cheaply as their larger foreign rivals and 
thus be able to compete without protection.     

 Most of the now industrialized countries developed their industries initially under 
quite heavy tariff protection.  ( In Canadas case,  the National Policy of 1876 established 
a high tariff wall behind which many Canadian industries developed and thrived for 
many years.)  Once the industrial sector was well developed,  these countries reduced 

    infant industry argument     The 

argument that new domestic 

industries with  potential  

for economies of scale or 

learning by doing need  to be 

protected  from competition  from 

establ ished, low-cost foreign  

producers so that they can  

grow large enough  to achieve 

costs as low as those of foreign  

producers.    
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their levels of protection, thus moving a long way toward free trade.  Electronics in 
Taiwan, automobiles in Japan,  commercial aircraft in Europe (specifically the consor-
tium of European governments that created Airbus),  and shipbuilding in South Korea 
are all examples in which protection of infant industries was successful.  In each case,  
the national industry,  protected by its home government,  developed into a major player 
in the global marketplace.  

 One practical problem with this argument for protection is that some infants never 
grow up.  Once the young firm gets used to operating in a protected environment,  it 
may resist having that protection disappear,  even though all economies of scale may 
have been achieved.  This is  as much a political problem as an economic one.  Political 
leaders must therefore be careful before offering protection to infant industries because 
they must recognize the political difficulties involved in removing that protection in 
the future.  The countries that were most successful in having their protected industries 
eventually grow up and succeed in fierce international competition were those,  such as 
Taiwan and South Korea,  that ruthlessly withdrew support from unsuccessful infants 
within a specified time period.   

   Earning Economic Profits in  Foreign  Markets    Another argument for protectionist 
policies is  to help create an advantage in producing or marketing some product that is  
expected to generate economic profits through its sales to foreign consumers.  If pro-
tection of the domestic market,  which might include subsidizing domestic firms,  can 
increase the chance that one of the domestic firms will become established and thus 
earn high profits,  the protection may pay off.  The economic profits earned in foreign 
markets may exceed the cost to domestic taxpayers of the protection.  This is the general 
idea of  strategic trade policy  .  

 Opponents of strategic trade policy argue that it is nothing more than a modern version 
of age-old and faulty justifications for tariff protection.  Once all countries try to be stra-
tegic, they will all waste vast sums trying to break into industries in which there is no room 
for most of them. Domestic consumers would benefit most, they say, if their governments 
let other countries engage in this game.  Consumers could then buy the cheap, subsidized 
foreign products and export traditional non-subsidized products in return.  The oppon-

ents of strategic trade policy also argue that democratic 
governments that enter the game of picking and backing 
winners are likely to make more bad choices than good 
ones.  One bad choice, with all of its massive development 
costs written off, would require that many good choices 
also be made in order to make the equivalent in profits 
that would allow taxpayers to break even overall.    

  An ongoing dispute between Canada and Brazil 
illustrates how strategic trade policy is often difficult 
to distinguish from pure protection.  The worlds two 
major producers of regional j ets are Bombardier,  based 
in Montreal,  and Embraer SA, based in Brazil.  For 
several years,  each company has accused its competi-
tors government of using illegal subsidies to help the 
domestic company sell j ets in world markets.  Brazils 
Pro-Ex program provides Embraers customers with 
low-interest loans with which to purchase Embraers 
jets.  Export Development Canada (EDC)  provides sim-
ilar loans to Bombardiers customers.  

      For many years,  Canada and Brazil have been in a trade 
dispute centred on each countrys alleged support of aero-
space manufacturers.  Canadas Bombardier and Brazils 
Embraer both receive considerable financial assistance 
from their respective governments.
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 There have been several complaints brought to the World Trade Organization 
(WTO)  by both the Canadian and Brazilian governments.  In various rulings the WTO 
determined that both governments were using illegal subsidy programs to support their 
aerospace firms.  Both countries,  however,  naturally view their respective programs as 
necessary responses to the other countrys subsidization.  Many economists believe that 
an agreement to eliminate both programs would leave a  level playing field,  while 
saving Brazilian and Canadian taxpayers a considerable amount of money.  As of 2015,  
however,  governments in both countries continue to support their respective aerospace 
firms and both sets of taxpayers continue to foot the bill.         

  A country can potentially increase its  national income by protecting infant indus-
tries and by subsidizing strategic   rms.  Unless carefully applied, however,  such 
policies can end up being redistributions from consumers and taxpayers to domes-
tic  rms, without any bene t to overall living standards.   

   I nval id  Arguments for Protection   

 We have seen that free trade is generally beneficial for a country overall even though 
it does not necessarily make every person better off.  We have also seen that there are 
some situations in which there are valid arguments for restricting trade.  For every valid 
argument,  however,  there are many invalid arguments.  Here we review a few argu-
ments that are frequently heard in political debates concerning international trade.  

   Keep the Money at Home    This argument says that if I buy a foreign good, I have the 
good and the foreigner has the money, whereas if I buy the same good locally,  I have 
the good and our country has the money,  too.  This argument is based on a common 
misconception.  It assumes that domestic money actually goes abroad physically when 
imports are purchased and that trade flows only in one direction.  But when Canadian 
importers purchase Japanese goods,  they do not send dollars abroad.  They (or their 
financial agents)  buy Japanese yen and use them to pay the Japanese manufacturers.  
They purchase the yen on the foreign-exchange market by giving up dollars to someone 
who wants to use them for expenditure in Canada.  Even if the money did go abroad 
physicallythat is,  if a Japanese firm accepted a bunch of Canadian $100 billsit 
would be because that firm (or someone to whom it could sell the dollars)  wanted them 
to spend in the only country where they are legal tenderCanada.  

 Canadian currency ultimately does no one any good except as purchasing power 
in Canada.  Actually,  it would be miraculous if Canadian money could be exported to 
other countries in return for real goods.  After all,  the Bank of Canada has the power to 
create as much new Canadian money as it wants (at almost zero direct cost) .  It is  only 
because Canadian money can buy Canadian products and Canadian assets that others 
want it.   

   Protect Against Low-Wage Foreign  Labour    This argument says that the products 
of low-wage countries will drive Canadian products from the market,  and the high 
Canadian standard of living will be dragged down to that of its poorer trading partners.  
For example, if Canada imports cotton shirts from Bangladesh, higher-cost Canadian 
textile firms may go out of business and Canadian workers may be laid off.  This argu-
ment says that Canada is worse off  overall  by trading with Bangladesh.  Is this really true?  
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 As  a  prelude to  considering this  argument,  think what the  argument would 
imply if taken out of the context of countries  and applied instead to  individuals,  
where the same principles  govern the  gains  from trade.  Is  it  impossible  for a  rich 
person to  gain by trading with a  poor person?  Would Bill  Gates  and Warren Buf-
fett really be  better off if they did all  their own gardening,  cooking and cleaning?  
No one believes  that a  rich person gains  nothing by trading with those  who are 
less  rich.  

 Why,  then,  must a  rich group of people lose when they trade with a  poor 
group?  Well,  some may say,   the poor group will  price its  goods too cheaply.  
Consumers  gain,  however,  when they can buy the same goods at a  lower price.  If 
Vietnamese,  Mexican,  or Indian workers  earn low wages  and the goods they pro-
duce are sold at low prices,  Canadians  will  gain by obtaining imports  at a  low cost 
in terms of the goods that must be exported in return.  The cheaper our imports 
are,  the better off we are in terms of the goods and services  available for domestic 
consumption.  

 As we said earlier in this chapter,   some   Canadians may be better off if Canada 
places high tariffs on the import of goods from Mexico or India or other developing 
nations.  In particular,  if the goods produced in these countries compete with goods 
made by unskilled Canadian workers,  then those unskilled workers will be better off if a 
Canadian tariff protects their firms and thus their jobs.  But Canadian income overall
that is,  average per capita real incomewill be higher when there is  free trade.   

   Exports Are Good;  Imports Are Bad     Exports create domestic income; imports create 
income for foreigners.  Surely, then, it is desirable to encourage exports by subsidizing 
them and to discourage imports by taxing them. This is an appealing argument, but it is  
incorrect.  

 Exports  raise  GDP by adding to  the value of domestic output and income, 
but they do not add to  the value of domestic consumption.  The standard of liv-
ing in a  country depends on the level  of consumption,  not on the level  of income.  
In other words,  income is  not of much use except that it provides  the means for 
consumption.  

 If exports really were good  and imports really were bad,  then a fully employed 
economy that managed to increase exports without a corresponding increase in imports 
ought to be better off.  Such a change,  however,  would result in a reduction in current 
standards of living because when more goods are sent abroad but no more are brought 
in from abroad, the total goods available for domestic consumption must fall.  

 The living standards of a country depend on the goods and services consumed in 
that country.  The importance of exports is  that they provide the resources required to 
purchase imports,  either now or in the future.   

   Create Domestic Jobs    It is  sometimes said that an economy with substantial 
unemployment,  such as Canada during and immediately after the 2009 recession, pro-
vides an exception to the case for freer trade.  Suppose tariffs or import quotas reduce 
the imports of Japanese cars,  Indian textiles,  German kitchen equipment,  and Polish 
sausages.  Surely,  the argument goes,  these polices will create more employment in 
Canadian industries producing similar products.  This may be true but it will also  reduce   
employment in other industries.  

 The Japanese,  Indians, Germans, and Poles can buy products from Canada only if 
they earn Canadian dollars by selling their domestically produced goods and services 
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to Canada (or by borrowing dollars from Canada).    1     The decline in their sales of cars,  
textiles,  kitchen equipment,  and sausages will decrease their purchases of Canadian 
lumber,  software,  banking services,  and holidays.  Jobs will be lost in Canadian export 
industries and gained in industries that formerly faced competition from imports.  The 
major long-term effect is  that the same amount of total employment in Canada will 
merely be redistributed among industries.  In the process,  average living standards will 
be reduced because employment expands in inefficient import-competing industries 
and contracts in efficient exporting industries.      

 A country that imposes tariffs in an attempt to create domestic jobs risks start-
ing a  tariff war  with its trading partners.  Such a trade war can easily leave every 
country worse off,  as world output (and thus income)  falls significantly.  An income-
reducing trade war followed the onset of the Great Depression in 1929 as many coun-
tries increased tariffs to protect their domestic industries in an attempt to stimulate 
domestic production and employment.  Most economists agree that this trade war made 
the Great Depression worse than it otherwise would have been.   Lessons from History 
33-1   discusses this relationship between tariffs and recession and how it resurfaced dur-
ing the major recession that followed the 2008  global financial crisis.     

    33.2    METHODS OF PROTECTION    

 We now go on to explore the effects of two specific pro-
tectionist policies.  Both cause the price of the imported 
good to rise and the quantity demanded by domestic 
consumers to fall.  They differ,  however,  in how they 
achieve these results.  

   Tariffs  

 A tariff,  also called an  import duty  ,  is  a tax on imported 
goods.  For example, consider a Canadian firm that 
wants to import cotton T-shirts from India at $5 per 
shirt.  If the Canadian government levies a 20 percent 
tariff on imported cotton shirts,  the Canadian firm pays 
$5 to the Indian exporter  plus   $1  (20 percent of $5)  
in import duties to the Canada Revenue Agency.  The 
immediate effect of a tariff is therefore to increase the 
domestic firms cost to $6 per T-shirt.  This tariff has 
important implications for domestic consumers as well 
as domestic producers.  The effect of a tariff is shown in 
  Figure   33-1   .   

 The initial effect of the tariff is  to raise the domes-
tic price of the imported product above its world price 

   1    They can also get dollars by selling to other countries and then 
using their currencies to buy Canadian dollars.  But this intermediate 
step only complicates the transaction; it does not change its fun-
damental nature.  Other countries must have earned the dollars by 
selling goods to Canada or borrowing from Canada.  

   A tariff imposes a deadweight loss for the importing 
country.   Before the tariff,  the price in the domestic 
economy is the world price,   p w  .  Imports are  Q   0   Q   1  .  
With a tariff of $  T  per unit,  the domestic price rises to 
 p d  .  Domestic consumption falls to  Q   3  ,  and consumer 
surplus falls by areas   +    +    +  .  Domestic pro-
duction rises to  Q   2  and producer surplus increases by 
area .  Imports fall to  Q   2   Q   3  ,  and the government col-
lects tariff revenue equal to area .  The sum of areas 
 and   represents the deadweight loss of the tariff.    

      FIGURE   33-1       The Deadweight Loss of a  Tariff   
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by the amount of the tariff.  Imports fall.  The price received on domestically produced 
units rises,  as does the quantity produced domestically.  On both counts,  domestic 
producers earn more.  However,  the cost of producing the extra production at home 
exceeds the price at which it could be purchased on the world market.  Thus,  the benefit 
to domestic producers comes at the expense of domestic consumers.  Indeed, domestic 
consumers lose on two counts:  First,  they consume less of the product because its price 
rises,  and second, they pay a higher price for the amount that they do consume.  This 
extra spending ends up in two places:  The extra that is  paid on all units produced at 
home goes to domestic producers,  and the extra that is  paid on units still imported goes 
to the government as tariff revenue.  

 The overall loss to the domestic economy from levying a tariff is  best seen in terms 
of the changes in consumer and producer surplus.  Before the tariff,  consumer surplus 
was equal to the entire area below the demand curve and above the price line at  p w  .  

 After the tariff, the price increase leads to less consumption and less consumer sur-
plus.  The loss of consumer surplus is the sum of the areas ,  ,  ,  and  in   Figure   33-1   .  
As domestic producers respond to the higher domestic price by increasing their produc-
tion and sales, they earn more producer surplus, equal to area .  Finally, the taxpayers 
gain the tariff revenue equal to area .  This is simply a redistribution of surplus away 
from consumers toward taxpayers.  In summary:    

 In 1929, at the start of the Great Depression, governments 
in many countries responded to internal political pressures 
to protect domestic jobs.  In the United States,  Congress 
passed the Smoot-Hawley Tariff Act in June 1930, legisla-
tion that raised tariffs on hundreds of different imported 
products.  At the time, a petition against the legislation was 
signed by 1028  economists who argued that such tariffs 
would be costly for America and would initiate a  tariff 
war  between the United States and its trading partners,  
thereby worsening the economic situation.  

 In retrospect,  the economists were clearly correct.  
Dozens of countries protested the increase in U.S.  tar-
iffs but then retaliated by increasing their own tariffs.  
Here in Canada, Liberal Prime Minister Mackenzie King 
raised tariffs on imported U.S.  products and lowered 
them on imports from the rest of the British Empire.  
Confident that he would earn the publics support for 
his aggressive actions,  he promptly called a federal elec-
tion.  But the Conservatives under R.B.  Bennett argued 
that the Liberal actions were far too timid,  and the voters 
apparently agreed.  The Liberals were soundly defeated,  
Bennett became prime minister,  and Canadian tariffs on 
U.S.  products were raised even further.  

  LESSONS  FROM  H I STORY 33 -1  

 Trade Protection and Recession  

 Economists today agree that the widespread increase 
in tariffs in the 1930s contributed significantly to a reduc-
tion in global trade and made the economic situation 
worse.  In January of 1929, before the onset of the Depres-
sion, the annual volume of world trade was $5.3  billion.  
Four years later,  at the depth of the Depression, world 
trade had collapsed to $1 .8  billion,  a reduction of 
66 percent.  The net effect,  instead of increasing employ-
ment in any country,  was to shift jobs from efficient 
export industries to inefficient domestic industries,  sup-
plying local markets in place of imports.  

 When the most recent worldwide recession began 
in the wake of the 2008  global financial crisis,  world 
leaders were mindful of this important lesson from the 
Great Depression.  When meeting in Washington, D.C.,  
to coordinate their policy responses,  the leaders of the 
worlds largest developed and developing countries ( the 
G20 group of countries)  publicly committed to not rais-
ing any tariffs for at least one year.  

 Despite this commitment,  however,  protection-
ist measures soon emerged.  In the United States,  the 
fiscal stimulus package passed by Congress included a 
buy American  clause prohibiting any funds from the 
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Loss of consumer surplus =    +    +   +  

Gain of producer surplus =  

Gain of tarif  revenue =  

Net loss in surplus =    +  

 The overall effect of the tariff is therefore to create a deadweight loss to the domes-
tic economy equal to areas   plus .  Domestic consumers are worse off, while domes-
tic firms and taxpayers are better off.  But the net effect is  a loss of surplus for the 
economy as a whole.  This is  the overall cost of levying a tariff.      

package being spent on imported construction materi-
als.  Similar kinds of protection were built in to the fis-
cal stimulus packages in China and some European 
countries.  Canada and other major trading nations were 
understandably concerned by these actions and soon 
began threatening their own retaliatory measures.  The 
Canadian government went to great lengths to argue that 
U.S.  trade protection would not only hurt Canada but 
would also hurt the United States by raising prices for 
American consumers,  thus making economic recovery 
more difficult.  

 While the lessons from history were being forgotten 
by some political leaders,  a few prominent voices were 
arguing the dangers of increased trade protection.  The 
World Bank issued a report in March 2009 indicating 
that in the previous four months world leaders had pro-
posed or implemented 78  different protectionist meas-
ures.  The president of the World Bank urged leaders to 
rethink these policies:  Leaders must not heed the siren-
song of protectionist fixes,  whether for trade,  stimulus 
packages or bailouts.  .  .  .  Economic isolationism can lead 
to a negative spiral of events such as those we saw in the 
1930s,  which made a bad situation much, much worse.      

      Canadian Prime Ministers Bennett (left)  and Mackenzie King 
(right)  both learned in the 1 930s that protectionist policies 
often make better politics than economics.

 

  A tarif  imposes costs on domestic consumers,  generates bene ts  for domestic pro-
ducers,  and generates revenue for the government.  But the overall net ef ect is  nega-
tive;  a tarif  generates a deadweight loss for the economy.   
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   Canada,  the United States,  and the European 
Union have used VERs extensively,  and the EU makes 
frequent use of import quotas.  Japan has been pres-
sured into negotiating several VERs with Canada,  the 
United States,  and the EU in order to limit sales of 
some of the Japanese goods that have had the most 
success in international competition.  For example,  in 
1983,  the United States and Canada negotiated VERs 

whereby the Japanese government agreed to restrict total sales of Japanese cars to these 
two countries for three years.  When the agreements ran out in 1986,  the Japanese 
continued to restrict their automobile sales by unilateral voluntary action.  Japans 
readiness to restrict its exports to North America reflects the high profits that Japanese 
automobile producers were making under the system of VERs, as explained in   Figure  
 33-2  .  In recent years,  such VERs have become less important because Japans major 
automobile producers have established manufacturing plants in Canada.   

   Tariffs Versus Quotas:  An  Appl ication   

 The dispute that raged for several years between Canada and the United States over the 
exports of Canadian softwood lumber (spruce,  pine,  fir,  cedar)  illustrates an important 

   Quotas and  Voluntary Export Restrictions 

(VERs)   

 The second type of protectionist policy directly 
restricts the quantity of imports of a specific product.  
A common example is the   import quota   ,  by which the 
importing country sets a maximum quantity of some 
product that may be imported each year.  Another 
measure is  the   voluntary export restriction (VER)   ,  an 
agreement by an exporting country to limit the amount 
of a product that it sells to the importing country.          

   Figure   33-2   shows that a quantity restriction and 
a tariff have similar effects on domestic consumers and 
producersthey both raise domestic prices,  increase 
domestic production,  and reduce domestic consump-
tion.  But a direct quantity restriction is actually  worse   
than a tariff for the importing country because the effect 
of the quantity restriction is to raise the price received 
by the foreign suppliers of the good.  In contrast,  a tar-
iff leaves the foreign suppliers  price unchanged and 
instead generates tariff revenue for the government of 
the importing country.  

    import quota     A l imit set on  the 

quantity of a  foreign  product 

that may be imported  in  a  given  

time period.    

    voluntary export restriction  

(VER)     An  agreement by an  

exporting country to  l imit the 

amount of a  good  exported  to  

another country.    

   An import quota drives up the domestic price and 
imposes a deadweight loss on the importing country.   
With free trade,  the domestic price is the world price,  
 p w  .  Imports are  Q   0   Q   1  .  If imports are restricted to only 
 Q   2   Q   3   ( through either quotas or VERs),  the domestic 
price must rise to the point where the restricted level 
of imports just satisfies the domestic excess demand
this occurs only at  P d  .  The rise in price and reduction 
in consumption reduces consumer surplus by areas 

 +    +    +  .  Domestic producers increase their 
output as the domestic price rises,  and producer surplus 
increases by area .  Area   does not accrue to the 
domestic economy; instead this area represents extra 
producer surplus for the foreign firms that export their 
product to this country.  The net effect of the quota or 
VER is a deadweight loss for the importing country of 
areas   +    +  .  Import quotas are therefore worse 
than tariffs for the importing country.    

      FIGURE   33-2       The Deadweight Loss of an  
Import Quota   
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  Import quotas and voluntary export restrictions 
(VERs)  impose larger deadweight losses on the 
importing country than do tarif s  that lead to the 
same level of imports.   
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distinction between tariffs and quotas.  The United States protected its softwood lumber 
industry in two ways:  

      by imposing tarif s on U.S.  imports of Canadian softwood lumber  
     by pressuring Canadian governments to place quotas on Canadian exports to the 

United States   

 Analysis of   Figure   33-1    and   33-2   reveals that the choice between tariffs and quotas 
matters greatly for Canadian producers.  

 In the case of a U.S.  tariff on imported Canadian softwood lumber,    Figure   33-1    
illustrates the U.S.  market.  An import tariff raises the domestic price for U.S.  lumber 
users and also increases the profits of U.S.  lumber producers.  Canadian lumber produ-
cers are harmed because there is  less demand for their product at the unchanged world 
price.  Area  in the figure represents U.S.  tariff revenue collected on the imports of 
Canadian lumberrevenue that accrues to the United States government.  

   Figure   33-2   illustrates the U.S.  market for softwood lumber when a quota is placed 
on the level of Canadian exports (U.S.  imports) .  As with the tariff, the restricted supply 
of Canadian lumber to the U.S.  market drives up the price to U.S.  users and also raises 
profits for U.S.  producers.  But with a quota there is  an important difference:  The higher 
price in the U.S.  market is  received by the Canadian lumber producers,  as shown by 
area  in the figure.  

 While a tariff and quota may lead to the same reduced volume of exports,  the tar-
iff permits some surplus to be captured by the importing country,  whereas the quota 
allows some surplus to be captured by the exporting country (area  in both cases) .  In 
the U.S.Canadian softwood lumber dispute,  both tariffs and quotas were used.  And 
while both systems were to be preferred  overall  by a system of free trade,  Canada had 
an interest in imposing quotas on Canadian lumber exporters rather than having the 
same export reduction accomplished by a U.S.  tariff.   

   Trade-Remedy Laws and  Non-Tariff Barriers  

 As tariffs in many countries were lowered over the years since the Second World War,  
countries that wanted to protect domestic industries began using, and often abusing,  
a series of trade restrictions that came to be known as  non-tariff barriers   (NTBs).  The 
original purpose of some of these barriers was to remedy certain legitimate problems 
that arise in international trade and,  for this reason,  they are often called  trade-remedy 
laws  .  All too often, however,  such laws are misused and over time become powerful 
means of simple protection.  

   Dumping    Selling a product in a foreign country at a lower price than in the domes-
tic market is known as   dumping   .  For example,  if U.S.-made cars were sold for less in 
Canada than in the United States,  the U.S.  automobile firms would be said to be  dump-
ing .  Dumping is a form of price discrimination studied in the theory of firms with price-
setting power  (see   Chapter   10  )  .  Most governments have antidumping duties designed to 
protect their own industries against what is  viewed as unfair foreign pricing practices.        

    dumping     The practice of sel l ing 

a  commodity at a  lower price in  

the export market than  in  the 

domestic market for reasons 

unrelated to differences in  costs 

of servicing the two markets.    

  Dumping, if it lasts inde nitely,  can be a gift to the receiving country.  Its  consumers 
get goods from abroad at lower prices than they otherwise would.   
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 Dumping is more often a temporary measure,  designed to get rid of unwanted 
surpluses,  or a predatory attempt to drive competitors out of business.  In either case,  
domestic producers complain about unfair foreign competition.  In both cases,  it is  
accepted international practice to levy  antidumping duties   on foreign imports.  These 
duties are designed to eliminate the discriminatory elements in their prices.  

 Unfortunately,  antidumping laws have been evolving over the past three decades in 
ways that allow antidumping duties to become barriers to trade and competition rather 
than to provide redress for genuinely unfair trading practices.  

 Several features of the antidumping system that is  now in place in many countries 
make it highly protectionist.  First,  any price discrimination between national markets is  
classified as dumping and is subject to penalties.  Thus,  prices in the producers domestic 
market become, in effect,  minimum prices below which no sales can be made in foreign 
markets, whatever the nature of demand in the domestic and foreign markets.  Second, many 
countries  laws calculate the margin of dumping  as the difference between the price 
that is charged in that countrys market and the foreign producers average cost.  Thus,  
when there is  a global slump in some industry so that the profit-maximizing price for 
all producers is  below average cost,  foreign producers can be convicted of dumping.  
This gives domestic producers enormous protection whenever the market price falls 
temporarily below average cost.  Third,  law in the United States (but not in all other 
countries)  places the onus of proof on the accused.  Facing a charge of dumping,  a 
foreign producer must prove that the charge is unfounded.  Fourth,  U.S.  antidumping 
duties are imposed with no time limit,  so they often persist long after foreign firms have 
altered the prices that gave rise to them.      

  Antidumping laws were  rst designed to permit countries to respond to predatory 
pricing by foreign  rms.  More recently,  they have been used to protect domestic 
 rms against any foreign competition.   

   Countervai l ing Duties    A   countervailing duty    is  a tariff imposed by one country 
designed to offset the effects of specific subsidies provided by foreign governments to 
their exporting firms.  For example,  if the German government provided subsidies to its 
firms that produce and export machine tools,  the Canadian government might respond 
by imposing a countervailing dutya tariffon the imports of German machine tools 
designed to  level the playing field  between German and Canadian firms in that 
industry.  Countervailing duties,  which are commonly used by the U.S.  government but 
much less so elsewhere,  provide another case in which a trade-remedy law can become 
a covert method of protection.     

 There is  no doubt that countervailing duties have sometimes been used to 
counteract the effects  of foreign subsidies.  Many governments complain,  however,  
that countervailing duties are often used as  thinly disguised protection.  At the early 
stages of the development of countervailing duties,  only subsidies whose prime effect 
was to distort trade were possible objects of countervailing duties.  Even then,  how-
ever,  the existence of equivalent domestic subsidies was not taken into account when 
decisions were made to put countervailing duties on subsidized imports.  Thus,  the 
United States levies some countervailing duties against foreign goods even though the 
foreign subsidy is  less  than the domestic (U.S.)  subsidy in the same industry.  This  does 
not create a level playing field.     

    countervail ing duty     A tariff 

imposed  by one country 

designed  to offset the effects of 

specific subsidies provided  by 

foreign  governments.    
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 The best-known example in Canada of a U.S.  counter-
vailing duty is the 27 percent duty imposed on U.S.  imports 
of Canadian softwood lumber in the early 2000s.  The U.S.  
governments claim was that Canadian provincial govern-
ments provided a subsidy to domestic lumber producers 
by charging artificially low  stumpage fees  the fees paid 
by the companies to cut trees on Crown land.  In 2006, the U.S.  government agreed 
to eliminate the countervailing duty but only if restrictions were placed on Canadian 
lumber exports.  Thus,  a tariff was replaced by a combination of an export quota and 
an export tax.     

    33.3    CURRENT TRADE POLICY   

 In the remainder of the chapter,  we discuss trade policy in practice.  We start with the 
many international agreements that govern current trade policies and then look in a 
little more detail at the NAFTA.  

 Before 1947, in the absence of any international agreement,  any country was free 
to impose tariffs on its imports.  However,  when one country increased its tariffs,  the 
action often triggered retaliatory actions by its trading partners.  During the Great 
Depression in the 1930s,  widespread increases in protection occurred as many coun-
tries sought to raise their employment and output by raising its tariffs.  The end result 
was lowered efficiency, less trade,  and a deeper economic decline.  Since the end of the 
Second World War,  much effort has been devoted to reducing tariff barriers,  both on a 
multilateral and on a regional basis.  

   The GATT and  the WTO  

 One of the most notable achievements of the postSecond World War era was the cre-
ation in 1947 of the General Agreement on Tariffs and Trade (GATT).  The principle of 
the GATT was that each member country agreed not to make unilateral tariff increases.  
This prevented the outbreak of  tariff wars  in which countries raised tariffs to protect 
particular domestic industries and to retaliate against other countries  tariff increases.  
The GATT has since been replaced by the World Trade Organization (WTO), which 
continues the work of the GATT.  

 Over time,  the type of subsidy that is subject to 
countervailing duties has evolved until almost any govern-
ment program that affects industry now risks becoming the 
object of a countervailing duty.  Because all governments,  
including most U.S.  state governments,  have programs that 
provide direct or indirect assistance to industry,  the poten-
tial for the use of countervailing duties as thinly disguised 
trade barriers is  enormous.     

      Softwood lumber (spruce,  pine,  and fir)  is used exten-
sively in North America for the framing of houses and 
small buildings.  For many years,  the United States lev-
ied countervailing duties on Canadian softwood lum-
ber exports,  alleging that Canadian provinces unfairly 
subsidized production.  In 2006,  the Canadian and U.S.  
governments reached an agreement to end the dispute.

  Countervailing duties can be used to of set the ef ects 
of foreign export subsidies,  but often they are nothing 
more than thinly disguised protection.   
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 Through various rounds  of negotiations under the auspices of the GATT and 
the WTO, the average level of tariffs has declined considerably since 1947.  In addition 
to the tariff reductions,  an important success of the WTO negotiations has been the 
creation of a formal dispute-settlement mechanism.  This mechanism allows countries 
to take cases of alleged trade violationssuch as illegal subsidies or tariffsto the 
WTO for a formal ruling, and obliges member countries to follow the ruling.  A notable 
failure of the WTO process has been the inability to significantly liberalize trade in 
agricultural products,  an industry that still receives massive subsidies and other govern-
ment support in many developed and developing countries.  

 Despite the WTOs successes in recent years,  the organization has many critics.  
One common criticism is that the WTOs process of negotiating trade agreements pays 
insufficient attention to environmental and labour standards,  especially as they exist in 
the developing countries.  Another criticism is that the presence of the WTO does not 
prevent some rich and powerful countries from ruthlessly pursuing their own interests,  
often to the detriment of economic conditions in weaker countries.   Applying Economic 
Concepts 33-1   addresses some of the often-heard criticisms of the WTO and argues 
that, as imperfect as the institution may be,  it holds out much promise for continued 
progress in trade liberalization.     

   Regional  Trade Agreements  

 Regional agreements seek to liberalize trade over a much smaller group of countries 
than the WTO membership.  Three standard forms of regional trade-liberalizing agree-
ments are  free trade areas,    customs unions  ,  and  common markets  .  

 A   free trade area (FTA)    is  the least comprehensive of the three.  It allows for tariff-
free trade among the member countries,  but it leaves each member free to establish its 
own trade policy with respect to other countries.  As a result,  members are required to 
maintain customs points at their common borders to make sure that imports into the 
free trade area do not all enter through the member that is  levying the lowest tariff on 
each item.  They must also agree on  rules    of origin   to establish when a good is made in 
a member country and hence is able to pass tariff-free across their borders,  and when it 
is imported from outside the FTA and hence is subject to tariffs when it crosses borders 
within the FTA.  The three countries in North America formed a free-trade area when 
they created the NAFTA in 1994.      

   In recent years,  Canada has signed bilateral free-trade agreements with Israel,  
Chile,  Costa Rica,  Peru, Colombia,  and Jordan and is currently negotiating with Japan.  
In 2014,  Canada completed negotiations with the European Union of a Comprehensive 
Economic and Trade Agreement (CETA).  The agreement currently awaits ratification 
by the Canadian Parliament.  In 2012,  Canada gained admission to the Trans-Pacific 
Partnership (TPP),  a new proposed free-trade agreement between several Pacific-rim 
countries,  including Australia,  New Zealand, the United States,  Chile,  Singapore,  Viet-
nam, and others.  The details of the agreement are currently being negotiated.  

 A   customs union    is  a free trade area in which the member countries agree to estab-
lish a common trade policy with the rest of the world.  Because they have a common 
trade policy,  the members need neither customs controls on products moving among 
themselves nor rules of origin.  Once a product has entered any member country it 
has met the common rules and regulations and paid the common tariff and so it may 
henceforth be treated the same as one that is  produced within the union.  An example 
of a customs union is Mercosur,  an agreement linking Argentina,  Brazil,  Paraguay,  

    free trade area (FTA)      An  

agreement among two or more 

countries to abolish  tariffs on  

trade among themselves whi le 

each  remains free to set i ts own  

tariffs against other countries.    

    customs union      A group of 

countries that agree to have 

free trade among themselves 

and  a  common set of barriers 

against imports from the rest of 

the world.    
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and Uruguay.  A   common market    is  a customs union that also has free movement 
of labour and capital among its members.  The European Union is by far the largest 
example of a common market.         

   Trade Creation  and  Trade Diversion   

 A major effect of regional trade liberalization is to alter the pattern of production and 
trade as countries reallocate their resources toward the production of goods in which 
they have a comparative advantage.  Economists divide the effects on trade into two 
categories:   trade creation   and  trade diversion  .  These concepts were first developed by 

   APPLYI NG  ECONOM IC  CONCEPTS    3 3 -1   

 Does the WTO Do More Harm Than Good?  

 There are many critics of the World Trade Organization.  
Extremists argue that all institutions supporting global-
ization should be abolished.  Other critics admit that 
globalization is inevitable but say that the WTO is so 
faulty in providing a rules-based system that it does more 
harm than good.  

 Supporters of the WTO argue that it is  the best 
hope for poor countries that would be most oppressed 
in a lawless world in which rich countries,  particularly 
the United States and members of the European Union, 
could behave as they wanted.  Rather than allowing the 
poorer countries to flounder in a lawless world,  the 
WTO provides a rules-based regime and has a dispute-
settlement function that has heard more than 300 cases.  
Even if the rich countries do exert undue power over the 
negotiations,  at least the WTO meetings provide a forum 
for poor nations to speak out and broker alliances.  The 
alternativeno voice in a no-rules systemwould be 
much worse.  

 Critics often respond that while the existence of 
the dispute-settlement mechanism may be beneficial,  
the enforcement of those settlements is undermined by 
disparities in economic power.  Nations with large econ-
omies can use trade sanctions against small nations,  but 
the small nation that attempts the same often inflicts the 
most harm on its own economy.  Supporters of the WTO 
agree that this  is   a  major defect,  but the dispute-settlement 
mechanism has accomplished much, and to discard it 
because of imperfect enforcement would be a great loss.  
What is needed is  reform  with larger economies agree-
ing to graduated enforcement mechanisms, including 
stiffer penalties for themselves.  

 Critics also claim that the WTO is a failure because 
it does not permit the imposition of trade sanctions 

against countries that pollute their own environments 
or exploit their own workers.  But the poorest countries,  
many of whom are strong WTO supporters,  fear that 
advanced countries would use environmental and labour 
standards written into the body of trade agreements as 
disguised non-tariff barriers.  To the poorer countries it 
would be policy imperialism  to argue that they should 
be forced to accept the standards of environmental and 
labour protection that the rich countries can only now 
afford.  Nonetheless,  environmental and labour protec-
tions are being written into some new trade agreements,  
and it remains to be seen if they will work beneficially or 
harmfullyor not at all.  

 Critics also complain that the WTO is undemo-
cratic.  In response,  supporters point out that it is  repre-
sentatives of sovereign nations,  usually elected ones,  who 
conduct the negotiations,  and that any agreements must 
be ratified by respective national parliaments before they 
come into effect.  It is  unlikely that any organization able 
to achieve agreement among 161  member-country gov-
ernments could be any more democratic while still being 
effective.  

 Finally,  some critics claim that the WTO is sim-
ply a tool for those who advocate a doctrinaire form of 
laissez-faire capitalism.  It is  true that some WTO sup-
porters believe that unfettered free markets can meet all 
social requirements.  A far larger number of supporters,  
however,  believe that the market system needs govern-
ment involvement if it is  to meet societal needs for social 
justice and growth.  The vast majority of supporters 
agree that most,  if not all,  trade restrictions are harmful 
and that the WTO, with its mission of continued trade 
liberalization, can create significant benefits to rich and 
poor countries alike.  

    common market     A customs 

union  with  the added  provision  

that labour and  capital  

can  move freely among the 

members.    
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Jacob Viner,  a Canadian-born economist who taught at the University of Chicago and 
Princeton University in the first half of the twentieth century.  

   Trade creation    occurs when producers in one member country find that they can 
export products to another member country that previously were produced there 
because of tariff protection.  For example,  when the North American Free Trade Agree-
ment (NAFTA)  eliminated most cross-border tariffs among Mexico,  Canada,  and the 
United States,  some U.S.  firms found that they could undersell their Canadian competi-
tors in some product lines,  and some Canadian firms found that they could undersell 
their U.S.  competitors in other product lines.  As a result,  specialization occurred, and 
new international trade developed among the three countries.        

    trade creation      A consequence 

of reduced  trade barriers among 

a  set of countries whereby trade 

with in  the group is increased  

and  trade with  the rest of the 

world  remains roughly constant.    

    trade diversion      A consequence 

of reduced  trade barriers among 

a  set of countries whereby trade 

with in  the group replaces trade 

that used  to take place with  

countries outside the group.    

  Trade creation represents ef  cient specialization according to comparative advantage.   

   Trade diversion    occurs when exporters in one member country  replace   more efficient 
foreign exporters as suppliers to another member country.  For example,  trade diver-
sion occurs when U.S.  firms find that they can undersell competitors from the rest of 
the world in the Canadian market,  not because they are the cheapest source of supply,  
but because their tariff-free prices under NAFTA are lower than the tariff-burdened 
prices of imports from other countries.  This effect is  a gain to U.S.  firms and Canadian 
consumers of the product.  U.S.  firms get new business and therefore they clearly gain.  
Canadian consumers buy the product at a lower,  tariff-free price from the U.S.  produ-
cer than they used to pay to the third-country producer (with a tariff) ,  and so they are 
also better off.  But Canada as a whole is worse off as a result of the trade diversion.  
Canada is now buying the product from a U.S.  producer at a higher price with no tar-
iff.  Before the agreement,  it was buying from a third-country producer at a lower price 
(and collecting tariff revenue).       

  From the global perspective, trade diversion represents an inef  cient use of 
resources.   

  The main argument  against  regional trade agreements is that the costs of trade 
diversion may outweigh the benefits of trade creation.  While recognizing this possibil-
ity,  many economists believe that regional agreements,  especially among only a few 
countries,  are much easier to negotiate than multilateral agreements through the WTO.  
In addition,  regional agreements may represent effective  incremental  progress in what 
is a very lengthy process of achieving global free trade.   

   The North  American  Free Trade Agreement  

 The NAFTA dates from 1994 and is an extension of the 1989 CanadaU.S.  Free Trade 
Agreement (FTA).  It established a free trade area,  as opposed to a customs union;  each 
member country retains its own external trade policy,  and rules of origin are needed to 
determine when a good is made within North America and thus allowed to move freely 
among the members.  
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   National  Treatment    The fundamental principle that guides the NAFTA is that of 
 national treatment .  The principle of national treatment is  that individual countries are 
free to establish any laws they want,  with the sole proviso that these laws must not 
discriminate on the basis  of nationality.  For example,  Canada can choose to have 
stringent laws against releasing pollutants  in waterways or against the emission of 
noxious gases  into the atmosphere.  The principle of national treatment requires that 
the Canadian government enforce these laws equally on all  firms located in Canada,  
independent of their ownership or nationality.  It is  against the NAFTA conditions 
to apply more stringent laws to foreign-owned firms than to domestic firms,  or vice 
versa.  Canada can also choose to  impose strict product standards related to the 
chemical content of paint or the nutritional content of foods,  but again the NAFTA 
condition requires  that such laws be applied to products  independent of where they 
are produced.  For example,  it would be against the NAFTA rules  to require a  specific 
level of fuel efficiency on imported cars  but not on those cars  produced and sold in 
Canada.  

 The principle of national treatment allows each member country a maximum of 
policy independence while preventing national policies  from being used as  trade bar-
riers.  In the absence of national treatment,  Canada could impose stringent environ-
mental or product standards on the products  of  foreign   firms only and thereby 
offer effective protection to its  domestic firms who need only satisfy less  stringent 
standards.   

   Other Major Provisions    There are several other major provisions in the NAFTA.    

    1.  All tariffs on trade between Canada,  the United States,  and Mexico were elimin-
ated as of 2010.   

   2.  The principle of national treatment (described above)  applies to foreign investment 
once it enters a country, but each country can screen foreign investment before it 
enters.   

   3.  Some restrictions on trade and investment are not eliminated by the agreement.  In 
Canadas case,  the main examples are supply-managed agricultural products and 
cultural industries such as magazine and book publishing.   

   4.  Trade in most non-agricultural service industries is liberalized and subject to the 
principle of national treatment.   

   5.  A significant amount of government procurement is open to cross-border bidding, 
though a large part is  still exempt from NAFTA.     

   Dispute Settlement    From Canadas point of view, by far the biggest setback in the 
negotiations for the CanadaU.S.  FTA was the failure to obtain agreement on a com-
mon regime for countervailing and antidumping duties.  In view of that failure,  no 
significant attempt was made to deal with this issue in the subsequent NAFTA negotia-
tions.  The U.S.  Congress was unwilling to abandon the unilateral use of these powerful 
weapons.  

 In the absence of such a multilateral regime,  a NAFTA dispute-settlement mechan-
ism was created.  Under it,  the justifications required for the levying of antidumping 
and countervailing duties are subject to review by a panel of Canadians,  Americans,  
and Mexicans.  This international review replaces appeal through the domestic courts.  
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   2    These data are in nominal dollars,  which naturally grow over time along with real GDP and the price level.  
As a share of GDP, however,  Canadian trade with the United States has also grown substantially.  In 1988,  
exports and imports of goods (excluding services)  with the United States were each roughly 13  percent of 
Canadian GDP; by 2014, they were each about 18  percent of Canadian GDP.  

The panel has the power to suspend any duties until it is  satisfied that the domestic laws 
have been correctly and fairly applied.  

 The establishment of the dispute-settlement mechanism in NAFTA was path break-
ing:  for the first time in its history, the United States agreed to submit the adminis-
tration of its domestic laws to  binding  scrutiny by an international panel that often 
contains a majority of foreigners.   

   Results    The CanadaU.S.  FTA aroused a great debate in Canada.  Indeed,  the Can-
adian federal election of 1988  was fought almost entirely on the issue of free trade.  
Supporters looked for major increases in the security of existing trade from U.S.  pro-
tectionist attacks and for a growth of new trade.  Detractors predicted a flight of firms 
to the United States,  the loss of many Canadian jobs,  and even the demise of Canadas 
political independence.  

 By and large,  however,  both the CanadaU.S.  FTA and the NAFTA agreements 
worked out just about as expected by their supporters.  Industry restructured in the dir-
ection of greater export orientation in all three countries,  and trade creation occurred.  
The flow of trade among the three countries increased markedly,  but especially so 
between Canada and the United States.  As the theory of trade predicts,  specializa-
tion occurred in many areas,  resulting in more U.S.  imports of some product lines 
from Canada and more U.S.  exports of other goods to Canada.  In 1988, before the 
CanadaU.S.  FTA took effect,  Canada exported $85 billion in goods to the United States 
and imported $74 billion from the United States.  By 2014,  the value of CanadaU.S.  
trade had more than quadrupledCanadian exports of goods to the United States 
had increased to $400 billion and imports from the United States had increased to 
$351  billion.  (Note that these figures exclude trade in services;  with services included,  
the increase in CanadaU.S.  trade between 1988  and 2014 would be larger by about 
$100 billion in each direction.)    2       

   It is  hard to say how much trade diversion there has been and will be in the future.  
The greatest potential for trade diversion is with Mexico, which competes in the Can-
adian and U.S.  markets with a large number of products produced in other low-wage 
countries.  Southeast Asian exporters to the United States and Canada have been wor-
ried that Mexico would capture some of their markets by virtue of having tariff-free 
access denied to their goods.  Most estimates predict,  however,  that trade creation will 
dominate over trade diversion.  

 Most transitional difficulties were initially felt in each countrys import-competing 
industries,  just as theory predicts.  Such an agreement as the NAFTA brings its advan-
tages by encouraging a movement of resources out of protected but inefficient import-
competing industries,  which decline,  and into efficient export industries,  which expand 
because they have better access to the markets of other member countries.  Southern 
Ontario and parts of Quebec had difficulties as some traditional exports fell and labour 
and capital were shifting to sectors where trade was expanding.  By the late 1990s,  how-
ever,  Southern Ontario was booming again and its most profitable sectors were those 
that exported to the United States.  
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 There were also some pleasant surprises resulting from free trade.  Two Canadian 
industries that many economists expected to suffer from the FTA and the NAFTA were 
winemaking and textiles.  Yet both of these industries prospered as Canadian firms 
improved quality,  productivity,  and benefited from increased access to the huge U.S.  
market.   Applying Economic Concepts 33-2   discusses the success of the Canadian wine 
industry after the tariffs on wine were eliminated.  

 Finally,  the dispute-settlement mechanism seems to have worked well.  A large 
number of disputes have arisen and have been referred to panels.  Panel members have 
usually reacted as professionals rather than as nationals.  Most cases have been decided 
on their merits;  allegations that decisions were reached on national rather than profes-
sional grounds have been rare.      

   APPLYI NG  ECONOM IC  CONCEPTS    3 3 -2   

 Canadian Wine:  A Free-Trade Success Story  

 Before the CanadaU.S.  FTA was signed in 1989, great 
fears were expressed over the fate of the Canadian wine 
industry,  located mainly in Ontario and British Col-
umbia.  It was heavily tariff protected and, with a few 
notable exceptions,  produced mainly cheap, low-quality 
products.  Contrary to most peoples expectations,  rather 
than being decimated, the industry now produces a wide 
variety of high-quality products,  some of which win 
international competitions.  

 The nature of the pre-FTA protection largely 
explains the dramatic turnaround of the Canadian wine 
industry once the FTA took effect.  First,  Canadian wine 
producers had been protected by high tariffs on imported 
wine but were at the same time required by law to pro-
duce wine by using only domestically grown grapes.  The 
domestic grape growers,  however,  produced varieties of 
grapes not conducive to the production of high-quality 
wines,  and with a captive domestic market,  they had lit-
tle incentive to change their behaviour.  Thus,  Canadian 
wine producers concentrated their efforts on hiding  
the attributes of poor-quality grapes rather than enhan-
cing the attributes of high-quality grapes.  The result was 
low-quality wine.  

 The second important aspect of the protection was 
that the high Canadian tariff was levied on a per unit 
rather than on an  ad valorem   basis.  For example,  the tar-
iff was expressed as so many dollars per litre rather than 
as a specific percentage of the price.  Charging a tariff by 
the litre gave most protection to the low-quality wines 
with low value per litre.  The higher the per-litre value of 
the wine,  the lower the percentage tariff protection.  For 
example,  a $5-per-litre tariff would have the following 

effects.  A low-quality imported wine valued at $5  per 
litre would have its price raised to $10,  a 100 percent 
increase in price,  whereas a higher-quality imported wine 
valued at $25 per litre would have its price increased to 
$30,  only a 20 percent increase in price.  

 Responding to these incentives,  the Canadian 
industry concentrated on producing low-quality wines.  
The market for these wines was protected by the nearly 
prohibitive tariffs on competing low-quality imports 
and by the high prices charged for high-quality imports.  
In addition,  protection was provided by many 
hidden charges that the various provincial govern-
ments  liquor monopolies levied in order to protect local 
producers.  

 When the tariff was removed under the FTA, the 
incentives were to move up-market,  producing much 
more value per hectare of land.  Fortunately,  much of the 
Canadian wine-growing land in the Okanagan Valley in 
B.C.  and the Niagara Peninsula in Ontario is well suited 
for growing the grapes required for good wines.  Within a 
very few years,  and with some government assistance to 
grape growers to make the transition from low-quality 
to high-quality grapes,  Canadian wines were competing 
effectively with imported products in the medium-quality 
range.  More recently, Canadian wineries have also started 
producing wines of higher quality.  

 The success of the wine industry is a good example 
of how tariffs can distort incentives and push an industry 
into a structure that makes it dependent on the tariff.  
Looking at the pre-FTA industry,  very few people sus-
pected that it would be able to survive,  let alone become 
a world-class industry.  
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    S U MMARY  

      33.1        FREE TRADE OR PROTECTION? LO 1,  2    

     The case for free trade is that world output of all prod-
ucts can be higher under free trade than when protec-
tionism restricts regional specialization.   

    Trade protection may be advocated to promote eco-
nomic diversification or to provide protection for 
specific groups.  The cost of such protection is  lower 
average living standards.   

    Protection can also be urged on the grounds that it 
may lead to higher living standards for the protectionist 
country than would a policy of free trade.  Such a result 
might come about by using market power to influence 

the terms of trade or by developing a dynamic compara-
tive advantage by allowing inexperienced or uneconom-
ically small industries to become efficient enough to 
compete with foreign industries.   

    Some invalid protectionist arguments are that (a)  buy-
ing abroad sends our money abroad, while buying at 
home keeps our money at home; (b)  our high-paid 
workers must be protected against the competition from 
low-paid foreign workers;  and (c)  imports are to be 
discouraged because they reduce national income and 
cause unemployment.     

      33.2        METHODS OF PROTECTION  LO 3,  4    

     A tariff raises the domestic price of the imported prod-
uct and leads to a reduction in the level of imports.  
Domestic consumers lose and domestic producers gain.  
The overall effect of a tariff is  a deadweight loss for the 
importing country.   

    A quota (or voluntary export restriction)  restricts the 
amount of imports and thus drives up the domes-
tic price of the good.  Domestic consumers lose and 

domestic producers gain.  The overall effect is  a  larger  
deadweight loss than with a tariff because,  rather than 
the importing country collecting tariff revenue,  foreign 
producers benefit from a higher price.   

    Antidumping and countervailing duties,  although pro-
viding legitimate restraints on unfair trading practices,  
are often used as serious barriers to trade.     

      33.3        CURRENT TRADE POLICY LO 5,  6    

     The General Agreement on Tariffs and Trade (GATT),  
under which countries agreed to reduce trade barriers 
through multilateral negotiations and not to raise them 
unilaterally,  has greatly reduced world tariffs since its 
inception in 1947.   

    The World Trade Organization (WTO)  was created 
in 1995 as the successor to GATT.  It has 161  member 
countries and contains a formal dispute-settlement 
mechanism.   

    Regional trade-liberalizing agreements,  such as free 
trade areas and common markets,  bring efficiency gains 

through trade creation and efficiency losses through 
trade diversion.   

    The North American Free Trade Agreement (NAFTA)  is  
the worlds largest and most successful free trade area,  
and the European Union is the worlds largest and most 
successful common market.   

    NAFTA is based on the principle of national treatment.  
This allows Canada, the United States,  and Mexico to 
implement whatever social, economic, or environmental 
policies they choose providing that such policies treat 
foreign and domestic firms (and their products)  equally.      

    Free trade and protection   
   Tariffs and import quotas   
   Voluntary export restrictions (VERs)    
   Countervailing and antidumping 
duties   

   The General Agreement on Tariffs and 
Trade (GATT)    

   The World Trade Organization (WTO)    
   Common markets,  customs unions,  
and free-trade areas   

   Trade creation and trade diversion   
   Non-tariff barriers   
   The North American Free Trade 
Agreement (NAFTA)      

   KEY  CON CEPTS  
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      Fill in the blanks to make the following statements 
correct.  

    a.  The              argument provided the rationale for 
Canadas National Policy of 1876.  A high tariff 
wall allowed many Canadian industries to develop 
where they may not have been able to compete 
otherwise.   

   b.  Advertisements that encourage us to buy Can-
adian  are promoting a(n)               argument 
for protection.  The reason is that money spent 
on imported goods must ultimately be spent on 
             goods and services anyway.   

   c.  Invalid arguments for protection usually come from 
a misunderstanding of the gains from              or 
from the misbelief that protection can increase 
total             .      

      Fill in the blanks to make the following statements 
correct.  

    a.  A tariff imposed on the import of leather shoes will 
cause a(n)               in the domestic price.  Total quan-
tity of leather shoes sold in Canada will             .  
Domestic (Canadian)  production of leather shoes 
will              and the quantity of shoes imported 
will             .   

   b.  The beneficiaries of the tariff described above 
are              because they receive a higher price for 
the same good and              because they receive 
tariff revenue.  The parties that are clearly worse off 
are              because they now pay a higher price for 
the same good, and              because they sell less in 
the Canadian market.   

   c.  The overall effect of a tariff on the importing coun-
try is a(n)               in welfare.  The tariff creates a(n)  
             loss for the economy.   

   d .  Suppose an import quota restricted the import of 
leather shoes into Canada to 20 000 pairs per year 
when the free trade imported amount was 40 000 
pairs.  The domestic price will             ,  total quantity 
sold in Canada will             ,  and domestic produc-
tion will             .   

   e.  The beneficiaries of the quota described above are 
             and              because they both receive a 

higher price in the Canadian market.  The party 
that is clearly worse off is              because they are 
now paying a higher price.   

   f.  The overall effect of an import quota on the 
importing country is a(n)               in welfare.  The 
quota imposes a(n)               loss for the economy.      

      Fill in the blanks to make the following statements 
correct.  

    a.  A regional trade agreement,  such as the NAFTA, 
or a common market,  such as the European Union, 
allows for             ,  whereby trade within the group 
of member countries is  increased.   

   b.  A regional trade agreement,  such as the NAFTA, 
or a common market,  such as the European Union, 
also results in             ,  whereby trade within the 
group of member countries replaces trade previ-
ously done with other             .   

   c.  The fundamental principle that guides the NAFTA 
is the principle of             ,  which means that any 
member country can implement the policies of its 
choosing,  as long as              and              firms are 
treated equally.      

      Canada produces steel domestically and also imports 
it from abroad.  Assume that the world market for 
steel is  competitive and that Canada is  a small pro-
ducer,  unable to affect the world price.  Since Canada 
imports steel,  we know that in the absence of trade,  
the Canadian equilibrium price would exceed the 
world price.  

    a.  Draw a diagram showing the Canadian market for 
steel,  with imports at the world price.   

   b.  Explain why the imposition of a tariff on imported 
steel will increase the price of steel in Canada.   

   c.  Who benefits and who is harmed by such a tariff?  
Show these effects in your diagram.      

      The diagram below shows the Canadian market for 
leather shoes,  which we assume to be competitive.  The 
world price is  p w  .  If the Canadian government imposes 
a tariff of  t  dollars per unit,  the domestic price then 
rises to  p w   +   t    

    STUDY EXERCISES 

   Make the grade with MyEconLab:  Study Exercises marked in #  can be found on 
MyEconLab.  You can practise them as often as you want,  and most feature step-by-
step guided instructions to help you find the right answer.    

    MyEconLab    
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producers than a North American tariff that results 
in the same volume of Japanese exports.   

   c.  Who is paying for these benefits to the Japanese 
producers?      

     Go to Statistics Canadas website:    www.statcan.gc.ca  .  
Search for exports and imports,  and answer the fol-
lowing questions related to imports and exports of 
 goods   ( trade data for  services   are generally harder to 
obtain).  

    a.  For the most recent year shown, what was the 
value of Canadas exports to the United States?  To 
the European Union?   

   b.  For the same year,  what was the value of Canadas 
imports from the United States?  From the Euro-
pean Union?   

   c.  Compute what economists call the volume of 
trade  (the sum of exports and imports)  between 
Canada and the United States.  How has the volume 
of trade grown over the past five years?  Has trade 
grown faster than national income?      

      The table below shows the prices  in Canada   of cot-
ton towels produced in the United States,  Canada, 
and Bangladesh.  Assume that all cotton towels are 
identical.    

Producing 
Country

Canadian Price ($)  
Without Tarif 

Canadian Price ($)  
With 20%  Tarif 

Canada 4.75 4.75

United States 4.50 5.40

Bangladesh 4.00 4.80

    a.  Suppose Canada imposes a 20 percent tariff on 
imported towels from any country.  Assuming that 
Canadians purchase only the lowest-price towels,  
from which country will Canada buy its towels?   

   b.  Now suppose Canada eliminates tariffs on towels 
from all countries.  Which towels will Canada now 
buy?   

   c.  Canada and the United States now negotiate a free-
trade agreement that eliminates all tariffs between 
the two countries,  but Canada maintains the 
20 percent tariff on other countries.  Which towels 
now get imported into Canada?   

   d .  Which of the situations described above is called 
trade creation and which is called trade diversion?      

      In the past few years,  trade between Canada and 
China has been growing quickly (though from a very 
low level) .  Many observers are concerned that Can-
adian firms are not able to compete with Chinese ones 
and that Canada may therefore be harmed by trading 
more with China.  Comment on the following points in 
relation to the above worries:  

 

D

S

t

p
w

Quantity

Q
1

Q
3

Q
4

Q
2

0

p
w
+ t

B
CA

D

P
ri
ce

   

    a.  What quantity of leather shoes is imported before 
the tariff is imposed?  After the tariff?   

   b.  What is the effect of the tariff on the Canadian 
production of shoes?  Which areas in the diagram 
show the increase in domestic producer surplus?   

   c.  Which areas in the diagram show the reduction in 
domestic consumer surplus as a result of the higher 
Canadian price?   

   d .  The Canadian government earns tariff revenue on 
the imported shoes.  Which area in the diagram 
shows this tariff revenue?   

   e.  What is the overall effect of this tariff on the 
economy?  Which area in the diagram shows the 
deadweight loss?      

      Use the diagram from Question 5  to analyze the effects 
of imposing an import quota instead of a tariff to pro-
tect domestic shoe producers.  Draw the diagram as in 
Question 5  and answer the following questions.  

    a.  Explain why an import quota of  Q   3   Q   4   raises the 
domestic price to  p w   +   t .   

   b.  With import quotas,  the Canadian government 
earns no tariff revenue.  Who gets this money now?   

   c.  Is the import quota better or worse than the tariff 
for Canada as a whole?  Explain.      

      Under pressure from the Canadian and U.S.  govern-
ments in the early 1980s,  Japanese automobile pro-
ducers agreed to restrict their exports to the North 
American market.  After the formal agreement ended, 
the Japanese producers decided unilaterally to con-
tinue restricting their exports.  Carefully review 
  Figure   33-2   and then answer the following questions.  

    a.  Explain why the Japanese producers would volun-
tarily continue these restrictions.   

   b.  Explain why an agreement to export only 100 000 
cars to North America is better for the Japanese 
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    a.  Chinese are the most expensive cheap labour I 
have ever encountered.  Statement by the owner 
of a Canadian firm that is moving back to Canada 
from China.   

   b.  The theory of the gains from trade says that a 
high-productivity,  high-wage country can gain 
from trading with a low-wage,  low-productivity 
country.   

   c.  Technological change is rapidly reducing labour 
costs as a proportion of total costs in many prod-
ucts;  in many industries that use high-tech produc-
tion methods this proportion is already well below 
20 percent.      

     Consider a mythical country called Forestland, which 
exports a large amount of lumber to a nearby country 
called Houseland.  The lumber industry in Houseland 
has convinced its federal government that it is  being 
harmed by the low prices being charged by the lum-
ber producers in Forestland.  You are an advisor to the 
government in Forestland.  Explain who gains and who 
loses from each of the following policies.  

    a.  Houseland imposes a tariff on lumber imports 
from Forestland.   

   b.  Forestland imposes a tax on each unit of lumber 
exported to Houseland.   

   c.  Forestland agrees to restrict its exports of lumber 
to Houseland.   

   d .  Which policy is likely to garner the most political 
support in Houseland?  In Forestland?      

      Canada has recently imposed antidumping duties of up 
to 43  percent on hot-rolled steel imports from France,  
Russia,  Slovakia,  and Romania.  The allegation is that 
these countries were dumping steel into the Canadian 
market.  

    a.  Who benefits from such alleged dumping?  Who is 
harmed?   

   b.  Who benefits from the imposition of the antidump-
ing duties?  Who is harmed?   

   c.  Is Canada as a whole made better off by the impos-
ition of the duties?  Explain.             
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 Exchange Rates and the 
Balance of Payments   

  CANADIANS import products from other 

countries and take vacations abroad.  For both 

reasons,  they care about the exchange rate between 

the Canadian dollar and foreign currencies.  When the 

Canadian dollar depreciates,  it costs more to purchase 

imported products,  and foreign vacations become 

more expensive.  On the other hand, Canadian firms 

that export their products to other countries usually 

benefit from a depreciation of the Canadian dollar 

because foreigners are induced to buy more Canadian 

products.  In some way or another,  most Canadians are 

affected by changes in the exchange rate.  

 In this chapter we examine what determines the 

exchange rate,  why it changes,  and the effects these 

changes have on the economy.  The discussion will 

bring together material on three topics  studied else-

where in this book :  the theory of supply and demand 

(   Chapter   3   ) ,  monetary policy and inflation  (   Chapters   28  

and   29  )  ,  and international trade  (   Chapter   32  )  .  

 We begin by examining a countrys balance of pay-

mentsthe record of transactions in goods,  services,  

and assets with the rest of the world.  After introducing 

terms,  we see why the balance of payments is  defined 

in such a way that it  always   balances.    

      34 

     CHAPTER  OUTLI NE   

       34.1   THE BALANCE OF PAYMENTS    

     34.2   THE FOREIGN-EXCHANGE MARKET    

     34.3    THE DETERMINATION  OF 

EXCHANGE RATES    

     34.4  THREE POLICY I SSUES       

   LEARN I NG  OBJECTI VES  (LO)  

 After studying this chapter you  wi l l  be able to 

   1  l i st the components of Canadas ba lance of payments and  

expla in  why the ba lance of payments must a lways ba lance.   

  2  describe the demand  for and  supply of foreign  exchange.   

  3  d iscuss various factors that cause  uctuations in  

exchange rates.   

  4 d iscuss why a  current account de ci t i s  not necessari ly 

undesirable.   

  5 understand  the theory of purchasing power pari ty (PPP)  and  

i ts l im i tations.   

  6 expla in  how  exible exchange rates can  dampen  the effects of 

externa l  shocks.     

824
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    balance of payments 

accounts     A summary record  

of a  countrys transactions with  

the rest of the world, including 

the buying and  sel l ing of goods, 

services, and  assets.    

    TABLE   34-1       Canadian  Balance of Payments,  2014 (bi l l ions of dol lars)     

Credit Debit Balance

  CURRENT ACCOUNT   

 Trade Account  

 Merchandise exports 1528.6

 Service exports  195.2

 Merchandise imports 2523.7

 Service imports 2 117.9

 Trade balance 2 17.8

 Capital-Service Account  

 Net investment income 223.6

 Current Account Balance    241.4   

  CAPITAL ACCOUNT  

 Net change in Canadian investments abroad 
(capital outflow from Canada)

2 135.6

 Net change in foreign investment in Canada 
(capital inflow to Canada)

1172.2

 Official Financing Account  

 Changes in official international reserves    25.9

 Capital Account Balance    130.7  

 Statistical Discrepancy    110.7  

  Balance of Payments    0.0   

  The overall balance of payments always balances,  but the individual components do not have to  .  In 
2014, Canada had an overall trade deficit ( including trade in goods and services)  of $17.8  billion.  There 
was also a deficit of $23.6 billion on the capital-service account.  There was thus a $41 .4 billion deficit 
on the current account.  There was a surplus on the capital account of $30.7 billion because the trading 
of assets internationally resulted in a net inflow of capital.  The statistical discrepancy entry of $10.7 bil-
lion compensates for the inability to measure some items accurately.  The current account plus the cap-
ital account (plus the statistical discrepancy)  is equal to the balance of paymentswhich is always zero.  

  (  Source:   Statistics Canada,  www.statcan.gc.ca .  Search for balance of payments,  2014. )   

     34.1    THE BALANCE OF PAYMENTS   

 Statistics Canada documents transactions between Canada and the rest of the world.  
The record of such transactions is made in the   balance of payments accounts   .  Each 
transaction,  such as the exports or imports of goods,  or the international purchase or 
sales of assets,  is  classified according to whether the transaction generates a  payment  
or a  receipt  for Canada.    

    Table   34-1    shows the major items in the Canadian balance of payments accounts 
for 2014.  Transactions that represent a receipt for Canada,  such as the sale of a product 
or asset to foreigners,  are recorded in the balance of payments accounts as a  credit  item.  
Transactions that represent a payment for Canada,  such as the purchase of a product or 
asset from foreigners,  are recorded as a  debit  item.  
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  There are two main categories to the balance of payments:  the  current account  and 
the  capital account .  We examine each account in turn.  

   The Current Account  

 The   current account    records transactions arising from trade in goods and services.  It 
also includes net investment income earned from foreign asset holdings.  The current 
account is  divided into two main sections.    

  The first section,  called the   trade account   ,  records payments and receipts arising 
from the import and export of goods,  such as computers and cars,  and services,  such as 
legal or architectural services.  (Tourism constitutes a large part of the trade in services.)  
Canadian imports of goods and services require a payment to foreigners and thus are 
entered as debit items on the trade account;  Canadian exports of goods and services 
generate a receipt to Canada and thus are recorded as credit items.    

  The second section, called the   capital-service account   ,  records the payments and 
receipts that represent income earned from asset holdings.  When a firm located in Canada,  
for example, pays dividends to foreign owners, the payments to foreigners are a debit 
item in Canadas balance of payments.  In contrast, when Canadians earn income from 
their foreign-located investments, these receipts for Canada are recorded as credit items.    

  As shown in   Table   34-1   ,  Canadian exports of goods and services in 2014 were $624 
billion,  while imports of goods and services were slightly larger at $642 billion.  The 
trade account therefore had a deficit of just under $18  billionmeaning that Canada 
purchased $18  billion more in goods and services from the rest of the world than it sold 
to the world.  The capital-service account that year was also in deficitCanadians paid 
$24 billion more to foreigners as investment income (plus transfers)  than they received 
from foreigners.  The overall current account balance in 2014 (the sum of the trade and 
capital-service accounts)  had a deficit of $41 .4 billion.   

   The Capital  Account 
  1   
   

 The   capital account    records international transactions in assets,  including bonds,  shares 
of companies,  real estate,  and factories.  When a Canadian purchases a foreign asset,  the 
transaction is treated similarly to the purchase of foreign goods.  Since purchasing a for-
eign asset requires a payment from Canadians to foreigners,  it is entered as a debit item 
in the Canadian capital account.  Note that when Canadians purchase foreign assets,  
financial capital is  leaving Canada and going abroad, and so this is  called a  capital   out-
flow.   When a foreigner purchases a Canadian asset,  the transaction is treated just like 
the sale of Canadian goods.  It generates a receipt for Canada and thus is  entered as a 
credit item in the Canadian capital account.  When Canadians sell assets to foreigners,  
financial capital is  entering Canada from abroad, and so this is  called a  capital inflow.     

   As shown in   Table   34-1   ,  in 2014, Canadians increased their holdings of assets 
abroad by $135.6 billion, resulting in a capital outflow of that amount.  At the same 
time,  foreigners increased their holdings of assets in Canada by $172.2 billion,  resulting 
in a capital inflow of that amount.  Though not shown in the table,  the capital account 
distinguishes between  direct investment  and  portfolio investment .  The former involves 
the purchase or sale of assets that alter the legal control of those assets,  such as when a 
controlling interest of a company is purchased.  The latter involves transactions in assets 

    current account     The part of the 

balance of payments accounts 

that records payments and  

receipts arising from trade in  

goods and  services and  from 

interest and  d ividends that are 

earned  on  assets owned  in  one 

country and  invested  in  another.    

    trade account     I n  the balance of 

payments, th is account records 

the value of exports and  imports 

of goods and  services.    

    capital-service account     In  

the balance of payments, th is 

account records the payments 

and  receipts that represent 

income earned  on  assets (such  

as interest and  d ividends).    

    capital  account     The part 

of the balance of payments 

accounts that records payments 

and  receipts arising from the 

purchase and  sale of assets.    

   1    Statistics Canada now calls this the Capital and Financing Account, but its meaning is the same:  it records 
international transactions in assets.  For simplicity,  we retain the shorter term    .  
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that do not alter the legal control of the assets,  such as when a minority of a companys 
shares is  purchased.  

 One part of the capital account shows the governments transactions in its official 
foreign-exchange reserves.  This  official financing account  is  included as part of the cap-
ital account because official reserves are  assets   rather than goods or services.  If the gov-
ernment increases its reserves,  it does so by purchasing foreign-currency assets,  and this 
is  recorded as a debit item in the official financing account.  If the government instead 
reduces its reserves,  it sells some foreign-currency assets,  and this transaction would be 
recorded as a credit item in the official financing account.  In 2014,  the Government of 
Canada increased its official reserves by $5.9 billion.  

 In 2014,  the overall capital account had a surplus of $30.7 billion,  meaning that 
there was a net capital inflow of this amount to Canada from the rest of the world.  In 
other words,  foreign households,  firms and governments increased their net holdings of 
Canadian assets by $30.7 billion in 2014.   

   The Balance of Payments Must Balance  

 The current account balance represents the difference between the payments and 
receipts from international transactions in goods and services.  The capital account bal-
ance is the difference between payments and receipts from international transactions in 
assets.  The balance of payments is  the sum of current account and capital account bal-
ances.  In any given period (usually a year)  the  current account plus the capital account 
must equal zero  .  In other words,  the balance of payments is  always equal to zero.  In 
algebraic terms,  we can write 

   Balance of payments = CA + KA = 0   

 where  CA   is  the current account balance and  KA   is  the capital account balance.  Note 
that this is an  identity  the accounting system used for the balance of payments defines 
transactions in such a way that  CA +  KA   =  0.  But there is  an underlying logic to this 
accounting system.  Lets consider an example that illustrates the logical connection 
between the current and capital accounts.  

 Consider a year in which Canadian households,  firms,  and governments,  taken 
together,  purchase $100 billion in goods and services from the rest of the world.  Dur-
ing the same year,  Canadians sell $150 billion of goods and services to the rest of the 
world.  Exports are $150 billion and imports are $100 billion, so Canada has a current 
account surplus of $50 billion,   CA   =  50 billion.  (Assume for simplicity that the capital-
service account is  zero.)  The meaning of this $50 billion surplus is  that Canadians now 
have claims on foreigners equal to $50 billionthat is,  foreigners owe Canadians $50 
billion.  What does Canada do with these claims?  

 Consider two possibilities.  

    1.  Canadians purchase $50 billion more of goods and services from the rest of the 
world.  In this case,  Canadas imports rise to $150 billion and the current account 
is  now in balance (  CA   =  0) .  Since there have been no transactions in assets,  the 
capital account is  also in balance (  KA   =  0) .  It is  clear now that  CA   +   KA   =  0.   

   2.  Canadians purchase $50 billion more of assets from foreignersa capital outflow 
from Canada.  They could purchase land, bonds, corporate shares, or factories.  But 
whatever they purchase, the capital account will now be in deficit by $50 billion (  KA   
=  $50 billion).  In this case, the current account surplus of $50 billion is exactly off-
set by the capital account deficit of $50 billion.  Once again we have  CA   +   KA   =  0.    
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 Of course,  Canadians could do a combination of these two optionsbuy some more 
imports and some assets as well,  with a total value of $50 billion.  In this case,  we would 
still have  CA   +   KA   =  0.  

 Some readers may wonder why Canadians couldnt simply leave their purchases 
of goods and services unchanged  and  decide not to purchase any additional assets.  For 
example,  couldnt we have the  CA   surplus of $50 billion but not make any transactions 
in the capital account (so that  KA   =  0)?  With such a  CA   surplus,  however,  Canadians 
are holding an  IOU  from foreigners of $50 billion which is an asset for Canada as a 
whole.  That asset can be held in many forms (stocks,  bonds,  bank balances,  etc.) ,  any 
of which will appear in the balance of payments as a capital account deficit.  Balance of 
payments accounting ensures that any  CA   balance is matched by an increase of some 
assets in the capital account so that  CA   +   KA   =  0.    

  Any surplus on the current account must be matched by an equal de cit on the 
capital account.  A current account surplus thus implies a capital out ow. The bal-
ance of payments is always zero.   

  Notice that the opposite situation is also possible and that the balance of payments 
again sums to zero.  Suppose Canadians purchase $75 billion more in goods and servi-
ces from the rest of the world than they sellso Canada has a current account deficit of 
$75 billion,   CA   =  $75 billion.  (We continue to assume that the capital-service account 
is  zero.)  The rest of the world now has claims of this amount on Canadians,  meaning 
that Canadians owe $75 billion to foreigners.  Foreigners can either purchase more 
Canadian goods and services or more Canadian assets.  If foreigners purchase $75 bil-
lion in additional Canadian goods and services,  Canadas current account is  balanced 
(  CA   =  0)  and we again have  CA   +   KA   =  0.  If foreigners choose instead to purchase 
$75 billion in Canadian assets,  then Canadas capital account will be in surplus by 
$75 billiona capital inflow.  In this case,  the current account will be in deficit (  CA   =  
$75 billion)  and the capital account will be in surplus (  KA   =  $75  billion),  but again 
we see that  CA   +   KA   =  0.      

  Any de cit in the current account must be matched by an equal surplus in the capi-
tal account.  A current-account de cit thus implies a capital in ow.  The balance of 
payments is  always zero.   

  Lets go back and review the actual numbers from   Table   34-1   .  In 2014,  Canada 
had a current account deficit of $41 .4 billion.  In order to purchase these net imports 
of goods and services,  Canadian firms and households had to sell the same value (aside 
from the statistical discrepancy)  of assets to foreigners in that year,  so there was a 
capital inflow, or capital account surplus.  The balance of payments,  as always,  was in 
balance.  That the balance of payments always sums to zero is important.  This result 
is not based on assumptions about behaviour or any other theoretical reasoningit is  
an  accounting identity.   Many people nonetheless find balance of payments accounting 
confusing.   Applying Economic Concepts 34-1   discusses an individual students balance 
of payments with the rest of the world and illustrates why an individuals balance of 
payments must always balance.   
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   APPLYI NG  ECONOM IC  CONCEPTS    3 4-1   

 A Students Balance of Payments with the Rest of the World  

 Many students find a countrys balance of payments 
confusing,  especially the idea that the balance of pay-
ments  must always   balance.  Why, they often ask,  cant 
Canada export more goods and services to the world 
than it imports and at the same time have a net sale of 
assets to the rest of the world?  The connection between 
the current-account transactions and the capital-account 
transactions is not always obvious.  

 Perhaps the easiest way to see this connection is to 
consider an individuals balance of payments  with the 
rest of the world.  Of course,  most individuals would not 
normally compute their balance of payments,  but by 
doing so we can recognize the everyday concepts involved 
and also see the necessary connection between any indi-
viduals current account  and capital account.  The 
reason that Canadas balance of payments must always 
balance is exactly the same reason that an individuals 
balance of payments must always balance.  

 The table shows the balance of payments for 
Stefan, a university student.  Stefan is fortunate in several 
respects.  First,  his parents are able to provide some of the 
funds needed to finance his education.  Second, he has a 
summer job that pays well.  Third,  he was given some 
Canada Savings Bonds when he was born that provide 
him with some interest income every year.    

Stefans Balance of Payments

Current Account ( Income and Expenditure)

Labour income (exports ) +$10 000
Purchase of goods and services ( imports ) 2$17 000
Interest income +$   500
Transfers (from his parents)  +$10 000 
Current Account Balance   +$3  500 

 Capital Account (Changes in Assets)   
( denotes an increase in assets,  or a capital outflow)

Purchase of mutual funds 2$1  500
Increase in savings account deposits  2$2 000 
Capital Account Balance  2$3  500 

BALANCE OF PAYMENTS $0

 The top part of the table shows Stefans income and 
expenditures for a single year.  This is  his current account.  
The bottom part shows the  change   in Stefans assets over 
the same year.  This is  his capital account.  (Note that for 
Stefan as well as for any country,  the capital account 

does not show the overall stock of assetsit only shows 
the  changes   in the stock of assets during the year.)  

 Lets begin with his current account.  Stefan has a 
good summer job that earns him $10 000 after taxes.  
This $10 000 represents Stefans exports  to the rest 
of the worldhe earns this income by selling his labour 
services to a tree-planting company.  Over the year,  how-
ever,  he spends $17 000 on tuition,  books,  clothes,  gro-
ceries,  and other goods and services.  These are Stefans 
 imports  from the rest of the world.  Stefan clearly has 
a  trade deficit  equal to $7000he  imports  more 
than he exports.  

 There are two other sources of income shown in 
Stefans current account.  First,  he earns $500 in interest 
income.  Second, his parents give him $10 000 to help 
pay for his educationa  transfer  in the terminology of 
balance of payments accounting.  The interest income 
and transfer together make up Stefans capital-service 
accountStefan has a surplus of $10 500.  

 Stefans overall current account shows a surplus of 
$3500.  This means he receives $3500 more than he spends 
on goods and services.  But where does this $3500 go?  

 This question brings us to Stefans capital account,  
the bottom part of the table.  The $3500 surplus on cur-
rent account  must  end up as increases in Stefans assets.  
He invests $1500 in a mutual fund and he also increases 
his savings-account deposits by $2000.  In both cases he 
is purchasing assetshe buys units in a mutual fund and 
he also buys  a bank deposit.  Since Stefan must make 
a payment to purchase these assets,  each appears as a 
debit item in his capital account.  Stefans capital account 
balance is a deficit of $3500; in other words,  there is a 
capital outflow  of $3500.  

 Finally,  note that Stefans current account and cap-
ital account  must  sum to zero.  There is  no way around 
this.  Any surplus of income over expenditures (on cur-
rent account)  must show up as an increase in his assets 
(or a decrease in his debts)  on his capital account.  Con-
versely,  any excess of expenditures over income must 
be financed by reducing his assets (or by increasing his 
debts) .  Stefans balance of payments  must  balance.  

 What is true for Stefan is true for any individual 
and also true for any accounting unit you choose to con-
sider.  Saskatoons balance of payments with the rest of 
the world must balance.  Saskatchewans balance of pay-
ments with the rest of the world must balance.  Western 
Canadas balance of payments with the rest of the world 
must balance.  And so must Canadas,  and any other 
countrys.  
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   There Cant Be a  Balance of Payments Deficit!   

 Unless further qualified,  the term balance of payments deficit  does not make sense 
since the balance of payments must always balance.  But such a term is nonetheless 
often used in the press and even by some economists.  What does this mean?  Most often 
the term is used carelesslya balance of payments deficit is mentioned when what is  
actually meant is a current account deficit.  

 There are also occasions when people speak of a country as having a balance of pay-
ments deficit or surplus when they are actually referring to the balance of all accounts 
 excluding  the official financing account.  In other words,  they are referring to the com-
bined balance on current and capital accounts,   excluding  the changes in the govern-
ments foreign-currency reserves.  For example, consider a year in which the Government 
of Canada sells $5  billion of its foreign-currency reserves.  This transaction is a credit 
item in the official financing account (part of Canadas capital account).  It must be the 
case that  all other  items in the current and capital accounts  combined  sum to an overall 
deficit.  In this case, some people might say that Canadas balance of payments deficit  
is being financed by the governments sale of foreign-currency reserves.  But when we use 
the terms properly, we know that Canadas balance of payments,  as always, is balanced.      

   Summary  

 This brings us to the end of our discussion of the balance of payments.  Keep in mind 
that this is just an exercise in accounting.  Though at times you may find it difficult to 
keep the various credits and debits in the various accounts straight in your mind, remem-
ber that the structure of the accounting system is quite simple.  Here is a brief review:  

    1.  The current account shows all transactions in goods and services between Canada 
and the rest of the world ( including investment income and transfers) .   

   2.  The capital account shows all transactions in assets between Canada and the rest 
of the world.  Part of the capital account shows the change in the governments 
holding of foreign-currency reserves.   

   3.  All transactions involving a payment from Canada appear as debit items.  All trans-
actions involving a receipt to Canada appear as credit items.   

   4.  The balance of paymentsthe sum of the current account and the capital 
accountmust always be zero.    

 We now go on to explore how exchange rates are determined in the foreign-
exchange market.  We will see that a knowledge of the various categories in the balance 
of payments will help in our understanding of why changes in exchange rates occur.    

    34.2    THE FOREIGN-EXCHANGE MARKET   

 Money is vital in any sophisticated economy that relies on specialization and trade.  Yet 
money as we know it is  a  national  matter.  If you live in Argentina, you earn pesos and 
spend pesos;  if you operate a business in Japan,  you borrow yen and pay your work-
ers in yen.  The currency of a country is acceptable within the border of that country, 
but usually it will not be accepted by firms and households in another country.  Just try 
buying your next pair of j eans in Canada with British pounds sterling or Japanese yen.     
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    exchange rate     The number 

of un its of domestic currency 

required  to purchase one unit of 

foreign  currency.    

    appreciation     A fal l  in  the 

exchange ratethe domestic 

currency has become more 

valuable so that it takes fewer 

units of domestic currency to 

purchase one unit of foreign  

currency.    

    depreciation      A rise in  the 

exchange ratethe domestic 

currency has become less 

valuable so that it takes more 

units of domestic currency to 

purchase one unit of foreign  

currency.    

  Trade between countries normally requires the exchange of the currency of one 
country for that of another.   

   The Exchange Rate  

 The exchange of one currency for another is  called a  foreign-exchange transaction  .  
The   exchange rate    is  the rate at which one currency exchanges for another.  In Canadas 
case,  the exchange rate is  the Canadian-dollar price of one unit of foreign currency.  For 
example,  in June 2015,  the price of one U.S.  dollar was 1 .21  Canadian dollars.  Thus,  
the CanadaU.S.  exchange rate was 1 .21 .    

  Note that in the Canadian news media the exchange rate is  usually expressed in 
the opposite wayas the number of U.S.  dollars that it takes to buy one Canadian 
dollar.  So instead of reporting that the CanadianU.S.  exchange rate in June 2015 
was 1 .21 ,  the press would say that the Canadian dollar was worth  82.6 U.S.  cents 
(1 /1 .21  =  0.826).  

 We can choose to define the CanadaU.S.  exchange rate either way:  as the 
Canadian-dollar price of one U.S.  dollar (Cdn$/U.S.$)  or as the U.S.-dollar price of one 
Canadian dollar (U.S.$/Cdn$).  But we must choose one method and stick to it;  other-
wise,  our discussions will quickly become very confusing.  In this book we  always   define 
the exchange rate in the way Canadian economists usually doas the Canadian-dollar 
price of one unit of foreign currency.  This definition makes it clear that foreign cur-
rency,  like any good or service,  has a price expressed in Canadian dollars.  In this case,  
the price has a special namethe exchange rate.  

 An   appreciation    of the Canadian dollar means that the Canadian dollar has become 
more valuable so that it takes fewer Canadian dollars to purchase one unit of foreign 
currency.  For example,  if the Canadian dollar appreciates against the U.S.  dollar from 
1 .21  to 1 .15,  it takes 6 fewer Canadian cents to purchase one U.S.  dollar.  Thus,  an 
appreciation of the Canadian dollar implies a  fall  in the exchange rate.  Conversely,  a 
  depreciation    of the Canadian dollar means that the Canadian dollar has become less 
valuable so that it takes more Canadian dollars to purchase one unit of foreign cur-
rency.  Thus,  a depreciation of the Canadian dollar means a  rise   in the exchange rate.           

  An appreciation of the Canadian dollar is a fall in the exchange rate;  a depreciation 
of the Canadian dollar is  a rise in the exchange rate.   

 We now go on to build a simple theory of the foreign-exchange market.  This will 
allow us to analyze the determinants of the exchange rate.  To keep things simple,  we 
use an example involving trade between Canada and Europe,  and thus we examine 
the determination of the exchange rate between the two currencies:  the Canadian dol-
lar and the euro.  In this example,  think of Europe as a shorthand for  the rest of the 
world  and the euro as a shorthand for all other currencies.      

  Because Canadian dollars are traded for euros in the foreign-exchange market, it 
follows that a demand for euros implies a supply of Canadian dollars and that a 
supply of euros implies a demand for Canadian dollars.   
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   For this reason,  a theory of the exchange rate between dollars 
and euros can deal  either   with the demand and supply of dollars  or   
with the demand and supply of euros;  both need not be considered.  
We will concentrate on the demand, supply,  and price of euros.  
Thus,  the market we will be considering ( in general terms)  is  the 
foreign-exchange marketthe product  is foreign exchange (euros 
in our case)  and the price  is the exchange rate ( the Canadian-
dollar price of euros).  

 We develop our example in terms of the demand and supply 
analysis  first encountered in   Chapter   3    .  To do so,  we need only 
recall that in the market for foreign exchange, transactions that 
generate a receipt for Canada in its balance of payments represent 
a  supply   of foreign exchange.  Foreign exchange is being supplied 
by the foreigners who need Canadian funds to purchase Canadian 
goods or assets.  Conversely,  transactions that are a payment from 
Canada in the balance of payments represent a  demand  for foreign 
exchange.  Foreign exchange is being demanded by the Canadians 
who are purchasing foreign goods or assets.  In what follows we 
make the (realistic)  assumption that the Bank of Canada makes no 
transactions in the foreign-exchange market.  Later we discuss the 
role of central-bank transactions.   

   The Supply of Foreign  Exchange  

 Whenever foreigners purchase Canadian goods,  services,  or assets,  
they supply foreign currency to the foreign-exchange market and 
demand, in return, Canadian dollars with which to pay for their 
purchases.  Thus,  the supply of foreign exchange (and the associated 

demand for Canadian dollars)  arises from Canadas sales of goods,  services,  and assets 
to the rest of the world.  

   Canadian Exports    One important source of supply of foreign exchange is foreigners 
who wish to buy Canadian-made goods and services.  A French importer of lumber is 
such a purchaser;  an Austrian couple planning a vacation in Canada is another;  the 
Hungarian government seeking to buy Canadian engineering services is  a third.  All are 
sources of supply of foreign exchange, arising out of international trade.  Each potential 
buyer wants to sell its own currency in exchange for Canadian dollars that it can then 
use to purchase Canadian goods and services.   

   Asset Sales:  Capital  Inflows    A second source of supply of foreign exchange comes 
from foreigners who want to purchase Canadian assets,  such as government or corpor-
ate bonds,  real estate,  or shares in a Canadian firm.  To buy Canadian assets,  holders of 
foreign currencies must first sell their foreign currency in return for Canadian dollars.  
As we saw earlier in the chapter,  when Canadians sell assets to foreigners,  we say there 
is a  capital inflow   to Canada.   

   Reserve Currency    Firms,  banks,  and governments often accumulate and hold 
foreign-exchange reserves,  just as individuals maintain savings accounts.  These reserves 

      Trade between countries that use dif-
ferent currencies requires that curren-
cies also be exchanged; this takes place in 
foreign-exchange markets where exchange 
ratesthe price of one currency in terms of 
anotherare determined.
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may be in several different currencies.  For example,  
the government of Poland may decide to increase its 
reserve holdings of Canadian dollars and reduce its 
reserve holdings of euros;  if it does so,  it will be a sup-
plier of euros (and a demander of Canadian dollars)  in 
foreign-exchange markets.   

   The Total  Supply of Foreign  Exchange    The supply of 
foreign exchange (or the demand for Canadian dollars 
in the foreign-exchange market)  is  the sum of the sup-
plies for all the purposes just discussedfor purchases 
of Canadian goods and services,  Canadian assets,  and 
for the purchase of Canadian dollars to add to cur-
rency reserves.  

 Furthermore, because people,  firms, and govern-
ments in all countries purchase goods and assets from 
many other countries,  the demand for any one cur-
rency will be the aggregate demand of individuals,  
firms, and governments in a number of different coun-
tries.  Thus,  the total supply of foreign exchange (or the 
demand for Canadian dollars)  may include Germans 
who are offering euros,  Japanese who are offering yen,  
Argentinians who are offering pesos,  and so on.  For 
simplicity,  however,  we go back to our two-country 
example and use only Canada and Europe.   

   The Supply Curve for Foreign Exchange    The supply 
of foreign exchange on the foreign-exchange market 
is  represented by a positively sloped curve,  such as 
the one shown in   Figure   34-1   .  This figure plots the 
Canadian-dollar price of euros (the exchange rate)  
on the vertical axis and the quantity of euros on the 
horizontal axis.  Moving up the vertical axis,  more dol-
lars are needed to purchase one eurothe Canadian dollar is  depreciating.  Moving 
down the vertical axis,  fewer dollars are needed to purchase one eurothe dollar is  
appreciating.  

  Why is the supply curve for foreign exchange positively sloped?  Lets consider 
what happens when Europeans are buying Canadian exports.  If the Canadian dollar is  
depreciating (moving up the vertical axis) ,  the euro prices of the Canadian exports are 
falling and so Europeans will want to buy more.  To make these additional purchases,  
they increase their supply of euros to the foreign-exchange market in order to acquire 
the Canadian dollars they need to pay for the Canadian products.  In the opposite 
case,  when the dollar appreciates (moving down the vertical axis),  the euro price of 
Canadian exports rises.  European consumers will buy fewer Canadian goods and thus 
supply less foreign exchange.    2     

   2    We have assumed here that the foreign price elasticity of demand for Canadian exports is greater than 1 ,  

so that a price change leads to a proportionately larger change in quantity demanded.  This is a common 

assumption in the analysis of international trade.  

   The demand for foreign exchange is  negatively sloped, 
and the supply of foreign exchange is  positively sloped, 
when plotted against the exchange rate,  measured as 
the Canadian-dollar price of one unit of foreign cur-
rency.   The demand for foreign exchange is given by 
the blue line  D  .  It represents the sum of transactions 
on both current and capital accounts that require pay-
ments to foreigners.  The supply of foreign exchange is 
given by the red line  S.   It represents the sum of trans-
actions on both current and capital accounts that rep-
resent receipts from foreigners.   

  In this example,  the equilibrium value of the 
exchange rate is 1 .50it takes 1 .50 Canadian dollars 
to purchase one euro.    

      FIGURE   34-1      The Foreign-Exchange Market   
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  Similar considerations affect other sources of supply of foreign exchange.  When the 
Canadian dollar depreciates (a higher exchange rate), Canadian securities and other assets 
become more attractive purchases, and the quantity purchased by foreigners will rise.  With 
this rise, the amount of foreign exchange supplied to pay for the purchases will increase.       

  The supply curve for foreign exchange is positively sloped when it is  plotted against 
the exchange rate; a depreciation of the Canadian dollar (a rise in the exchange 
rate)  increases the quantity of foreign exchange supplied.   

   The Demand  for Foreign  Exchange  

 The demand for foreign exchange arises from all international transactions that rep-
resent a payment for Canada in our balance of payments.  What sorts of international 
transactions generate a demand for foreign exchange (and a supply of Canadian dol-
lars)?  They are the same sort of transactions we just discussed,  but this time they are 
moving in the opposite directionCanadians,  rather than foreigners,  are doing the pur-
chasing.  Canadians seeking to purchase foreign products will be supplying Canadian 
dollars and demanding foreign exchange for this purpose.  Canadians may also seek 
to purchase foreign assets.  If they do, they will supply Canadian dollars and demand 
foreign exchange.  Similarly,  a country with reserves of Canadian dollars may decide to 
sell them in order to hold some other currency instead.  

   The Demand  Curve for Foreign  Exchange    When the Canadian dollar depreciates 
against the euro,  the Canadian-dollar price of European goods rises.  Because it takes 
more dollars to buy the same European good at an unchanged euro price,  Canadians 
will buy fewer of the now more expensive European goods.  The amount of foreign 
exchange being demanded by Canadians in order to pay for imported European goods 
will fall.    3     In the opposite case,  when the Canadian dollar appreciates,  European goods 
become cheaper,  and so Canadians demand more foreign exchange to pay for the 
greater volume of imports.  This same argument applies in exactly the same way to the 
purchases of foreign assets.    Figure   34-1    shows the demand curve for foreign exchange.         

   3    As long as the price elasticity of demand for imports is greater than 1 ,  the fall in the volume of imports will 

exceed the rise in price,  and hence fewer dollars will be spent on them.  This condition (and the one in the 

previous footnote)  is related to a famous long-standing issue in international economics,  called the  Marshall-

Lerner condition  .  In what follows,  we take the standard approach of assuming that both the price elasticity 

of demand for imports and the price elasticity of the demand for Canadian exports exceeds 1 .  This guaran-

tees that the slopes of the curves are as shown in   Figure   34-1   .  

  The demand curve for foreign exchange is  negatively sloped when it is  plotted 
against the exchange rate;  an appreciation of the Canadian dollar (a fall in the 
exchange rate)  increases the quantity of foreign exchange demanded.   

    34.3    THE DETERMINATION  OF EXCHANGE RATES   

 The demand and supply curves in   Figure   34-1    do not include transactions in the 
foreign-exchange market made by the central bank in an attempt to alter the value 
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of the exchange rate.  Such transactions,  if they occur at all,  appear as  a subset of the 
official financing account ( look back to   Table   34-1   ) .  To complete our analysis  of the 
foreign-exchange market we need to consider three possibilities  for central-bank 
behaviour:  

    1.  When the central bank makes no transactions in the foreign-exchange market,  
there is  said to be a purely  floating  or   flexible exchange rate   .      

   2.  When the central bank intervenes in the foreign-exchange market to fix  or 
peg  the exchange rate at a particular value,  there is  said to be a   fixed exchange 
rate    or  pegged exchange rate  .      

   3.  Between these two pure  systems is  a variety of possible intermediate cases,  
including the  adjustable peg   and the  managed float .  In the adjustable peg sys-
tem,  central banks fix specific values for their exchange rates,  but they explicitly 
recognize that circumstances may arise in which they will  change that value.  In a 
managed float,  the central bank seeks to have some stabilizing influence on the 
exchange rate but does not try to fix it at some publicly announced value.    

 Most  industrialized countries  today operate  a  mostly flexible  exchange  rate.  
It  is  mostly market  determined but the  central  bank sometimes  intervenes  to 
offset  s ignificant  short-run fluctuations.  The  countries  of the  European Union 
(EU)  had a  system of fixed exchange  rates  ( relative  to  one  anothers  currencies)  
between 1 979  and 1 999.  In  1 999  most  of the  countries  of the  EU adopted a  com-
mon currencythe  euro  ( an  important exception  being the  United Kingdom) .  
Within  what is  now called  the   euro  zone  ,  the  countries  have  no  exchange  rates 
for  national  currencies  but  the  s ingle  common currency has  a  flexible  exchange 
rate  relative  to  countries  outside  the  euro  zone.  The  United  States,  Japan,  the 
United Kingdom,  Australia,  and most  other  major  industrialized countries  have 
flexible  exchange  rates  with  relatively small  amounts  of foreign-exchange  inter-
vention by their  central  banks.  

 Canada alternated between a system of fixed exchange rates and flexible exchange 
rates (with limited intervention)  throughout most of the period between the Second 
World War and 1970.  In contrast,  most other countries pegged their currencies to the 
U.S.  dollar under the Bretton Woods system.  Canada has had a flexible exchange rate 
since 1970.  Later in the chapter we examine the issues involved in choosing between 
a flexible and fixed exchange-rate system.  For now,  lets  explore how the various 
systems operate.  

   Flexible Exchange Rates  

 We begin with an exchange rate that is  set in a freely competitive market,  with no inter-
vention by the central bank.  Like any competitive price,  the exchange rate fluctuates as 
the conditions of demand and supply change.  

 Suppose the current exchange rate is  so high (say,   e   1   in   Figure   34-2  )  that the quan-
tity of foreign exchange supplied exceeds the quantity demanded.  There is thus an 
excess supply of foreign exchange.  This excess supply of foreign exchange ,  just as in 
our analysis in   Chapter   3   ,   will cause the price of foreign exchange ( the exchange rate)  
to fall.  As the exchange rate falls (and the Canadian dollar appreciates)  the euro price of 
Canadian goods rises,  and this leads to a reduction in the quantity of foreign exchange 
supplied.  Also,  as the exchange rate falls,  the Canadian-dollar price of European goods 

    flexible exchange rate     An  

exchange rate that is left free to  

be determined  by the forces of 

demand  and  supply on  the free 

market, with  no intervention  by 

central  banks.    

    fixed  exchange rate     An  

exchange rate that is maintained  

within  a  small  range around its 

publicly stated  par value by the 

intervention  in  the foreign-

exchange market by a  countrys 

central  bank.    
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  Recall that we have been assuming that there is no 
intervention in the foreign-exchange market by the cen-
tral bank.  We now consider a system of fixed exchange 
rates in which such intervention plays a central role in 
the analysis.   

   Fixed  Exchange Rates  

 If the central bank chooses to fix the exchange rate 
at a particular value,  it must transact in the foreign-
exchange market to offset any excess demand or supply 
of foreign exchange that arises at that exchange rate.  
These transactions are described in   Figure   34-2  .  

 The gold standard that operated for much of the 
nineteenth century and the early part of the twentieth 
century was a fixed exchange-rate system.  The Bretton 
Woods system, established by international agreement 
in 1944 and operated until the early 1970s,  was a fixed 
exchange-rate system that provided for circumstances 
under which exchange rates could be adjusted.  It was 
thus an adjustable peg system; the International Mon-
etary Fund (IMF)  has its origins in the Bretton Woods 
system, and one of its principal tasks was approving and 

monitoring exchange-rate changes.  The European Exchange Rate Mechanism (ERM), 
which existed from 1979 to 1999,  was also a fixed exchange-rate system for the coun-
tries in the European Union; their exchange rates were fixed to one another but floated 
as a block against the U.S.  dollar and other currencies.  As mentioned earlier,  this system 
of separate currencies with fixed exchange rates was replaced in 1999 when most of the 
countries of the EU adopted a common currencythe euro.    

falls,  and this fall leads to an increase in the quantity of 
foreign exchange demanded.  The excess supply of for-
eign exchange leads to a fall in the exchange rate,  which 
in turn reduces the amount of excess supply.  Where the 
two curves intersect,  quantity demanded equals quantity 
supplied,  and the exchange rate is  at its equilibrium or 
market-clearing value.  

  What happens when the exchange rate is  below 
its equilibrium value,  such as at  e   2   in   Figure   34-2  ?  The 
quantity of foreign exchange demanded will exceed 
the quantity supplied.  With foreign exchange in excess 
demand, its price will naturally rise,  and as it does the 
amount of excess demand will be reduced until equilib-
rium is re-established.    

   In the absence of central-bank intervention, the 
exchange rate adjusts to clear the foreign-exchange 
market.   The demand for and supply of foreign 
exchange are as in   Figure   34-1   .  If there is no inter-
vention by the central bank, there is a purely flexible 
exchange rate.  It will adjust to equate the demand 
and supply of foreign exchange;  this occurs at  E   with 
an exchange rate of  e   0  .   

  If the exchange rate is higher than that,  say at 
 e   1  ,  the supply of foreign exchange will exceed the 
demand.  The exchange rate will fall ( the dollar 
will appreciate)  until it reaches  e   0  ,  where balance is 
achieved at  E.   If the exchange rate is below  e   0  ,  say 
at  e   2  ,  the demand for foreign exchange will exceed 
the supply.  The exchange rate will rise ( the dollar 
will depreciate)  until it reaches  e   0  ,  where balance is 
achieved at  E.    

  In the case of a fixed exchange rate,  the cen-
tral bank intervenes to meet the excess demands or 
supplies that arise at the fixed value of the exchange 
rate.  For example,  if it chooses to fix the exchange 
rate at  e   1  ,  there will be an excess supply of foreign 
exchange.  The central bank will purchase foreign 
exchange (and sell dollars)  to meet the excess sup-
ply and keep the exchange rate constant.  Alterna-
tively,  if the central bank chooses to fix the exchange 
rate at  e   2  ,  there will be an excess demand for foreign 
exchange.  The central bank will sell foreign exchange 
(and buy dollars)  to meet the excess demand and 
keep the exchange rate constant.    

      FIGURE   34-2       Fixed  and  Flexible 
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  A foreign-exchange market is  like other competi-
tive markets in that the forces of demand and sup-
ply lead to an equilibrium price at which quantity 
demanded equals quantity supplied.   
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   Applying Economic Concepts 34-2   examines how a fixed 
exchange-rate system operates.  It shows why a central bank 
that chooses to fix its  exchange rate must give up some control 
of its foreign-exchange reserves as occurred in Thailand in 1997 
and is occurring in China today.  We now go on to study the 
workings of a flexible exchange-rate system, the system used in 
Canada and most industrialized countries.   

   Changes in  Flexible Exchange Rates  

 What causes exchange rates to vary?  The simplest answer to 
this question is changes in demand or supply in the foreign-
exchange market.  Anything that shifts the demand curve for 
foreign exchange to the right or the supply curve for foreign 
exchange to the left leads to a rise in the exchange ratea 
depreciation of the Canadian dollar.  Conversely,  anything that 
shifts the demand curve for foreign exchange to the left or the 
supply curve for foreign exchange to the right leads to a fall in the exchange ratean 
appreciation of the Canadian dollar.  These points are nothing more than a restatement 
of the laws of supply and demand, applied now to the market for foreign exchange; 
they are illustrated in   Figure   34-3   .    

      In 1 999,  1 1  countries of the European Union 
adopted a common currencythe euro.  By 
201 5,  when 1 9 countries were in the euro zone,  
the price of one euro was 1 .35 Canadian dollars.

      FIGURE   34-3      Changes in  a  Flexible Exchange Rate   
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   An increase in the demand for foreign exchange or a decrease in the supply will cause the Canadian dollar to depreci-
ate ( the exchange rate to rise);  a decrease in the demand or an increase in supply will cause the dollar to appreciate 
(the exchange rate to fall).   The initial demand and supply curves are  D   0   and  S   0  .  Equilibrium is at  E   0   with an exchange 
rate of  e   0  .  An increase in the demand for foreign exchange from  D   0   to  D   1   in part ( i) ,  or a decrease in the supply of 
foreign exchange from  S   0   to  S   1   in part ( ii) ,  will cause the dollar to depreciate.  In both parts,  the new equilibrium is at 
 E   1  ,  and the dollar depreciation is shown by the rise in the exchange rate from  e   0   to  e   1  .  Conversely,  a decrease in the 
demand for foreign exchange or an increase in the supply of foreign exchange will cause the dollar to appreciate and 
the equilibrium exchange rate to fall.    

L
u
c 
H
a
u
te
co
eu
r/
G
et
ty
 I
m
a
g
es
    

M34_RAGA3072_1 5_SE_C34. indd   837 08/01 /1 6   2:46 PM



838 P A R T  1 2 : C A N ADA  I N  TH E  G LO B A L  E C O N O M Y

  What causes the shifts in demand and supply that lead to changes in exchange 
rates?  There are many causes,  some transitory and some persistent.  Lets look at several 
of the most important ones.  

   A Rise in  the World  Price of Exports    Suppose there is an increase in the world price 
of a major Canadian export,  such as wheat,  oil,  copper,  or nickel.  For almost all of 
Canadas major exports,  Canadas production is small relative to the world market and 
so no event in Canada is likely to cause a change in the world price.  The higher world 
price means that the worlds consumers are offering more foreign currency per unit of 
these Canadian exports.  The increase in the supply of foreign exchange occurs even if 
the volume of Canadian exports is  unchanged;  if Canadian exports increase in response 
to the higher world price,  the supply of foreign exchange increases further.  The increase 
in the supply of foreign exchange shifts the supply curve to the right and causes a reduc-
tion in the exchange ratean appreciation of the Canadian dollar.      

   A Rise in  the Foreign  Price of Imports    Suppose the euro price of European auto-
mobiles increases sharply.  Suppose also that Canadian consumers have an elastic 

 This box provides some details on how a central bank 
operates a regime of fixed exchange rates.  Though Canada 
has a flexible exchange rate (with very rare foreign-
exchange intervention by the Bank of Canada),  we will 
imagine a situation in which the Bank of Canada pegs 
the CanadianU.S.  exchange rate.  The accompanying 
figure shows the  monthly   demand for and supply of for-
eign exchange (U.S.  dollars) .  

 Suppose the Bank of Canada fixed the exchange rate 
between the narrow limits of,  say,  C$1 .10 to C$1 .20 to 
the U.S.  dollar.  The Bank then stabilizes the exchange 
rate in the face of seasonal,  cyclical,  and other fluctua-
tions in demand and supply,  transacting in the market to 
prevent the rate from going outside the permitted band.  
When the Bank buys U.S.  dollars,  its foreign-exchange 
reserves rise;  when it sells U.S.  dollars,  its foreign-
exchange reserves fall.  

 In the accompanying figure,  we can see how the 
Banks interventions have their effect.  Consider three 
situations:  

    1.  If the demand curve cuts the supply curve in the 
range 1 .10 to 1 .20,  as  D   0   does in the accompanying 
 gure,  the Bank need not intervene in the market.   

   2.  If the demand curve shifts to  D   1  ,  there is an excess 
demand for U.S.  dollars that the Bank must satisfy.  
The Bank sells U.S.  dollars from its reserves to the 
extent of  Q   4   Q   1   per month in order to prevent the 
exchange rate from rising above 1 .20.   

   APPLYI NG  ECONOM IC  CONCEPTS    3 4-2   

 Managing Fixed Exchange Rates  

   3.  If the demand curve shifts to  D   2  ,  there is an excess 
supply of U.S.  dollars that the Bank must satisfy.  
The Bank buys U.S.  dollars to the extent of  Q   2   Q   3   
per month in order to prevent the exchange rate 
from falling below 1 .10.    

 If,  on average,  the demand and supply curves 
intersect in the range 1 .10 to 1 .20,  the Banks foreign-
exchange reserves will be relatively stable,  with the Bank 
buying U.S.  dollars when the demand is abnormally low 
and selling them when the demand is abnormally high.  
Over a long period, however,  the average level of reserves 
will be fairly stable.  

 If conditions change,  the Banks foreign-exchange 
reserves will rise or fall more or less continuously.  For 
example,  suppose the average level of demand becomes 
 D   1  ,  with fluctuations on either side of this level.  The 
average drain on the Banks foreign-exchange reserves 
will then be  Q   4   Q   1    per month  .  But this situation can-
not continue indefinitely because the Bank has only a 
limited amount of foreign-exchange reserves.  In this 
situation, there are two alternatives:  the Bank can 
change the fixed exchange rate so that the band of per-
missible prices straddles the new equilibrium price,  or 
government policy can try to shift the curves so that 
the intersection is in the band 1 .10 to 1 .20.  To accom-
plish this goal,  the government must restrict demand 
for foreign exchange:  it can impose import quotas and 
foreign-travel restrictions,  or it can seek to increase 
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demand for European cars because they can easily switch to Canadian-made sub-
stitutes.  Consequently,  they spend fewer euros for European automobiles than they 
did before and hence demand less foreign exchange.  The demand curve for foreign 
exchange shifts to the left,  and the Canadian dollar appreciates.  If instead the demand 
for foreign cars were inelastic,  the rise in foreign prices would lead to an  increase   in 
the demand for foreign exchange (at least initially)  and thus to a depreciation of the 
Canadian dollar.  This is  illustrated in part ( i)  of   Figure   34-3   .      

the supply of U.S.  dollars by encouraging Canadian 
exports.  

 Thailand in 1997 provides an example of an 
exchange rate fixed at a level that led to a persistent 
excess demand for foreign exchange.  Thailands central 
bank had fixed the value of its currency,  the baht,  to the 
U.S.  dollar.  When an excess demand for foreign currency 
developed in Thailand, the central bank began to deplete 
its  stock of foreign-exchange reserves as it purchased the 
baht in an attempt to support its external value.  By July 
of 1997, however,  the central banks stock of foreign-
exchange reserves had been depleted to such an extent 
that it could no longer fix the exchange rate.  With an 
excess demand for foreign exchange and a central bank 
that could no longer fix the exchange rate,  depreciation 
was the natural result.  The baht depreciated dramatically 
and Thailand then moved away from a fixed exchange-
rate system.  

 For most of the past decade,  China has operated 
an adjustable peg exchange-rate system for its currency,  
the yuan (sometimes called the renminbi) .  In 2005  the 
exchange rate was 8 .3  yuan to the U.S.  dollar but today 
it has appreciated to be about 6.2 yuan to the U.S.  dol-
lar.  Throughout this period, the Chinese central bank 
has held the exchange rate above the free-market equi-
librium level;  in other words,  the yuan has been under-
valued relative to what would have been observed with a 
purely flexible exchange rate.  As a result,  there has been 

a persistent excess supply of foreign currency offered in 
exchange for Chinese yuan (and thus an excess demand 
for the Chinese yuan).  To reduce the amount of appre-
ciation of the yuan, the Chinese central bank purchases 
foreign-exchange reserves every month.  In recent years,  
these purchases have led to an enormous accumulation of 
foreign-exchange reserves in China.    
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  Exchange rates often respond to changes in the prices of major exports and imports.  
A rise in the world price of Canadian exports causes the Canadian dollar to appre-
ciate.  A rise in foreign prices of Canadian imports can cause the Canadian dollar to 
appreciate or depreciate,  depending on the elasticity of demand for those imports.   

   Changes in  Overall  Price Levels    Suppose that instead of a change in the price of a 
specific product there is  a change in  all  prices because of general inflation.  We consider 
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separate cases,  each corresponding to a different pattern of Canadian inflation relative 
to foreign inflation.  

   Equal  Inflation  in  Both  Countries.       Suppose inflation is running at 5  percent in both 
Canada and Europe.  In this case,  the euro prices of European goods and the dollar 
prices of Canadian goods are both rising by 5  percent per year.  In this special case,  the 
relative prices of imported goods and domestically produced goods will be unchanged 
and the equilibrium exchange rate remains unchanged.   

   I n flation  in  On ly One Country.       What will happen if there is  inflation in Canada while 
the price level remains stable in Europe?  The dollar price of Canadian goods will  rise,  
and they will  become more expensive in Europe.  This  increase in price will cause the 
quantity of Canadian exports,  and therefore the amount of foreign exchange supplied 
by European importers,  to decrease.  The supply curve for foreign exchange shifts  to 
the left.  

 At the same time,  European goods in Canada will have an unchanged Canadian-
dollar price,  while the price of Canadian goods sold in Canada will increase because 
of the inflation.  European goods have become relatively cheaper than Canadian goods,  
and thus more European goods will be bought in Canada.  At any exchange rate,  the 
amount of foreign exchange demanded to purchase imports will rise.  The demand 
curve for foreign exchange shifts to the right.  

 If there is  inflation in Canada,  and no inflation in Europe,  the supply curve for 
foreign exchange shifts to the left and the demand curve for foreign exchange shifts to 
the right.  As a result,  the equilibrium exchange rate  must  risethere is  a depreciation 
of the Canadian dollar relative to the euro.   

   I n flation  at Unequal  Rates.       The two foregoing examples are,  of course,  just limiting 
cases of a more general situation in which the rate of inflation is  different in the two 
countries.  The arguments can readily be extended when we realize that it is  the  rela-
tive   inflation in two countries that determines whether home goods or foreign goods 
look more or less  attractive.  If country As  inflation rate is  higher than country Bs,  
country As  exports are becoming relatively expensive in Bs  markets while imports 
from B are becoming relatively cheap in As  markets.  This causes As  currency to 
depreciate relative to Bs.       

  Other things being equal,  if Canada has higher 
in ation than other countries,  the Canadian 
dollar will be depreciating relative to other 
currencies.  If Canada has lower in ation than 
other countries,  the Canadian dollar will be 
appreciating.   

   Capital  Movements    Flows of financial capital 
can exert strong influences on exchange rates.  
For example,  an increased desire by Canadians 
to purchase European assets (a capital outflow 
from Canada)  will shift the demand curve for 
foreign exchange to the right,  and the dollar will 
depreciate.  In contrast, a desire by foreigners to 
increase their holdings of Canadian assets will 

      An increase in the world price of a major Canadian export,  such 
as forestry products,  generally leads to an appreciation of the 
Canadian dollar.
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shift the supply curve for foreign currency to the right and cause the Canadian dollar 
to appreciate.    

    Short-Term  Capital  Movements.       An important motive for short-term capital flows is 
a change in interest rates.  International traders hold transaction balances just as do 
domestic traders.  These balances are often lent out on a short-term basis rather than 
being left idle.  Naturally,  the holders of these balances will tend to lend them, other 
things being equal,  in markets in which interest rates are highest.  This is  often referred 
to as the  carry trade  .  If one countrys short-term interest rate rises above the rates 
in other countries (say, because that country undertakes a contractionary monetary 
policy),  there will tend to be a large inflow of short-term capital into that country in an 
effort to take advantage of the high interest rate.  This inflow of financial capital will 
increase the demand for the domestic currency and cause it to appreciate.  Conversely,  
if a monetary expansion reduces short-term interest rates in one country, there will tend 
to be a shift of financial capital away from that country,  and its currency will tend to 
depreciate.   We saw this basic relationship between interest rates,  capital flows, and the 
exchange rate in   Chapter   27   when we discussed the monetary transmission mechanism 
in an open economy .    

  Changes in monetary policy lead to changes in interest rates and thus to interna-
tional  ows of  nancial capital.  A contractionary monetary policy in Canada will 
lead to a rise in Canadian interest rates,  a capital in ow, and an appreciation of 
the Canadian dollar.  An expansionary monetary policy in Canada will lead to a 
reduction in Canadian interest rates,  a capital out ow, and a depreciation of the 
Canadian dollar.   

  A second motive for short-term capital movements is  speculation about the  future 
value   of a countrys exchange rate.  If foreigners expect the Canadian dollar to appreci-
ate in the near future,  they will be induced to buy Canadian stocks or bonds;  if they 
expect the Canadian dollar to depreciate in the near future,  they will be reluctant to 
buy such Canadian securities.   

   Long-Term  Capital  Movements.       Long-term capital movements are largely influenced by 
long-term expectations regarding the business environment in a country.  For example,  
Canada will be an attractive destination for long-term investment if it is  seen by for-
eigners as a country in which there are attractive profit opportunities,  a stable and 
business friendly  approach to public policy,  an educated workforce,  and good public 
infrastructure.  Dramatic changes in tax and regulatory policy are often the causes of 
significant swings in long-term investment.     

   Structural  Changes  

 An economy can undergo structural changes that alter the equilibrium exchange rate.  
 Structural change   is  an all-purpose term for a change in cost structures,  the invention 
of new products,  changes in preferences between products,  or anything else that affects 
the pattern of comparative advantage.  Consider two examples.  

 Suppose firms in one country are slow to adopt technological innovations and,  as 
a result,  that countrys products do not improve at the same speed as those in other 
countries.  Consumers  demand will shift slowly away from the first countrys products 
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and toward those of its foreign competitors.  This shift will cause a gradual depreciation 
in the first countrys currency because fewer people want to buy that countrys goods 
and thus fewer people want to buy that countrys currency.  As a general rule,  a country 
with a faster pace of innovation than other countries tends to experience an apprecia-
tion of its currency.  

 A second example relates to the discovery of valuable mineral resources.  Prom-
inent examples are the development of natural gas in the Netherlands in the early 
1960s,  the development of North Sea oil in the United Kingdom in the 1970s,  the 
more recent discovery of large diamond deposits  in the Northwest Territories and 
the very recent development of shale oil  deposits  in the United States.  If firms in one 
country make such a discovery and begin selling these resources to the rest of the 
world,  the foreign purchasers must supply their foreign currency in order to purchase 
the currency of the exporting country.  The result is  an appreciation of the currency 
of the exporting country.      

  Anything that leads to changes in the pattern of trade, such as changes in costs or 
changes in demand, will generally lead to changes in exchange rates.   

   The Volati l i ty of Exchange Rates  

 We have discussed several  variables  that can lead to  changes  in the  exchange rate,  
including changes  in relative  prices,  changes  in interest rates,  and changes  in  the 
pattern of trade.  Since these  variables  are  changing at different times  by different 
amounts  and often in different directions,  it  should not be  surprising that exchange 
rates  are  constantly changing.  Indeed,  exchange rates  are one of the  most volatile 
of all  macroeconomic variables.  One reason for this  volatility that we have not 
yet discussed is  that foreign-exchange traders,  when they are  deciding whether to 
buy or sell  foreign currency,  respond to  all  sorts  of news  that they think will 
influence economic conditions,  both currently and in the future.  Since such news 
is  constantly becoming available,  the  exchange rate  is  continuously changing as 
this  new information leads  traders  to  change their demand and supply decisions.  
 Applying Economic Concepts  34-3   discusses  in more detail  how news affects  the 
volatility of exchange rates.    

    34.4   THREE POLICY ISSUES   

 This chapter has so far explained how the balance of payments accounts are con-
structed and how exchange rates are determined.  It is now time to use this knowledge 
to explore some important policy issues.  We examine three issues commonly discussed 
in the media.  As we will see,  these media discussions are not always as well informed as 
they could be.  We pose the three policy issues as questions:  

    1.  Is  a current account deficit bad  and a surplus good?   

   2.  Is  there a correct  value for the Canadian dollar?   

   3.  Should Canada fix its exchange rate with the U.S.  dollar?    
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   APPLYI NG  ECONOM IC  CONCEPTS    3 4-3   

 News and the Exchange Rate  

 Foreign-exchange markets are different from markets for 
consumer goods in that the vast bulk of trading takes 
place between professional foreign-exchange traders 
working for banks,  mutual-fund companies,  and pen-
sion funds.  These traders do not meet one another face 
to face.  Rather,  they do their transactions over the tele-
phone or the computer,  and the other party to the trans-
action could be anywhere in the world.  The structure of 
this market has one interesting implication:  exchange 
rates respond to news.  Lets see why this is  and what 
this means.  

 As exchange rates are closely related to expecta-
tions and to interest rates,  foreign-exchange traders 
have to keep an eye on all major news events affecting 
the economic environment.  Since all the players in the 
foreign-exchange markets are professionals,  they are well 
informed,  not just about what has happened but also 
about forecasts of what is likely to happen.  Accordingly,  
the exchange rate at any point in time reflects not just 
history but also current expectations of future events.  

 As soon as some future event comes to be expected
such as the central banks plans to tighten monetary 
policyit will be reflected in the current exchange rate.  
Events expected to happen soon will be given more weight 
than those events expected to happen in the more distant 
future.  The fact that expectations of future events are 
incorporated so quickly into the exchange rate has an inter-
esting implication:  the only component in todays news 
that will cause the exchange rate to change is what was 
 not expected  to happen.  Economists attribute the unfore-
castable component of news to a random error.  It is ran-
dom in the sense that it has no detectable pattern and it is  
unrelated to the information available before it happened.  

 Some events are clearly unforecastable,  like an earth-
quake or a head of state having a heart attack.  Others are 

the production of economic statistics for which forecasts 
have generally been published.  In the latter case it is the 
deviation of announced figures from their forecast value 
that tends to move exchange rates.  

 Exchange rates  are therefore moved by news.  And 
since much news is  random and unpredictable,  many 
changes  in exchange rates  will  tend to  be random.  
Some people,  observing the volatility of exchange 
rates,  conclude that foreign-exchange markets  are 
inefficient.  However,  with well-informed professional 
traders  who have forward-looking expectations,  new 
information is  rapidly transmitted into prices.  The 
volatility of exchange rates,  therefore,  largely reflects 
the volatility of relevant,  but unexpected,  events 
around the world.    

 

      Current news events,  the announcements made by 
public officials,  and the expectation of future events 
play a large role in determining whether currency trad-
ers decide to buy or sell foreign exchange.  The frequency 
and randomness of news releases partly explain why 
exchange rates tend to be so volatile.

   Current Account Deficits and  Surpluses  

   Figure   34-4   shows the path of Canadas current account balance (as a percentage of 
GDP)  since 1961 .  In most years,  Canada has a significant trade surplus since it exports 
more goods and services to the world than it imports.  But because it makes more invest-
ment payments (both interest and dividends)  to foreigners than it receives from foreign-
ers,  it has a deficit on the capital-service portion of the current account.  During most 
of the 19601995 period,  Canada had an overall current account deficit of between 2 
and 4 percent of GDP.  From 1999 to 2008,  however,  Canadas trade surplus increased 
by more than the capital-service deficit,  and the result was a significant turnaround in 
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the current account balance.  The global recession in 2008,  however,  caused Canadas 
exports to fall far more than its imports and the result was a return to current account 
deficits.    

   As we have learned, Canadas balance of payments accounts are defined in such a 
way that they must always balance,  so during the 19601995 period the current account 
deficits were matched by capital account surpluses of the same size.  During these years,  
Canada was selling more assets to the rest of the worldboth bonds and equitythan 
it was buying from the rest of the world.  Similarly,  the current account surpluses from 
1999 to 2008  were matched by capital account deficits,  meaning that in recent years 
Canada was buying more assets from foreigners than we were selling to foreigners.  

 It is  common for news reporters to comment negatively on an increase in the cur-
rent account deficit and positively on its decline.  But are current account deficits really 
a problem?  Should we be celebrating Canadas current account surpluses when they 
occur?  We address this issue in three parts.  

   Mercanti l ism     Many people argue that a current account deficit is  undesirable because 
it means that Canada is buying more goods and services from the world than it is  selling 
to the world.  Central to this view is the belief that exports are good  and imports are 
bad.   We discussed this belief,  and argued why it was incorrect,  in   Chapter   33    when 
we explored some of the invalid arguments for trade protection .  

 As a carryover from a long-discredited eighteenth-century doctrine called  mercan-

tilism  ,  a current account surplus is  sometimes called a favourable balance,  and a 
current account deficit is  sometimes called an unfavourable balance.  Mercantilists,  
both ancient and modern,  believe that a countrys gains from trade arise only from 
having a favourable  balance of tradethat is,  by exporting more goods and services 

      FIGURE   34-4      Canadas Current Account Balance,  19612014   
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  (  Source:   Statistics Canada, CANSIM database,  Tables 376-0101  and 380-0064.)    
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than it imports.  But this belief misses the central point of comparative advantage  that 
we explored in   Chapter   32   that countries gain from trade because trade allows each 
country to specialize in the production of those products in which its opportunity costs 
are low.  The gains from trade have  nothing  to do with whether there is  a trade deficit 
or a trade surplus.  

Lessons from History 34-1   discusses the doctrine of mercantilism.  The lesson to 
be learned is that the gains from trade depend on the  volume   of trade (exports plus 
imports)  rather than the  balance   of trade (exports minus imports) .  There is  nothing 
inherently bad about having a current account deficit and nothing inherently good 
about having a current account surplus.   

   I nternational  Borrowing    As we saw earlier,  if Canada has a current account deficit,  
it must also have a capital account surplus.  It is  a net seller of assets to the rest of the 
world.  These assets are either bonds,  in which case Canadians are borrowing from for-
eigners,  or they are shares in firms (equities) ,  in which case Canadians are selling their 
capital stock to foreigners.  

  LESSONS  FROM  H I STORY 34-1  

 Mercantilism, Then and Now  

 Media commentators,  politicians,  and much of the gen-
eral public often appear to believe that a country should 
export more than it imports and thereby secure a current 
account surplus.  They appear to believe that the benefits 
derived from international trade are measured by the size 
of that surplus.  

 This view is related to the  exploitation doctrine   of 
international trade:  one countrys surplus is another coun-
trys deficit.  Hence, one countrys gain, judged by its sur-
plus,  must be another countrys loss, judged by its deficit.  

 People who hold such views today are echoing an 
ancient economic doctrine called  mercantilism  .  The mer-
cantilists were a group of economists who preceded Adam 
Smith.  They judged the success of trade by the size of the 
trade balance.  In many cases, this doctrine made sense in 
terms of their objective, which was to use international 
trade as a means of building up the political and military 
power of the state, rather than as a means of raising the 
living standards of its citizens.  A current account surplus 
allowed the country (then and now)  to acquire assets.  (In 
those days, the assets took the form of gold.  Today, they 
are mostly claims on the currencies of other countries.)  
These assets could then be used to pay armies,  to purchase 
weapons from abroad, and to finance colonial expansions.  

 If the objective is to promote the welfare and living 
standards of ordinary citizens, however, the mercantilist 
focus on the balance of trade makes no sense.  The prin-
ciple of comparative advantage shows that average living 
standards are maximized by having individuals, regions,  
and countries specialize in the things they produce com-
paratively well and then trading to obtain the things they 

produce comparatively poorly.  With specialization, domes-
tic consumers get access to products they want at the low-
est possible prices, while domestic firms are able to sell their 
products at higher prices than would otherwise be possible.  
The more specialization takes place, the more trade occurs 
and thus the more average living standards increase.  

 For the country as a whole,  therefore,  the gains 
from trade are to be judged by the  volume   of trade rather 
than by the  balance   of trade.  A situation in which there 
is a large volume of trade even though each country 
has a zero balance of trade is thus entirely satisfactory.  
Furthermore,  a change in policy that results in an equal 
increase in both exports and imports will generate gains 
because it allows for specialization according to com-
parative advantage,  even though it causes no change in 
either countrys trade balance.  
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 It follows that the question Should Canada have a current account deficit?  is  the 
same as the question Should Canadians be net sellers of assets to foreigners?  It is not 
immediately clear that the answer to this question should be no.  It is  true that by sell-
ing bonds to foreigners,  Canadians increase their indebtedness to foreigners and will 
eventually have to redeem the bonds and pay interest.  And by selling income-earning 
equities to foreigners,  Canadians give up a stream of income that they would otherwise 
have.  But,  in both cases,  they get a lump sum of funds that can be used for any type of 
consumption or investment.  Is it obviously better  to have a lower debt or a higher 
future income stream than to have a lump sum of funds right now?  If it were obviously 
better,  no family would ever borrow money to buy a house or a car,  and no firm would 
ever borrow money to build a factory.      

  A country that has a current account de cit is  either borrowing from the rest of 
the world or selling some of its  capital assets to the rest of the world.  This is  not 
necessarily undesirable.   

   To argue that it is undesirable for Canada to have a current account deficit is  to 
argue that Canadians as a whole should not borrow from (or sell assets to)  the rest of 
the world.  But surely the wisdom of borrowing depends on  why   Canadians are borrow-
ing.  It is  therefore important to know  why   there is  a current account deficit.   

   Causes of Current Account Deficits    There are several possible causes of a current 
account deficit.  This can be seen clearly by using a simple equation derived from the 
national-income accounting  that we examined in   Chapter   20   .  The simple equation is:  

    CA =  S +  (T   G)    I    (34-1 )    

 where  CA   is  the current account surplus (or deficit) ,   S   is  private saving,   I  is  private-
sector investment,  and  T  G   is  the budget surplus (or deficit)  of the total government 
sector.    4     

  This equation says that the current account balance in any year is  exactly equal to 
the excess of national saving,   S   +  (  T   G),  over domestic investment  I .  If Canadians 
(and their governments)  decide to save more than is needed to finance the amount of 
domestic investment,  where do the excess funds go?  They are used to acquire foreign 
assets,  and thus Canada has a current account surplus (  CA   >  0) .  In contrast,  if Can-
adians do not save enough to finance the amount of domestic investment,  the balance 
must be financed by foreign funds.  Thus,  Canada has a current account deficit (  CA   <  
0) .  We can re-arrange this equation very slightly to get 

   CA = (S - I) + (T - G)    (34-2)    

   4    The derivation of   Equation   34-1    is  as follows.  Recall  from   Chapter   20    that GDP =   C +  I +  G +  NX  (where 

all values are actual  as opposed to desired).  In an open economy, the total income accruing to domestic 

residents is equal to GDP  plus   net investment income from abroad, which we call  R  .  This total income, GDP 

+   R  ,  can only be used in three ways:  to finance consumption, to pay taxes,  or to add to saving.  Thus we 

have  C +  I +  G  +  NX +  R =  C +  T +  S  .  It follows that  NX +  R =  S +  (T   G)    I .  Finally,  note that  NX 

+  R  is  simply the sum of the trade balance and the capital-service balance,  which equals the current account 

balance,   CA  .  
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 which says that the current account balance is equal to the excess of private saving over 
investment plus the government budget surplus.  

   Equation   34-2    shows three separate reasons  for any given increase in the cur-
rent account deficit (a  fall  in  CA  ) .  First,  a  reduction in private saving,  other things 
being equal,  will  lead to  a  rise  in the current account deficit.  Second,  a  rise  in 
domestic investment,  other things  being equal,  will  increase the current account 
deficit.  Finally,  other things  being equal,  a  rise  in the governments  budget deficit 
( a  smaller value of  T    G  )  will  raise  the current account deficit.  This  third case is  
often referred to  as  a  situation of  twin deficits  .  That is,  a  rise  in the governments 
budget deficit will  also have the effect ( if  S   and  I   remain constant)  of increasing the 
current account deficit.    

  An increase in the level of investment,  a decrease in the level of private saving, and 
an increase in the governments budget de cit are all possible causes of an increase 
in a countrys current account de cit.   

  It makes little sense to discuss the desirability of a change in the current account 
deficit without first knowing the  cause   of the change.  Knowing the cause is  crucial to 
knowing whether the change in the current account deficit is  undesirable.  The follow-
ing two examples illustrate this important point.  

 First,  suppose business  opportunities  in Canada are very promising and,  as  a 
result,  there is  an increase in the level  of private-sector investment.  Most people 
would consider such an investment boom desirable because it  would 
increase current output and employment and,  by increasing the coun-
trys  capital  stock,  it  would also increase the level  of potential  output 
in the future.  But as  is  clear from   Equation   34-2   ,  other things  being 
equal,  the effect of the rise  in Canadian investment is  an increase in the 
Canadian current account deficit.  The current account deficit increases 
because,  in the absence of increased domestic saving,  the increase in 
domestic investment can only take place if it  is  financed by a  capital 
inflow from other countries.  This  capital  inflow represents  a  rise  in 
Canadas  current account deficit (or capital  account surplus) .  In this 
case,  however,  it  would be difficult to  argue that the increase in Can-
adas  current account deficit is  undesirable as  it  simply reflects  a  boom 
in domestic business  opportunities.    

  For a second example,  suppose the domestic economy begins to slow 
and households and firms become pessimistic about the future.  In such 
a situation, we expect households to increase their saving and firms to 
reduce their investment,  thus increasing the value of (  S     I ) .  As the econ-
omy slows we would also expect the governments net tax revenues to 
fall,  thus decreasing the value of (  T    G  ) .  But it is possible that the first 
effect dominates the second effect,  thus leading to an increase in the cur-
rent account surplus.  Is the increase in Canadas current account surplus 
desirable?  Most people would probably agree that the onset of a reces-
sion as just described is surely undesirable,  involving a loss of output and 
employment.       

      An increase in domestic investment,  
other things being equal,  will lead 
to an increase in the current account 
deficit.  But there is little that is 
undesirable about this situation.
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   I s  There a  Correct Value for the Canadian  Dol lar?  

 From the summer of 1997 to the end of 1999, the external value of the Canadian dollar 
fell from about 72 to 65  U.S.  cents.  (The exchange rate increased from 1 .39 to 1 .54.)  
It was common to hear financial commentators discuss how the Canadian dollar was 
undervalued.  Retailers selling imported products and firms using imported supplies 
complained that the weak Canadian dollar was undermining their business.  Opposite 
statements were heard between 2002 and 2008  when, as a result of high world prices 
for raw materials,  the Canadian dollar appreciated enormously.  At the time, some 
financial commentators argued that the Canadian dollar was overvalued.  Canadian 
firms in the tourist-oriented hospitality industry and those exporting manufactured 
products complained that the strong Canadian dollar was damaging their business.  In 
both cases,  the observers appeared to believe that there was some correct  value for 
the Canadian dollar.  Is  there?  

 As we saw in the previous section,  a country that chooses to use a flexible exchange 
rate has its exchange rate determined by competitive forces in the foreign-exchange 
market.  In Canada, and other countries as well,  fluctuations in exchange rates have 
many causes.  Some changes may be good for Canada,  such as a worldwide shortage of 
wheat that drives up the world price of wheat,  a major Canadian export.  Others may 
be bad for Canada, such as the discovery of new copper deposits in Chile that drives 
down the price of copper,  also a major Canadian export.  But the various supply and 
demand forces are coming together in the foreign-exchange market to determine the 
equilibrium value of the exchange rate.  Changes in this value may reflect positive or 
negative events for Canada,  but it is  difficult to think of this equilibrium value as being 
either  too high  or  too low.    

  With a  exible exchange rate,  the market determines the value of the exchange 
rate.  With respect to the forces of demand and supply,  the equilibrium exchange 
rate is  the correct  exchange rate.   

  Saying that the current equilibrium exchange rate is  the correct  rate in no way 
suggests that this correct  rate is  constant.  Indeed,  foreign-exchange markets are so 
large,  with so many participants in so many countries,  each responding to a slightly dif-
ferent set of events and expectations,  that the equilibrium exchange rate is constantly 
changing.  In other words,  as various forces lead to frequent changes in the demand for 
and supply of the Canadian dollar in foreign-exchange markets,  the correct  value of 
the Canadian exchange rate is  constantly changing.  

 Some economists accept that the current exchange rate,  as determined by the 
foreign-exchange market,  is indeed the correct rate,  but they also argue that there exists 
a  fundamental  value of the exchange rate that will hold in the long run.  These econo-
mists argue that the exchange rates long-run correct  value is determined by  purchas-
ing power parity.   

  A countrys current account de cit can change for a number of reasons.  Whether 
any given change is desirable depends crucially on its  underlying cause.   
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   Purchasing Power Parity    The theory of   purchasing power parity (PPP)    holds that,  
over the long term, the value of the exchange rate between two currencies depends 
on the two currencies  relative purchasing power.  The theory holds that a currency 
will tend to have the same purchasing power when it is  spent in its home country as it 
would have if it were converted to foreign exchange and spent in the foreign country.  
Another way to say the same thing is that the price of  identical baskets of goods   should 
be the same in the two countries when the price is  expressed in the same currency.  If 
we let  P C   and  P E   be the price levels in Canada and Europe,  respectively,  and let  e   be 
the Canadian-dollar price of euros ( the exchange rate) ,  then the theory of purchasing 
power parity predicts the following equality in the long run:     

   PC = e * PE    (34-3)    

 This equation simply says that if a basket of goods costs 1000 euros in Europe and the 
exchange rate is 1 .3  (that is,  1 .3  Canadian dollars per euro),  then that same basket of 
goods should cost 1300 dollars in Canada (1 .3    1000 =  1 300).      

    purchasing power parity 

(PPP)     The theory that, over the 

long term, the exchange rate 

between  two currencies adjusts 

to reflect relative price levels.    

  According to the theory of purchasing power parity,  the exchange rate between two 
countries  currencies is  determined by the relative price levels in the two countries.   

  The idea behind PPP is a simple one.  Suppose that   Equation   34-3    did  not  hold
specifically,  suppose that  P C   was greater than  e      P E  ,  so that Canadian-dollar prices in 
Canada exceeded the Canadian-dollar prices of the same goods in Europe.  In this case,  
people would eventually increase their purchases of the cheaper European goods and 
reduce their purchases of the expensive Canadian goods.  These actions would have the 
effect of depreciating the Canadian dollar (a rise in  e  ) ;  this depreciation would continue 
until the equality was re-established.  

 The  PPP exchange rate   is  the value of the exchange rate that makes   Equation   34-3    
hold.  That is,  the PPP exchange rate (between the Canadian dollar and the euro)  is 
defined to be 

   ePPP K PC>PE    (34-4)    

 Note that the PPP exchange rate is  itself not constant.  If inflation is higher in Canada 
than in Europe,  for example,   P C   will be rising faster than  P E   and so the PPP exchange 
rate will be rising.  Conversely,  if inflation is lower in Canada than in Europe,  P C   will 
be rising more slowly than  P E   and the PPP exchange rate will be falling.   

   A Caveat About PPP    Should we expect the  actual  exchange rate to equal the PPP 
exchange rate?  The theory of purchasing power parity predicts that if the actual 
exchange rate (  e  )  does not equal the PPP exchange rate ( e   PPP  )   in which case the actual 
exchange rate is  either overvalued  or undervalued   then demands and supplies of 
Canadian and European goods will change until the equality holds.  Thus,  the theory of 
PPP predicts that the actual exchange rate will eventually equal the PPP exchange rate.  

   Figure   34-5    shows the path of the actual CanadianU.S.  exchange rate and the PPP 
exchange rate since 1981 .  It is  clear from the figure that there are long periods over 
which the actual exchange rate deviates significantly from the PPP exchange rate.  Why 
is this the case?  Is there something wrong with the theory of purchasing power parity?  
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  Recall from   Equation   34-3    that  P C   and  P E   were defined as the prices of  identical 
baskets of goods   in Canada and Europe, respectively.  Given that the goods are the 
same, the argument that the prices should (eventually)  be equated across the two coun-
tries is  sensibleif the prices are not equated across the two countries,  there would be 
an incentive to purchase in the cheaper country rather than in the more expensive coun-
try,  and this would lead to changes in the exchange rate until   Equation   34-3     did  hold.  

 One problem, however,  when we apply the theory of purchasing power parity to 
 national price indices,   such as the Consumer Price Index or the implicit GDP deflator,  
is that the two baskets of goods are typically  not  the samefor two reasons.  

   Di fferent Countries Produce Different Goods.       Suppose we apply the theory of PPP to the 
CanadaEurope exchange rate and we use the GDP deflators from the two countries 
as the measures of prices.  Recall  from   Chapter   20    that the GDP deflator is  an index 
of prices of goods  produced within the country  .  But Canada and Europe clearly pro-
duce very different goods.  The price of forest products will have a large weight in the 

      FIGURE   34-5      Actual  and  PPP Exchange Rates,  19812015   
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   The actual exchange rate deviates from the PPP exchange rate for extended periods.   The CanadaU.S.  PPP exchange 
rate is the ratio of Canadian to U.S.  price indices.  This PPP exchange rate increased during the 1980s when Canadian 
inflation was above that in the United States;  it declined over the next 20 years when Canadian inflation was lower 
than in the United States.  The actual CanadaU.S.  exchange rate has fluctuated more dramatically and shows little 
tendency to track the PPP exchange rate.  (The PPP exchange rate is a ratio of two price indexes;  it has been constructed 
to be equal to the actual exchange rate in 1981 ,  the first year of the sample period.)   

  (  Source:   Canadian CPI is from the Bank of Canada, annual average.  U.S.  CPI is from U.S.  Bureau of Labor Statistics:  

 www.bls.gov .  Exchange rate is from Statistics Canada, CANSIM database,  Series V37432, annual average.)    
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Canadian GDP deflator but less weight in the European GDP deflator;  in contrast,  the 
price of wine will have a much larger weight in the European GDP deflator than in the 
Canadian GDP deflator.  

 The implication of these differences for the theory of PPP is important.  As long as 
changes in the  relative   prices of goods occur, such as a change in the price of forest prod-
ucts relative to wine, then  P C   ( the Canadian GDP deflator)  will change relative to  P E   ( the 
European GDP deflator)   even though the prices of individual goods might be equated 
across    the two countries  .  Thus, differences in the structure of the price indices between two 
countries mean that using a PPP exchange rate computed on the basis of   Equation   34-4   
will be misleading.  In other words, in the presence of changing relative prices,  there is no 
reason to expect the actual exchange rate to equal the PPP exchange rate.   

   Non-Traded  Goods Are Important.       The previous discussion emphasized that the  baskets   of 
goods across two countries might differ even though the products in the baskets were 
the same.  But even if Canada and Europe produced exactly the same range of goods,  
so that the various weights in the GDP deflators were the same, there is another reason 
why the basket of goods in Canada differs from the basket of goods in Europe.  Many 
products in any country are  not traded internationally  ,  such as haircuts,  restaurant 
meals,  dry cleaning,  car-repair and landscaping services,  and tickets to theatres or sport-
ing events.  But,  since such products cannot be traded across international boundaries,  
there is  nothing that will force their prices to be equal across the two countries.  If hair-
cuts are more expensive in Paris than in Toronto (as they are),  we do not expect people 
to shift their consumption of haircuts away from Paris toward Toronto, and thus we 
should not expect the actual exchange rate to move to make   Equation   34-3    hold.  

 The conclusion of this discussion is that we must be very careful in selecting the 
price indices we use when we apply the theory of purchasing power parity.  We know 
that countries have different patterns of production and thus have different structures 
to their national price indices.  Thus,  in the presence of changes in relative prices of 
various products,  the national price indices can change in ways that will not lead to 
changes in the exchange rate.  Similarly,  the presence of non-traded goods implies that 
some differences in prices across countries will not lead to changes in the location of 
demand and thus changes in the exchange rate.        

  Changes in relative prices and the presence of non-traded goods imply that the the-
ory of purchasing power parity is generally a poor predictor of the actual exchange 
rate, even in the long run.   

   Should  Canada Have a  Fixed  Exchange Rate?  

 In recent years,  some economists have suggested that Canada peg the value of its cur-
rency to the U.S.  dollar.  Advocates of a fixed Canadian exchange rate see this policy as 
a means of avoiding the significant fluctuations in the CanadianU.S.  dollar exchange 
rate that would otherwise occurfluctuations such as the 60 percent appreciation 
that occurred between 2002 and 2008  and the 25  percent depreciation that occurred 
between 2012 and 2015.  They argue that exchange-rate fluctuations generate uncer-
tainty for importers and exporters and thus increase the costs associated with inter-
national trade.  

 Others have gone further in suggesting that Canada actually abandon its currency 
altogether and simply adopt the U.S.  dollar.  They point to the European Union, which 
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introduced the euro as its common currency in 1999.  If a common currency is accept-
able to most of Europe,  why should Canada and the United States be any different?    5     

  These are contentious suggestions that have attracted a great deal of public atten-
tion in recent years.  We examine this issue by comparing the main benefits of flexible 
and fixed exchange rates.  Whereas flexible exchange rates dampen the effects on out-
put and employment from external shocks to the economy, fixed exchange rates reduce 
the uncertainty faced by importers and exporters.  

   Flexible Exchange Rates as Shock Absorbers     For most of the years following the 
Second World War, Canada used a flexible exchange rate.  Even when most other major 
countries chose to peg the value of their currencies to the U.S.  dollar or to gold under 
the Bretton Woods system, Canada usually chose a flexible exchange rate.  For all of 
its history Canadas economy has been heavily reliant on the export of resource-based 
products,  the prices of which are determined in world markets and are often highly 
variable from year to year.  Changes in these prices constitute changes in Canadas terms 
of trade and,  as we saw earlier in this chapter,  changes in a countrys terms of trade are 
an important reason why exchange rates are so variable.  

 That the exchange rate adjusts in response to shocks is  actually the main advan-
tage of a flexible over a fixed exchange rate.  A flexible exchange rate acts as a  shock 
absorber,  dampening the effects on the countrys output and employment from exter-
nal shocks.  To understand how this happens,  consider a simple example.  

 Suppose a reduction in world demand leads to a reduction in the world prices 
of raw materials,  which are major Canadian exports.  When world demand for raw 
materials declines,  there is  a reduction in demand for Canadian exports and an accom-
panying reduction in demand for Canadian dollars (or a reduction in the supply of 
foreign exchange)  in the foreign-exchange market.  The effect on Canadian real GDP is 
shown in part ( ii)  of   Figure   34-6   by the leftward shift of the  AD   curve.  The effect in the 
foreign-exchange market is  shown in part ( i)  by the leftward shift of the supply curve 
for foreign exchange.  Consider the effect of this shock in two different situations.  In 
the first,  the Bank of Canada maintains a fixed exchange rate;  in the second, the Bank 
of Canada allows the exchange rate to be freely determined by demand and supply.  

  If the Bank of Canada fixes the exchange rate at  e   0  ,  the reduction in the supply of 
foreign exchange from  S   0   to  S   1   leads to an excess demand for foreign currency.  To keep 
the exchange rate fixed at  e   0  ,  the Bank must sell sufficient foreign-exchange reserves 
to satisfy the excess demand.  But the negative shock to aggregate demand still occurs 
and thus output and employment in Canada fall,  as shown in part ( ii)  of   Figure   34-6  .  
If this shock is large and persistent enough, Canadian wages will eventually fall and the 
 AS   curve will eventually shift downward, returning real GDP to the level of potential 
output.  But the closing of the recessionary gap may be slow and painful.  

 If Canada instead has a flexible exchange rate,  the reduction in the world prices 
of raw materials will still lead to a reduction in the supply of foreign exchange but in 
this situation it will cause a depreciation of the Canadian dollar.  The exchange rate will 
increase from  e   0   to  e   1  .  The  AD   curve will shift to the left,  reducing Canadas GDP, just as 
in the fixed-exchange-rate case,   but it will not shift as far  .  The sectors of the Canadian 
economy producing raw materials will still be in recession,  for there has been a reduction 

   5    After over a decade of experience with the euro, Europes adoption of a common currency is now viewed by 

many economists as a failure.  A major problem within the euro zone is the absence of independent monetary 

policies and flexible exchange rates between the various member countries.  Individual countries within the 

euro zone lack the macroeconomic shock absorbers  discussed in this section.  
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in demand for these products.  But the overall Canadian downturn will be dampened 
by the depreciation of the Canadian dollar.  Other exporting sectors of the Canadian 
economy will actually  expand  as a result of the depreciation because their products 
are now less expensive in world markets.  Thus,  as shown in part ( ii)  of   Figure   34-6  ,  
the leftward shift of the  AD   curve will not be as large as in the case of the fixed 
exchange rate.  The overall result is that,  with a flexible exchange rate,  the decline in 
world demand for Canadian goods leads to a less severe Canadian recession than if 
Canada had a fixed exchange rate.     

      FIGURE   34-6      Flexible Exchange Rates as a  Shock Absorber   
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   Flexible exchange rates adjust to terms of trade shocks and thus dampen the effect on output and employment.   The 
economy begins with the exchange rate equal to  e   0   in part ( i)  and GDP equal to  Y *  in part ( ii) .  A reduction in the world 
price of Canadian exports causes a reduction in the supply of foreign exchange,  shifting  S   0   to  S   1   in part ( i) .   

  With a fixed exchange rate,  the Bank of Canada maintains the exchange rate at  e   0  ,  satisfying the excess demand 
for foreign exchange by selling its foreign-currency reserves.  The reduction in the price of Canadas exports is a nega-
tive aggregate demand shock.   AD   0   shifts to the left to  AD   1   in part ( ii) ,  causing GDP to fall to  Y  1  .  The recessionary gap 
eventually pushes wages down, the  AS   curve shifts downward over time, and the economy moves along  AD   1   to  Y * .  
The adjustment,  however,  may be very slow.   

  With a flexible exchange rate,  the Bank of Canada allows the Canadian dollar to depreciate.  The exchange rate 
rises to  e   1   in part ( i) .  The reduction in the price of Canadian exports still causes the  AD   curve to shift to the left in 
part ( ii) ,  but the shift is  dampened by the depreciation of the dollar,  which makes Canadian exports more attractive 
in world markets.  The  AD   curve shifts only to  AD   2   and so GDP falls only to  Y  2  .  There is still a recession, but smaller 
than in the case with a fixed exchange rate.    

  One of the advantages of  exible exchange rates is  that,  in response to shocks to 
the terms of trade, the exchange rate can act as a shock absorber,  dampening the 
ef ects of the shock on output and employment.   

 The dramatic fall in the world price of oil in 20142015 illustrates the central 
point.  As the price of oil fell from U.S.$105 per barrel in June 2014 to U.S.$40 per 
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barrel in late 2015,  the Canadian dollar also depreciated sharplyfrom 93  to 75  U.S.  
cents.  Since Canada is a significant net exporter of oil,  this shock represented a negative 
 AD   shock for the country as a whole,  and the economic slowdown was concentrated in 
the oil-producing provinces of Alberta,  Saskatchewan, and Newfoundland.  The large 
depreciation of the Canadian dollar,  however,  stimulated production and employment 
in Ontarios and Quebecs export-oriented manufacturing sectors,  which dampened 
the effects of the overall  AD   shock.  Had the Canadian dollar not been permitted to 
depreciate the overall impact of the oil-price decline would have been more severe.  

 Note that having a fixed exchange rate does not prevent a country from being sub-
jected to shocks from the rest of the world.  Some advocates of fixed exchange rates seem 
to think that by fixing the value of a countrys currency, the country is shielding itself 
from undesirable fluctuations.  But shocks to a countrys terms of trade will always occur.  
As long as there are changes in the demand for and supply of various products around 
the world, there will also be changes in a countrys terms of trade.  What   Figure   34-6   
shows, however,  is  that by fixing the exchange rate and thus avoiding the fluctuations 
in the value of the currency,  the effects of the shock merely show up as increased vola-
tility in output and employment.      

  A country will always experience shocks in its  terms of trade.  A  exible exchange 
rate absorbs some of the shock, reducing the ef ect on output and employment.  A 
 xed exchange rate simply redistributes the ef ect of the shockthe exchange rate 
is smoother but output and employment are more volatile.   

   Trade,  Transaction  Costs,  and  Uncertainty    Despite the benefits of international 
trade, there are costs involved in exporting and importing goods and services.  The 
 transaction costs   of international trade involve the costs associated with converting 
one currency to another,  as must be done either by the importer or by the exporter 
of the product that is  traded.  For example,  if you have an importexport business in 
Canada and want to import some bicycles from Japan, you will probably have to pur-
chase Japanese yen at a bank or foreign-exchange dealer and,  with those yen, pay the 
Japanese seller for the bicycles.  Even if the Japanese seller accepts Canadian dollars for 
the bicycles,  and this often is the case,  he will be required to convert those Canadian 
dollars into yen before he can use that money in Japan to pay his workers or pay for 
other costs of production.     

  The greater is  the volume of trade between two countries,  the higher are the aggre-
gate transaction costs associated with international trade.   

 Such transaction costs exist even if trade takes place between two countries with 
fixed exchange rates.  For example,  if the Bank of Canada pegged the value of the Can-
adian dollar to the U.S.  dollar,  any trade between the two countries would still require 
the costly conversion of one currency to the other.  Thus,  the existence of transaction 
costs cannot be used as an argument in favour of fixed exchange rates and against flex-
ible exchange rates.  As long as there are two currencies,  the transaction costs must be 
borne by one party or the other.  These transaction costs could be avoided only if the 
two countries shared a common currency.  
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 Many economists believe,  however,  that the volatility of flexible exchange rates gen-
erates another type of cost for importers and exporters.  Specifically,  the unpredictability 
of the exchange rate leads to  uncertainty   about the profitability of any specific inter-
national transaction.  Such uncertainty,  given risk-averse firms, can be expected to lead 
to a smaller volume of international trade and thus to fewer benefits from such trade.  

 For example,  suppose a Canadian appliance manufacturer enters into a contract to 
purchase a specified amount of steel from a Japanese producer for a specified yen price 
in one years time.  In this case,  the Japanese producer bears no  foreign-exchange risk   
because the price is  specified in yen.  But the Canadian appliance manufacturer bears 
considerable risk.  If the yen depreciates relative to the dollar over the coming year,  
fewer Canadian dollars will be required to pay for the steel.  But if the yen appreciates 
relative to the dollar over the coming year,  more Canadian dollars will be required to 
pay for the steel.  The Canadian buyer therefore faces a risk in terms of the Canadian-
dollar cost of the steel.  If the firm is  risk averse  ,  meaning simply that it would be 
prepared to pay a cost to avoid the risk,  the presence of the risk may lead to fewer 
international transactions of this type.  Perhaps to avoid the foreign-exchange risk,  the 
Canadian buyer will decide instead to buy Canadian-made steel,  even though it may be 
slightly more expensive or not quite the right type that is  needed.    

  If the presence of foreign-exchange risk leads to less international trade, there will 
be a reduction in the gains from trade.   

  Many of the people who advocate Canadas move to a fixed exchange rate point to 
the avoidance of this foreign-exchange risk as the main benefit.  They argue that if the 
Canadian dollar were pegged in value to the U.S.  dollar,  both importers and exporters 
would face less uncertainty on the most important part of their tradethat between 
Canada and the United States.  With the greater certainty,  they argue, would come 
greater trade flows and thus an increase in the overall gains from trade.  

 But many economists disagree.  While accepting the basic argument regarding the 
risks created by flexible (and volatile)  exchange rates,  they note that importers and 
exporters already have the means to avoid this uncertainty.  In particular,  traders can 
participate in  forward markets   in which they can buy or sell foreign exchange  in the 
future   at prices specified today.  For example,  the Canadian appliance manufacturer 
could enter into a contract to purchase the required amount of yen in one years time 
at a price specified today.  In this case,  no matter what happened to the yendollar 
exchange rate in the intervening year,  the uncertainty regarding the Canadian-dollar 
price of the steel would be entirely eliminated.   

   Limitations for Monetary Pol icy    One final point should be noted about the choice 
between flexible and fixed exchange rates.  If the Bank of Canada chooses to allow the 
exchange rate to fluctuate in response to shocks,  it can focus its monetary policy on 
the control of inflation.  In other words,  it can adjust its monetary policysometimes 
tightening and other times looseningto keep inflation close to the stated 2 percent 
target.  But if the Bank chooses instead to fix the exchange rate,  it is  not  also   able to 
control inflation.  

  As we saw in   Chapter   28   ,  the     Bank of Canada conducts its monetary policy by 
establishing a target for the overnight interest rate and maintaining that rate through 
its lending and borrowing activities with the commercial banks.  If the Bank chooses to 
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intervene in the foreign-exchange market to keep the exchange rate fixedsometimes 
buying foreign exchange and other times selling itthese transactions will influence the 
Canadian money supply directly and thus influence Canadian interest rates.  But these 
changes in interest rates may not be consistent with the Banks policy objective of keep-
ing inflation close to the 2 percent target.      

  Ef orts by the Bank of Canada to maintain a  xed exchange rate are likely to be 
inconsistent with its  ef orts to keep in ation close to the 2  percent target.   

   Summing Up    So,  should Canada give up its flexible exchange rate and instead peg the 
value of the Canadian dollar to the U.S.  dollar?  Advocates of this policy emphasize the 
foreign-exchange risk faced by importers,  exporters,  and investors,  and the gains from 
increased trade that would result from a fixed exchange rate.  Opponents to the policy 
emphasize the shock-absorption benefits from a flexible exchange rate.  

 This debate will surely continue,  partly because it is difficult to quantify the costs 
and benefits of a flexible exchange rate.  Economists on both sides of the debate under-
stand and accept the logic of the arguments from the other side.  But researchers have so 
far been unable to determine how much of a shock is absorbed by a flexible exchange 
rate,  and thus to estimate how much more volatile output and employment would be 
with a fixed exchange rate.  Similarly,  it is  very difficult to estimate just how much more 
trade would take place if the foreign-exchange risk faced by traders were eliminated 
by means of a fixed exchange rate.  Without convincing empirical evidence supporting 
the move to a fixed exchange rate,  however,  the status quo will probably remain.  It is 
probably safe to assume that Canada will continue to have a flexible exchange rate,  at 
least for the next several years.      

    S U MMARY  

      34.1      THE BALANCE OF PAYMENTS LO 1    

     Actual transactions among Canadian firms,  households,  
and governments and those in the rest of the world are 
reported in the balance of payments accounts.  In these 
accounts,  any transaction that represents a receipt for 
Canada (Canadians sell goods or assets to foreigners)  
is  recorded as a credit item.  Any transaction that rep-
resents a payment from Canada (Canadians purchase 
goods or assets from foreigners)  is  recorded as a debit 
item.   

    Categories in the balance of payments accounts are the 
trade account,  the capital-service account,  the current 

account (which is equal to the trade account plus the 
capital-service account),  and the capital account (which 
includes the official financing account).   

    If all transactions are recorded in the balance of pay-
ments,  the sum of all credit items necessarily equals the 
sum of all debit items.  Thus,  the balance of payments 
must always balance.   

    A country with a current account deficit must also have 
a capital inflowa capital account surplus.  A country 
with a current account surplus must also have a capital 
outflowa capital account deficit.     
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      34.2      THE FOREIGN-EXCHANGE MARKET LO 2    

     The exchange rate between the Canadian dollar and 
some foreign currency is defined as the number of 
Canadian dollars required to purchase one unit of 
the foreign currency.  A rise in the exchange rate is 
a depreciation of the Canadian dollar;  a fall in the 
exchange rate is an appreciation of the Canadian dollar.   

    The supply of foreign exchange (or the demand for 
Canadian dollars)  arises from Canadian exports of 
goods and services,  capital flows into Canada, and the 
desire of foreign banks,  firms,  and governments to use 
Canadian dollars as part of their reserves.   

    The demand for foreign exchange (or the supply of 
Canadian dollars to purchase foreign currencies)  arises 
from Canadian imports of goods and services,  capital 

flows from Canada, and the desire of holders of Can-
adian dollars to decrease the size of their holdings.   

    A depreciation of the Canadian dollar lowers the 
foreign price of Canadian exports and increases the 
amount of foreign exchange supplied (to purchase 
Canadian exports) .  Thus,  the supply curve for foreign 
exchange is positively sloped when plotted against the 
exchange rate.   

    A depreciation of the Canadian dollar raises the dol-
lar price of imports from abroad and hence lowers the 
amount of foreign exchange demanded to purchase 
foreign goods.  Thus,  the demand curve for foreign 
exchange is negatively sloped when plotted against the 
exchange rate.     

      34.3      THE DETERMINATION  OF EXCHANGE RATES LO 3    

     When the central bank does not intervene in the foreign 
exchange market,  there is a purely flexible exchange 
rate.  Under fixed exchange rates,  the central bank 
intervenes in the foreign-exchange market to maintain 
the exchange rate at an announced value.  To do this,  
the central bank must hold sufficient stocks of foreign-
exchange reserves.   

    Under a flexible,  or floating,  exchange rate,  the 
exchange rate is determined by supply of and demand 
for the currency.   

    The Canadian dollar will appreciate in foreign-exchange 
markets if there is an increase in the supply of foreign 

exchange (an increase in the demand for Canadian dol-
lars)  or if there is a reduction in the demand for foreign 
exchange (a reduction in the supply of Canadian dol-
lars) .  The opposite changes will lead to a depreciation 
of the Canadian dollar.   

    Changes in the exchange rate are caused by changes 
in such things as  changes in world prices,  the rate of 
inflation in different countries,  capital flows,  struc-
tural conditions,  and expectations about the future 
exchange rate.     

      34.4         THREE POLICY ISSUES LO 4,  5,  6    

     The view that current account deficits are undesirable 
is usually based on the mercantilist notion that exports 
are good  and imports are bad.  But the gains from 
trade have nothing to do with the balance of trade
they depend on the volume of trade.   

    From national income accounting,  the current account 
balance is given by 

   CA = (S - I) + (T - G)     

    An increase in investment,  a decrease in saving,  and an 
increase in the government budget deficit can each be 
the cause of a rise in the current account deficit.   

    With a flexible exchange rate,  supply and demand in 
the foreign-exchange market determine the correct  
value of the exchange rate.  But this value is constantly 
changing as market conditions vary.   

    The theory of purchasing power parity (PPP)  predicts 
that exchange rates will adjust so that the purchasing 

power of a given currency is the same in different coun-
tries.  That is,  the prices of identical baskets of goods 
will be equated in different countries (when expressed 
in the same currency).   

    If price indices from different countries are used as 
the basis for computing the PPP exchange rate,  differ-
ences in the structure of price indices across countries,  
together with the presence of non-traded goods,  can 
be responsible for persistent deviations of the actual 
exchange rate from this measure of the PPP exchange 
rate.   

    An important benefit of a flexible exchange rate is that 
it acts as a shock absorber,  dampening the effects on 
output and employment from shocks to a countrys 
terms of trade.   

    An important benefit of fixed exchange rates is that 
they reduce transaction costs and foreign-exchange risk 
faced by importers and exporters.      
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      Fill in the blanks to make the following statements 
correct.  

    a.  If a wine shop in Alberta buys a case of wine from 
Chile,  the transaction is recorded as a(n)             in the 
           account,  which is  a subsection of the 
           account.   

   b.  If a Canadian receives dividend payments from a 
firm in Britain,  the transaction is recorded as a(n)  
           in the            account,  which is a subsection 
of the            account.   

   c.  If a German pension-fund manager purchases a 
B.C.  Hydro bond, the transaction is recorded as 
a(n)             in the            account.  If a Canadian 
sells  her ownership stake in a newspaper chain to 
an American, the transaction is recorded as a(n)  
           in the            account.   

   d .  The sum of the current account and the capital 
account is known as the            and must  always   
equal           .      

      Fill in the blanks to make the following statements 
correct.  

    a.  A depreciation of the Canadian dollar means 
that it takes            Canadian dollars to purchase 
one unit of foreign currency,  and there has been 
a(n)             in the exchange rate.  An appre-
ciation of the Canadian dollar means that it takes 
           Canadian dollars to purchase one unit of 
foreign currency,  and there has been a(n)             in 
the exchange rate.   

   b.  Suppose a newscaster tells us that the Canadian 
dollar is valued at 89.6 U.S.  cents.  Using the def-
inition from this chapter,  we say the Canadian
U.S.  exchange rate is           ,  meaning that it takes 
           Canadian dollars to buy one U.S.  dollar.   

    Balance of payments   
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   c.  The exchange rate is determined at the intersec-
tion of the            curve for foreign exchange and 
the            curve for foreign exchange.  An exchange 
rate above this level means an excess            foreign 
exchange,  which is also an excess            Canadian 
dollars.  The exchange rate will            and the Can-
adian dollar will           .   

   d.  If there is a rise in foreign GDP, and foreign 
demand for Canadian goods increases,  there will 
be a(n)             in supply of foreign currency.  The 
Canadian dollar will           .   

   e.  An increase in Canadian prices relative to foreign 
prices will cause a(n)             in the demand for 
foreign exchange,  and a(n)             in the supply of 
foreign exchange.  The exchange rate will            and 
the Canadian dollar will therefore           .      

      Fill in the blanks to make the following statements 
correct.  

    a.  If the exchange rate is determined by the equality 
of supply and demand for foreign exchange and 
the central bank makes no foreign-exchange trans-
actions,  we say there is a(n)             exchange rate.   

   b.  If the central bank buys and sells foreign exchange 
in an effort to maintain the exchange rate at a 
specific value,  we say we have a(n)             exchange 
rate.   

   c.  If the central bank pegs the exchange rate above 
its  free-market equilibrium level,  there will be 
a(n)             foreign exchange and the central bank 
will            foreign currency.   

   d.  If the central bank pegs the exchange rate below 
its free-market equilibrium level,  there will be 
a(n)             foreign exchange and the central bank 
will            foreign currency.      
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     The table below shows Sophies financial details for 
2016.  Answer the following questions about her bal-
ance of payments.    

Sophies Financial Details,  2016

Income from lifeguarding $2 500

Income from lawn mowing 3  500

Gift from grandparents 1  000

Interest from bank deposits 150

Expenditure on cof ee and pastry 1  000

Expenditure on tuition 3  500

Purchase of mutual funds 1  200

Bank balance at end of year 3  500

Increase in bank balance during the year 1  450

    a.  What is Sophies  trade balance?  Explain.   
   b.  What is Sophies overall current account balance?  

Explain.   
   c.  What is Sophies capital account balance?  Explain.   
   d .  There is one (and only one)  piece of informa-

tion shown above that is not needed to compute 
Sophies balance of payments.  What is it?  Explain 
why it is  not needed.      

      The diagram below shows the demand for foreign cur-
rency and the supply of foreign currency.  The equilib-
rium exchange rate is  e  * .  Assume that Canada has a 
purely flexible exchange rate.    
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    a.  Show in the diagram the effect of a general infla-
tion in Canada (when there is no inflation in the 
rest of the world).  Explain.   

   b.  Show what happens to the exchange rate if there 
is a large increase in foreign demand for Canadian 
telecommunications equipment.  Explain.   

   c.  Show the effect of an increase in Canadian investors  
demand for Japanese government bonds.  Explain.      

      What is the probable effect of each of the following 
on the exchange rate of a country,  other things being 
equal?  

    a.  The quantity of oil imports is greatly decreased,  
but the expenditure on imported oil is  higher 
because of price increases.   

   b.  The countrys inflation rate falls much lower than 
that of its trading partners.   

   c.  Rising labour costs of the countrys manufacturers 
lead to a worsening ability to compete in world 
markets.   

   d .  The government greatly expands its gifts of food 
and machinery to developing countries.   

   e.  The central bank raises interest rates sharply.   
   f.  More domestic oil is  discovered and developed.      

      Many commentators are perplexed when they observe 
a depreciation of the Canadian dollar but not a reduc-
tion in the Canadian trade deficit.  Explain why there 
is not a precise relationship between the value of the 
dollar and the trade balance.  Give one example of an 
event that would give rise to each of the following:  

    a.  Appreciation of the Canadian dollar and a fall in 
Canadas trade surplus  

   b.  Depreciation of the Canadian dollar and a fall in 
Canadas trade surplus     

      The diagram below shows the demand for foreign cur-
rency and the supply of foreign currency.  The equilib-
rium exchange rate is  e  * .    
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    a.  Suppose the Bank of Canada decides to fix the 
exchange rate at  e   1  .  What must the Bank do to 
accomplish its goal?  How do the Banks actions 
show up in the balance of payments accounts?   

   b.  In part (a) ,  explain why some people would call 
this a a balance of payments surplus  even though 
the balance of payments is in balance.   

   c.  Now suppose the Bank of Canada decides to fix 
the exchange rate at  e   2  .  What must the Bank do to 
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    a.  For each country,  use the exchange rate provided 
to convert the domestic-currency price to the U.S.-
dollar price.  The price in terms of the currency for 
any country  i   is   P i   =   e      P   U.S.  .   

   b.  By the logic used in  The Economist ,  which cur-
rencies are overvalued and which are undervalued 
relative to the U.S.  dollar?   

   c.  Are Big Macs traded goods?  If not,  does this 
present a problem for  The Economist ?  Explain.   

   d.  Which of the following goods do you think would 
be a better candidate for this exercise?  Explain 
your choice.  

     ( i)  cement  
    ( i i)  diamonds  
    ( i i i)  fresh fruit  
    ( iv)  computer RAM chips       

     A former Canadian prime minister once suggested that 
Canada should try to have balanced trade,  industry by 
industry.  

    a.  Do you think this makes sense?  Explain.   
   b.  How about the idea of balanced trade,  country by 

country?  Explain whether this makes sense.      

      In 2015,  a letter to a Canadian national newspaper 
argued that  the economy of this once wonderful 
country is in the sewer and the politicians keep on 
tinkering,  not knowing how to fix it.  The letter pro-
posed a 20 percent depreciation of the Canadian dol-
lar and argued that the immediate effects would be 
(among other things)  

       a dramatic rise in exports  
      a dramatic fall in imports  
      a large net inflow of new foreign investment   

    a.  What could the Bank of Canada do to generate a 
20 percent depreciation of the Canadian dollar?   

   b.  Would the action necessary in part (a)  be consist-
ent with the Banks stated commitment to keeping 
inflation close to the 2 percent target?  Explain.   

   c.  However such a depreciation of the Canadian 
dollar might occur,  is  it possible to have the three 
effects claimed by the author of the letter?  Explain.             

accomplish this goal?  How do the Banks actions 
show up in the balance of payments accounts?   

   d .  With the exchange rate fixed at  e   2  ,  explain why 
some people would call this a balance of pay-
ments deficit  even though the balance of payments 
is in balance.      

      Suppose that Canadian real GDP is equal to poten-
tial output,  the price level is  stable,  and the exchange 
rate is equal to  e   0  ,  its market-clearing value.  There is 
then an upturn in the world demand for construction 
materials,  especially lumber.  

    a.  Draw a diagram of the foreign-exchange market.  
Assuming that Canada has a flexible exchange rate,  
show the likely effect on Canadas exchange rate 
of the increase in world demand for construction 
materials.   

   b.  Explain the Bank of Canadas participation in the 
foreign-exchange market if Canadas exchange rate 
is fixed at  e   0  .   

   c.  Now draw an  AD  / AS   diagram for the Canadian 
economy.  What is the likely effect of the shock on 
Canadian GDP under the conditions in part (a)?   

   d.  On the same  AD  / AS   diagram from part (c) ,  show 
the effect of the shock on Canadian GDP under the 
conditions of part (b) .   

   e.  Explain how a flexible exchange rate acts as a 
shock absorber,  insulating the economy from both 
positive and negative shocks.      

      Every few months,   The Economist  publishes its Big 
Mac Index.  Using the current exchange rates,  it 
compares the U.S.-dollar price of Big Macs in several 
countries.  It then concludes that countries in which the 
Big Mac is cheaper ( in U.S.  dollars)  than in the United 
States have undervalued  currencies.  Similarly,  
countries with Big Macs more expensive than in the 
United States have overvalued  currencies.  The table 
below shows data from January 2015.  (Data from 
  www.economist.com  . )  It shows the domestic-currency 
prices of Big Macs in various countries.  It also shows 
the exchange rate,  expressed as the number of units of 
domestic currency needed to purchase one U.S.  dollar.    

Country
Domestic 

Currency Price
Exchange 

Rate

U.S.  
Dollar 
Price

Canada C$5.70    1 .23 $       

U.S.A. U.S.$4.79    1 .00 $       

Japan 370 yen 117.77 $       

Euro zone 3.68  euros    0.86 $       

China 17.20 yuan    6.21 $       

Russia 89 rubles   65.23 $       
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meaning.  It refers to the dependent variable in the 
demand function from note 2:  

   QD
= D 1T,  Y,  N,  Yn ,  p,  pj2    

 It takes on a speci c value whenever a spe-
ci c value is assigned to each of the independent 
variables.  The value of  Q D   changes whenever the 
value of any independent variable is  changed.   Q D   
could change, for example,  as a result of a change 
in any one price,  in average income, in the distri-
bution of income, in tastes,  or in population.  It 
could also change as a result of the net ef ect of 
changes in all of the independent variables occur-
ring at once.  

 Some textbooks reserve the term  change 
in quantity demanded  for a movement along a 
demand curve,  that is,  a change in  Q D   as a result 
 only   of a change in  p.   They then use other words 
for a change in  Q D   caused by a change in the 
other variables in the demand function.  This 
usage is potentially confusing because it gives the 
single variable  Q D   more than one name.  

 Our usage,  which corresponds to that in 
more advanced treatments,  avoids this confusion.  
We call  Q D  quantity demanded  and refer to any 
change in  Q D   as a  change in quantity demanded.   
In this usage it is  correct to say that a movement 
along a demand curve is a change in quantity 
demanded, but it is  incorrect to say that a change 
in quantity demanded can occur  only because of  
a  movement along a demand curve (because 
 Q D   can change for other reasons,  for example,  
a  ceteris paribus   change in average household 
income).   

   4.  Similar to the way we treated quantity demanded 
in note 2,  let  Q S   represent the quantity of a com-
modity supplied and 

   C,  X,  p,  wi    

 represent,  respectively,  producers  goals,  technol-
ogy, the products price,  and the price of the  i  th 
input.  

 The supply function is 

   QS
= S 1C,  X,  p,  wi 2 ,   i = 1 ,  2,  c ,  m    

     1 .  Because one cannot divide by zero, the ratio 
 Y  X  cannot be evaluated when  X  =  0.  How-
ever,  as  X approaches   zero,  the ratio  Y  X  
increases without limit:  

   lim
XS 0  

Y

X
=     

 Therefore, we say that the slope of a vertical line 
(when  X  =  0 for any  Y )  is equal to in nity.   

   2.  Many variables af ect the quantity demanded.  
Using functional notation,  the argument of the 
next several pages of the text can be anticipated.  
Let  Q D   represent the quantity of a commodity 
demanded and 

   T,  Y,  N,  Yn,  p,  pj    

 represent,  respectively,  tastes,  average household 
income, population, income distribution, the 
commoditys own price,  and the price of the  j  th 
other commodity.  

 The demand function is 

   QD
= D 1T,  Y,  N,  Yn,  p,  pj2 ,   j = 1 ,  2,  c ,  n    

 The demand schedule or curve is given by 

   QD
= d1 p 2 2

T,  Y,  N,Yn,  pj

   

 where the notation means that the variables to the 
right of the vertical line are held constant.  

 This function is correctly described as the 
demand function with respect to price, all other 
variables being held constant.  This function, often 
written concisely as  Q D   =   d (  p  ), shifts in response to 
changes in other variables.  Consider average income:  
if, as is usually hypothesized,  0QD

>0Y 7 0 , then 
increases in average income shift  Q D   =   d (  p  )  right-
ward and decreases in average income shift  Q D   =   d (  p  )  
leftward. Changes in other variables likewise shift this 
function in the direction implied by the relationship of 
that variable to the quantity demanded.   

   3 .  Quantity demanded is a simple and straightfor-
ward but frequently misunderstood concept in 
everyday use,  but it has a clear mathematical 

      Mathematical  Notes  
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become the accepted one,  focused on quantity 
demanded and quantity supplied  at a given price.   
Thus,  

    QD
= d1 p 2  

  QS
= s 1 p 2    

 and the condition of equilibrium is 

   d1 p 2 = s 1 p 2    

 Walras did not use graphical representation.  Had 
he done so,  he would surely have placed  p   (his 
independent variable)  on the horizontal axis.  

 Marshalls work in uenced later genera-
tions of economists,  in particular because he 
was the great popularizer of graphical analysis 
in economics.  Today, we use his graphs,  even for 
Walrass analysis.  The axis reversal is  thus one of 
those historical accidents that seem odd to people 
who did not live through the perfectly natural  
sequence of steps that produced it.   

   7.  The de nition in the text uses  nite changes and 
is called  arc elasticity  because it is being computed 
across an arc of the demand curve.   The parallel 
de nition using derivatives is 

   h =

dQ

dp
 #  

p

Q
   

 and is called  point elasticity  .   

   8.  The propositions in the text are proved as follows.  
Letting  TE   stand for total expenditure, we can write 

   TE = p # Q    

 It follows that the change in total expenditure is 

        dTE = Q # dp + p # dQ    [8 .1 ]    

 Multiplying and dividing both terms on the right-
hand side of   Equation   8 .1    by  p      Q   yields 

   dTE = c

dp

p
+

dQ

Q
d  # 1 p # Q 2    

 Because  dp   and  dQ   are opposite in sign as we 
move along the demand curve,   dTE   will have the 
same sign as the term in brackets on the right-
hand side that dominatesthat is,  on which per-
centage change is largest.  

 The supply schedule or curve is given by 

   QS
= s 1 p 2 2

C,  X,  wi

   

 This is  the supply function with respect to price,  
all other variables being held constant.  This func-
tion,  often written concisely as  Q S   =   s  (  p  ) ,  shifts 
in response to changes in other variables.   

   5 .  Equilibrium occurs where  Q D   =   Q S  .  For  speci ed 
values of all other variables,   this requires that 

     d1 p 2 = s 1 p 2    [5.1 ]    

   Equation   5.1    de nes an equilibrium value 
of  p;   although  p   is an  independent  or  exogenous   
variable in each of the supply and demand 
functions,  it is  an  endogenous   variable in the 
economic model that imposes the equilibrium 
condition expressed in   Equation   5.1   .  Price is  
endogenous because it is assumed to adjust to 
bring about equality between quantity demanded 
and quantity supplied.  Equilibrium quantity, also 
an endogenous variable, is determined by substi-
tuting the equilibrium price into either  d (  p  )  or  s  (  p  ) .  

 Graphically,    Equation   5.1    is  satis ed only at 
the point where the demand and supply curves 
intersect.  Thus,  supply and demand curves are 
said to determine the equilibrium values of the 
endogenous variables,  price and quantity.  A shift 
in any of the independent variables held constant 
in the  d  and  s   functions will shift the demand or 
supply curves and lead to dif erent equilibrium 
values for price and quantity.   

   6.  The axis reversal arose in the following way.  
Alfred Marshall (18421924)  theorized in terms 
of demand price  and supply price,  which 
were the prices that would lead to a given quantity 
being demanded or supplied.  Thus, 

      pD = d1Q 2    [6.1 ]    

       pS
= s 1 Q 2    [6.2]    

 and the condition of equilibrium is 

   d1Q 2 = s 1Q 2    

 When graphing the behavioural relationships 
expressed in   Equations   6.1    and   6.2  ,  Marshall 
naturally put the independent variable,   Q  ,  on the 
horizontal axis.  

 Leon Walras (18341910),  whose formula-
tion of the working of a competitive market has 
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M A TH EM A T I C A L  N O TE S M-3

 which says that the consumer can get more util-
ity by increasing consumption of the product;  
second, 

   0 2U>0X2
i 6 0   

 which says that the utility of  additional  consump-
tion of some product declines as the amount of that 
product consumed increases.   

   11 .  Because the slope of the indif erence curve is 
negative,  it is  the absolute value of the slope that 
declines as one moves downward to the right 
along the curve.  The algebraic value,  of course,  
increases.  The phrase  diminishing marginal rate 
of substitution   thus refers to the absolute,  not the 
algebraic,  value of the slope.   

   12.  The relationship between the slope of the budget 
line and relative prices can be seen as follows.  
In the two-good example with prices held con-
stant,  a change in expenditure ( E  )  is  given by 
the equation 

       E = pC # C + pF # F   [12.1 ]    

 Expenditure is constant for all combinations 
of  F  and  C   that lie on the same budget line.  Thus,  
along such a line we have  E   =  0.  This implies 

       pC # C + pF # F = 0   [12.2]    

 and thus 

      C>F = - pF>pC    [12.3]    

 The ratio  C   F   is  the slope of the budget 
line.  It is  negative because,  with a  xed budget,  
one must consume less   C   in order to consume 
more  F.   In other words,    Equation   1 2.3    says that 
the negative of the slope of the budget line is  
the ratio of the absolute prices  ( i.e. ,  the relative 
price) .  Although prices  do not show directly 
in Figure 6A-3,  they are implicit in the budget 
line:  Its  slope depends solely on the relative 
price,  while its  position,  given a  xed money 
income,  depends on the absolute prices  of the 
two goods.    

    13.  Marginal product,   as de ned in the text,  is  really 
 incremental  product.  More advanced treatments 
distinguish between this notion and marginal prod-
uct as the limit of the ratio as  L   approaches zero.  

 A second way of arranging   Equation   8 .1    is  to 
divide both sides by  dp   to get 

       
dTE

dp
= Q + p #

dQ

dp
   [8 .2]    

 From the de nition of point elasticity in note 7,  
however,  

     Q # h = p #
dQ

dp
   [8 .3]    

 which we can substitute into   Equation   8 .1    to 
obtain 

        
dTE

dp
= Q + Q # h = Q # 1 1 + h 2    [8 .4]    

 Because h  is  a negative number,  the sign of the 
right-hand side of   Equation   8 .4   is  negative if 
the absolute value of h  exceeds unity (elas-
tic demand)  and positive if it is  less than unity 
( inelastic demand).  

 Total expenditure is  maximized when 
 dTE    dp   is  equal to zero.  As can be seen from 
  Equation   8 .4  ,  this occurs when elasticity is equal 
to 1 .   

   9.  The distinction between an incremental change 
and a marginal change is the distinction for 
the function  Y  =   Y (  X )  between  Y  X  and the 
derivative  dY   dX .  The latter is  the limit of the 
former as  X  approaches zero.  We shall meet 
this distinction repeatedlyin this chapter in 
reference to marginal and incremental  utility   and 
in later chapters with respect to such concepts 
as marginal and incremental  product,  cost ,  and 
 revenue  .  Where  Y  is  a function of more than one 
variablefor example,   Y  =   f (  X,Z  )the mar-
ginal relationship between  Y  and  X  is  the partial 
derivative  Y  X  rather than the total derivative 
 dY   dX.    

   10.  The hypothesis of diminishing marginal utility 
requires that we can measure utility of consump-
tion by a function 

   U = U 1X1,X2,c ,  Xn 2    

 where  X  1  ,  ,  X n   are quantities of the  n   products 
consumed.  It really embodies two utility hypoth-
eses:   rst,  

   0U>0Xi 7 0   
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Marginal product thus measures the rate at 
which total product is  changing as one factor is  
varied and is  the partial derivative of the total 
product with respect to the variable factor.  In 
symbols,  

   MP =

0TP

0L
    

   14.  We have referred speci cally both to diminish-
ing  marginal  product and to diminishing  average   
product.  In most cases,  eventually diminishing 
marginal product implies eventually diminish-
ing average product.  This is not true in all cases,  
however,  as the accompanying  gure shows.  

 In the  gure below, marginal product 
diminishes after  v   units of the variable factor 
are employed.  Because marginal product falls 
toward,  but never quite reaches,  a value of  m,   
average product rises continually toward,  but 
never quite reaches,  the same value.  

 

m

Units of the Variable Factor

O
u
tp
u
t 
P
er
 U
n
it

0 v

MP

AP

    
   15.  Let  Q   be the quantity of output and  L   the quan-

tity of the variable factor.  In the short run,  

             TP = Q = f1 L 2    [15.1 ]    

 We now de ne 

         AP =

Q

L
=

f1 L 2

L
   [15.2]    

      MP =

dQ

dL
   [15.3]    

 We are concerned with the relationship between 
 AP   and  MP  .  Where average product is rising,  at a 
maximum, or falling is determined by its deriva-
tive with respect to  L:   

       
d1Q >L 2

dL
=

L # 1 dQ >dL 2 - Q

L2
   [15.4]    

 The right-hand side may be rewritten 

      
1

L
# c
dQ

dL
-

Q

L
d =

1

L
# 1MP - AP 2    [15.5]    

 Clearly,  when  MP   is  greater than  AP,   the expres-
sion in   Equation   1 5.5    is positive and thus  AP   is  
rising.  When  MP   is  less than  AP,  AP   is  falling.  
When they are equal,   AP   is  neither rising nor 
falling.   

   16.  The text de nes  incremental cost.   Strictly,  mar-
ginal cost is  the rate of change of total cost with 
respect to output,   Q.   Thus,  

   MC =

dTC

dQ
   

 From the de nitions,   TC  =   TFC  +   TVC.   Fixed 
costs are not a function of output.  Thus,  we may 
write  TC  =   Z   +   f (  Q  ) ,  where  f (  Q  )  is  total variable 
costs and  Z   is  a constant.  From this we see that 
 MC   =   df (  Q  )  dQ.  MC  is thus independent of the 
size of the  xed costs.   

   17.  This point is  easily seen if a little algebra is used:  

   AVC =

TVC

Q
   

 but note that  TVC   =   L      w   and  Q   =   AP      L,   
where  L   is  the quantity of the variable factor 
used and  w   is  its cost per unit.  Therefore,  

   AVC =

L # w

AP # L
=

w

AP
   

 Because  w   is  a constant,  it follows that  AVC  and 
 AP   vary inversely with each other,  and when  AP   
is  at its maximum value,   AVC  must be at its mini-
mum value.   

   18.  A little elementary calculus will prove the point:  

   MC =

dTC

dQ
=

dTVC

dQ
=

d1 L # w 2

dQ
   

 If  w   does not vary with output,  

   MC =

dL

dQ
# w    

 However,  referring to note 15  (   Equation   15.3   ) ,  
we see that 
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M A TH EM A T I C A L  N O TE S M-5

   pK # K + pL # L = C    

 To do this,  form the Lagrangean,  

    = Q 1K,L 2 - l 1 pK # K + pL # L - C2    

 where l  is  called the Lagrange multiplier.  
 The  rst-order conditions for this maximiza-

tion problem are 

       QK = l # pK    [20.1 ]    

       QL = l # pL    [20.2]    

        pK # K + pL # L = C    [20.3]    

 Dividing   Equation   20.1    by   Equation   20.2   yields 

   
QK

QL

=

pK

pL
   

 That is,  the ratio of the marginal products,  which 
is 1  times the MRS, is  equal to the ratio of the 
factor prices,  which is 1  times the slope of the 
isocost line.   

   21 .  Marginal revenue is mathematically the derivative 
of total revenue with respect to output,   dTR    dQ.   
Incremental revenue is  TR   Q.   However,  the 
term  marginal revenue   is  used loosely to refer to 
both concepts.   

   22.  For notes 22 through 24,  it is helpful  rst to 
 de ne some terms.  Let 

   pn = TRn - TCn    

 where p n   is  the pro t when  Q n   units are sold.  
 If the  rm is maximizing its pro ts by pro-

ducing  Q n   units,  its pro ts must be at least as 
large as the pro ts at output zero.    That is,  

       pn  p0   [22.1 ]    

 This condition says that pro ts from producing 
must be greater than pro ts from not producing.  
Condition 22.1  can be rewritten as 

   TRn - TVCn - TFCn  
    TR0 - TVC0 - TFC0   [22.2]    

 However,  note that by de nition 

      TR0 = 0   [22.3]    

      TVC0 = 0   [22.4]    

        TFCn = TFC0 = Z    [22.5]    

   
dL

dQ
=

1

MP
   

 Thus,  

   MC =

w

MP
   

 Because  w   is   xed,   MC  varies negatively with 
 MP.   When  MP   is  at a maximum,  MC   is  at a mini-
mum.   

   19.  Strictly speaking, the marginal rate of substitu-
tion refers to the slope of the tangent to the iso-
quant at a particular point,  whereas the calcula-
tions in Table 8A-1  refer to the average rate of 
substitution between two distinct points on the 
isoquant.  Assume a production function 

     Q = Q 1K,L 2    [19.1 ]    

 Isoquants are given by the function 

     K = I1 L,  Q 2    [19.2]    

 derived from   Equation   19.1    by expressing  K   as 
an explicit function of  L   and  Q.   A single iso-
quant relates to a particular level of output,   Q  .  
De ne  Q K   and  Q L   as an alternative,  more com-
pact notation for  Q   K   and  Q   L,   the mar-
ginal products of capital and labour.  Also, let 
 Q KK   and  Q LL   stand for  

2 Q K 2    and  2 Q L 2   ,  
respectively.  To obtain the slope of the isoquant,  
totally dif erentiate   Equation   19.1    to obtain 

   dQ = QK  .  dK + QL
# dL    

 Then, because we are moving along a single iso-
quant,  set  dQ   =  0  to obtain 

   
dK

dL
= -

QL

QK

= MRS    

 Diminishing marginal productivity implies  Q LL   
<  0  and  Q KK   <  0,  and hence,  as we move down 
the isoquant of Figure 8A-1 ,   Q K   is  rising and  Q L   
is  falling,  so the absolute value of  MRS   is  dimin-
ishing.  This is called the  hypothesis of a dimin-
ishing marginal rate of substitution.    

   20.  Formally,  the problem is to choose  K   and  L   in 
order to maximize 

   Q = Q 1K,  L 2    

 subject to the constraint 
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M-6 M A TH EM A T I C A L  N O TE S

 where  Z   is  a constant.  By substituting 
  Equations   22.3   ,    22.4  ,  and     22.5    into Condition 
22.2,  we get 

   TRn - TVCn  0   

 from which we obtain 

   TRn  TVCn    

 This proves Rule 1 .  
 On a per-unit basis,  it becomes 

     
TRn

Qn


TVCn

Qn

   [22.6]    

 where  Q n   is  the number of units produced.  
 Because  TR n   =   Q n      p n  ,  where  p n   is  the 

price when  n   units are sold,  Condition 22.6 may 
be rewritten as 

   pn  AVCn     

   23.  Using elementary calculus,  we may prove Rule 2.  

   pn = TRn - TCn    

 each of which is a function of output  Q.   To max-
imize ,  it is necessary that 

      
dp

dQ
= 0   [23.1 ]    

 From the de nitions,  

      
dp

dQ
=

dTR

dQ
-
dTC

dQ
= MR - MC    [23.2]    

 From   Equations   23.1    and   23.2  ,  a necessary con-
dition for attaining maximum  is  MR     MC   =  0,  
or  MR   =   MC,   as is required by Rule 2.   

   24.  To prove that for a negatively sloped demand 
curve,  marginal revenue is less than price,  let 
 p   =   p  (  Q  ) .  Then 

   TR = p # Q = p 1Q 2
# Q  

 MR =

dTR

dQ
= Q #

dp

dQ
+ p    

 For a negatively sloped demand curve,   dp    dQ   is  
negative,  and thus  MR   is  less than price for posi-
tive values of  Q.    

   25.  The equation for a downward-sloping straight-
line demand curve with price on the vertical axis is  

   p = a - b # Q    

 where  a   is  the vertical intercept (when  Q   =  0)  
and  b   is  the slope of the demand curve.  Total 
revenue is price times quantity:  

   TR = p # Q = a # Q - b # Q2   

 Marginal revenue is 

   MR =

dTR

dQ
= a - 2 # b # Q    

 Thus,  the  MR   curve and the demand curve are 
both straight lines,  they have the same vertical 
intercept (  a  ) ,  and the (absolute value of the)  slope 
of the  MR   curve (2 b  )  is  twice that of the demand 
curve (  b  ) .   

   26.  The marginal revenue produced by the factor 
involves two elements:   rst, the additional out-
put that an extra unit of the factor produces and,  
second, the change in price of the product that the 
extra output causes.  Let  Q   be output,  R   revenue,  
and  L   the number of units of the variable factor 
hired.  The contribution to revenue of additional 
labour is  R   L.   This, in turn, depends on the 
contribution of the extra labour to output  Q   L   
(the marginal product of the factor)  and the contri-
bution of the extra output to revenue  R   Q   (the 
 rms marginal revenue).  Thus,  

   
0R

0L
=

0Q

0L
# 0R

0Q
   

 We de ne the left-hand side as marginal revenue 
product,   MRP.   Thus,  

   MRP = MP #MR     

   27.  The proposition that the marginal labour cost 
is  above the average labour cost when the aver-
age is rising is essentially the same mathematical 
proposition proved in note 15.  Nevertheless,  let 
us do it again, using elementary calculus.  

 The quantity of labour supplied depends on 
the wage rate:   L s   =   f (  w  ) .  Total labour cost along 
the supply curve is  w      L s .   The average cost of 
labour is (  w      L s  )  L s   =   w  .  The marginal cost of 
labour is 

Z01 _RAGA3072_1 5_SE_MN. indd   M-6 07/01 /1 6   6: 1 1  PM



M A TH EM A T I C A L  N O TE S M-7

 If  z   is  less than 1 ,  the series in parentheses con-
verges to 1(1    z  )  as  n   approaches in nity.  The 
total change in expenditure is thus  A  (1    z  ) .  In 
the example in the box,  z   =  0.80;  therefore,  the 
change in total expenditure is 

   
A

1 - z
=

A

0.2
= 5 # A     

   31 .  The rule of 72  says that any sum growing at 
the rate of  X  percent per year will double in ap-
proximately 72  X  years.  For two sums growing 
at the rates of  X  percent and  Y  percent per year,  
the  dif erence   between the two sums will double 
in approximately 72(  X    Y )  years.  The rule of 
72 is only an approximation,  but at low annual 
rates of growth it is  extremely accurate.   

   32.  A simple example of a production function is 
GDP =   z (  LK )     .  This equation says that to  nd 
the amount of GDP produced, multiply the 
amount of labour by the amount of capital,  take 
the square root, and multiply the result by the 
constant  z which is a technology parameter.   This 
production function has positive but diminishing 
marginal returns to either factor.  This can be seen 
by evaluating the  rst and  second partial deriva-
tives and showing the  rst derivatives to be posi-
tive and the second derivatives to be negative.  

 For example,  

   
0GDP

0K
=

z # L1 >2

2 # K1 >2
7 0   

 and 

   
0
2GDP

0K2
= -

z # L1 >2

4 # K3 >2
6 0    

   33.  The production function GDP =   z  (  LK  )   12   dis-
plays constant returns to scale.  To see this,  multi-
ply both  L   and  K   by the same constant,  u,  and see 
that this multiplies the whole value of GDP by u:  

   z 1 uL # uK2
1 >2 
=  z 1 u2 # LK 2

1 >2 
=  uz 1 LK2

1 >2 
=  u # GDP     

   34.  This is  easily proved.  The banking system wants 
suf  cient deposits (  D  )  to establish the target ratio 
(  v  )  of deposits to reserves (  R  ) .  This gives  R    D   =   v.   
Any change in  D   of size  D   has to be accompa-
nied by a change in  R   of  R   of suf  cient size to 
restore  v.   Thus,   R   D   =   v,   so  D   =   R    v   and 

   
d1w # Ls

2

dLs = w + Ls # dw

dLs    

 Rewrite this as 

   MC = AC + Ls # dw

dLs    

 As long as the supply curve slopes upward, 
 dw    dL s   >  0;  therefore,   MC  >   AC.    

   28.  In the text,  we de ne  MPC   as an incremental ra-
tio.  For mathematical treatment,  it is  sometimes 
convenient to de ne all marginal concepts as de-
rivatives:   MPC  =   dC   dY D  ,   MPS   =   dS    dY D  ,  and 
so on.   

   29.  The basic relationship is 

   YD = C + S    

 Dividing through by  Y D   yields 

   
YD

YD

=

C

YD

+
S

YD

   

 and thus 

   1 = APC + APS    

 Next,  take the  rst dif erence of the basic rela-
tionship to get 

   YD = C + S    

 Dividing through by  Y D   gives 

   
YD

YD

=

C

YD

+
S

YD

   

 and thus 

   1 = MPC + MPS     

   30.  The total expenditure over all rounds is the 
sum of an in nite series.  If we let  A   stand for 
autonomous expenditure and  z   for the marginal 
propensity to spend, the change in autonomous 
expenditure is   A   in the  rst round,  z      A   in the 
second,  z 2       A   in the third, and so on.  This can 
be written as 

   A # 1 1 + z + z2 + c +  zn 2    
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 D   R   =  1  v.   This can be shown also in terms 
of the deposits created by the sequence in Table 
26-7.  Let  v   be the reserve ratio and  e   =  1    v   be 
the excess reserves per dollar of new deposits.  If 
 X  dollars are initially deposited in the system, the 
successive rounds of new deposits will be  X,  eX,  
e 2  X,  e 3  X,   .  .  .  .  The series 

   X + eX + e2X + e3X + c  

 = X # 3 1 + e + e2 + e3 + c 4    

 has a limit of  X  #  
1

1 - e
  

     = X # 1

1 - 1 1 - v 2

=

X

v
   

 This is  the total new deposits created by an injec-
tion of $  X  of new reserves into the banking 
system.  For example,  when  v   =  0.20,  an injection 
of $100 into the system will lead to an overall 
increase in deposits of $500.   

   35.  Suppose the public wants to hold a fraction,  
 c,   of deposits in cash,   C.   Now suppose that  X  
dollars are injected into the system.  Ultimately,  
this money will be held either as reserves by the 
banking system or as cash by the public.  Thus,  
we have 

   C + R = X    

 From the banking systems reserve behaviour,  we 
have  R   =   v      D  ,  and from the publics cash 
behaviour,  we have  C  =   c      D.   Substituting 
into the above equation, we get the result that 

   D =

X

v + c
   

 From this we can also relate the change in 
reserves and the change in cash holdings to the 
initial injection:  

   R =

v

v + c
# X  

 C =

c

v + c
# X    

 For example,  when  v   =  0.20 and  c   =  0.05,  an 
injection of $100 will lead to an increase in 
reserves of $80,  an increase in cash in the hands 
of the public of $20,  and an increase in deposits 
of $400.   

   36.  Let  d  be the governments debt-to-GDP ratio and 
let  d  be the annual change in  d .  The percent-
age change in  d  over the year is  therefore  d   d ,  
which for small percentage changes is  very closely 
approximated by 

   d>d = D >D - GDP>GDP   

 where  D   is  the budget de cit and is equal to 
 G     T  +   iD  .  The second term is the percentage 
change in  nominal  GDP, which is approximately 
equal to  g  +    ,  where  g  is  the growth rate of real 
GDP and  is  the rate of in ation.  We therefore 
rewrite the expression as 

   d>d = 1G - T + iD 2 >D - 1 g + p 2    

 Now, multiply both sides by  d  to get:  

   d = 1G - T + iD 2 >GDP - 1 g + p 2 d    

 We can now let  x   be the primary budget de cit 
(  G     T )  as a share of GDP.  The equation then 
becomes 

   d = x + 1 i - p - g2 d    

 Finally,  note that the real interest rate on govern-
ment bonds is  r   =   i   2  , and so our  nal equation 
becomes 

   d = x + 1 r - g2 d          
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T-1

     Timel ine of Great Economists  

1718

First bank notes
are circulated in

England.

1670

Hudsons Bay
Company is

founded, with a 
monopoly over all
rivers draining into

Hudson Bay.

1694

The Bank of
England is created
as a private venture
to buy the govern-

ment debt.

1687

Isaac Newton publishes
Principia Mathematica.

1721

J.  S.  Bach completes the
Brandenburg
Concertos.1698

Paper manufacturing
begins in North

America.

1663

First gold guinea
pieces are coined

in England.

1660         1670         1680         1690         1700         1710         1720         1730         
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T-2 T I M E L I N E

     ADAM SMITH (17231790)   

  Adam Smith was born in 1723 in the small Scottish town of Kirkcaldy.  He is perhaps the single most influential figure 

in the development of modern economics, and even those who have never studied economics know of his most famous 

work,  The Wealth of Nations,   and are familiar with the terms  laissez-faire   and the  invisible hand,   both attributable 

to Smith.  He described the workings of the capitalist market economy, the division of labour in production, the role 

of money, free trade, and the nature of economic growth.  Even today, the breadth of his scholarship is considered 

astounding.  

 Smith was raised by his mother,  as his father had died before his birth.  His intellectual promise was discovered 

early,  and at age 14 Smith was sent to study at Glasgow and then at Oxford.  He returned to an appointment as professor of moral phi-

losophy at University of Glasgow, where he became one of the leading philosophers of his day.  He lectured on natural theology, ethics,  

jurisprudence,  and political economy to students who travelled from as far away as Russia to hear his lectures.  

 In 1759,  Smith published  The Theory of Moral Sentiments,   in which he attempted to identify the origins of moral judgment.  In this 

early work, Smith writes of the motivation of self-interest and of the morality that keeps it in check.  After its publication,  Smith left his 

post at the University of Glasgow to embark on a European tour as the tutor to a young aristocrat,  the Duke of Buccleuch, with whom 

he travelled for two years.  In exchange for this assignment Smith was provided with a salary for the remainder of his life.  He returned to 

the small town of his birth and spent the next 10 years alone,  writing his most famous work.  

  An Inquiry into the Nature and Causes of the Wealth of Nations   was published in 1776.  His contributions in this book (generally 

known as  The Wealth of Nations  )  were revolutionary, and the text became the foundation for much of modern economics.  It continues 

to be reprinted today.  Smith rejected the notion that a countrys supply of gold and silver was the measure of its  wealthrather,  it was 

the real incomes of the people that determined national wealth.  Growth in the real incomes of the countrys citizensthat is,  economic 

growthwould result from specialization in production,  the division of labour, and the use of money to facilitate trade.  Smith provided 

a framework for analyzing the questions of income growth,  value,  and distribution.  

 Smiths work marked the beginning of what is called the Classical period in economic thought,  which continued for the next 75  years.  

This school of thought was centred on the principles of natural liberty ( laissez-faire)  and the importance of economic growth as a means 

of bettering the conditions of human existence.  
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     THOMAS MALTHUS (1 7661 834)   

  Thomas Malthus was born into a reasonably well-to-do English family.  He was educated at Cambridge, and from 

1805 until his death he held the first British professorship of political economy in the East India Companys college 

at Haileybury.  In 1798 he published  An Essay on the Principle of Population as It Affects the Future Improvement of 

Society,   which was revised many times in subsequent years until finally he published  A Summary View of the Principle 

of Population   in 1830.  

 It is  these essays on population for which Malthus is best known.  His first proposition was that population, when 

unchecked,  would increase in a geometric progression such that the population would double every 25  years.  His 

second proposition was that the means of subsistence ( i.e.,  the food supply)  cannot possibly increase faster than in 

arithmetic progression ( increasing by a given number of units every year).  The result would be population growth eventually outstripping 

food production, and thus abject poverty and suffering for the majority of people in every society.  

 Malthuss population theory had tremendous intellectual influence at the time and became an integral part of the Classical theory of 

income distribution.  However,  it is  no longer taken as a good description of current or past trends.   
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T I M E L I N E T-3

  

   DAVID RICARDO (17721 823)   

  David Ricardo was born in London to parents who had emigrated from the Netherlands.  Ricardos father was very 

successful in money markets, and Ricardo himself was very wealthy before he was 30 by earning money on the stock 

exchange.  He had little formal education, but after reading Adam Smiths  The Wealth of Nations   in 1799, he chose to 

divide his time between studying and writing about political economy and increasing his own personal wealth.  

 Ricardos place in the history of economics was assured by his achievement in constructing an abstract model of 

how capitalism worked.  He built an analytic  system  using deductive reasoning that characterizes economic theoriz-

ing to the present day.  The three critical principles in Ricardos system were (1 )  the theory of rent,  (2)  Thomas Mal-

thuss population principle,  and (3)  the wages-fund doctrine.  Ricardo published  The Principles of Political Economy 

and Taxation   in 1817, and the work dominated Classical economics for the following half-century.  

 Ricardo also contributed the concept of comparative advantage to the study of international trade.  Ricardos theories regarding the gains 

from trade had some influence on the repeal of the British Corn Laws in 1846tariffs on the importation of grains into Great Britainand 

the subsequent transformation of that country during the nineteenth century from a country of high tariffs to one of completely free trade.  
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     JOHN STUART MILL (1 8061 873)   

  John Stuart Mill, born in London, was the son of James Mill, a prominent British historian, econo-

mist, and philosopher.  By age 12 he was acquainted with the major economics works of the day, 

and at 13  he was correcting the proofs of his fathers book,  Elements of Political Economy .  J.  S.  Mill 

spent most of his life working at the East India Companyhis extraordinarily prolific writing career 

was conducted entirely as an aside.  In 1848 he published his  Principles of Political Economy,   which 

updated the principles found in Adam Smiths  The Wealth of Nations   and which remained the basic 

textbook for students of economics until the end of the nineteenth century.  In  Principles,   Mill made 

an important contribution to the economics discipline by distinguishing between the economics of 

production and of distribution.  He pointed out that economic laws had nothing to do with the distribution of wealth,  

which was a societal matter, but had everything to do with production.  

 Previous to Mills  Principles   was his  System of Logic   (1843),  which was the centurys most influential text on logic 

and the theory of knowledge.  His essays on ethics,  contemporary culture,  and freedom of speech,  such as  Utilitarian-

ism   and  On Liberty,   are still widely studied today.   
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T-4 T I M E L I N E

   KARL MARX (1 81 81 883)   

  Karl Marx was born in Trier, Germany (then part of Prussia), and studied law, history, and philosophy at the uni-

versities of Bonn, Berlin, and Jena.  Marx travelled between Prussia, Paris, and Brussels, working at various jobs until 

finally settling in London in 1849, where he lived the remainder of his life.  Most of his time was spent in the mainly 

unpaid pursuits of writing and studying economics in the library of the British Museum. Marxs contributions to 

economics are intricately bound to his views of history and society.   The    Communist Manifesto   was published with 

Friedrich Engels in 1848, his  Critique of Political Economy   was published in 1859, and in 1867 the first volume of 

 Das Kapital  was completed.  (The remaining volumes, edited by Engels, were published after Marxs death.)  

 For Marx,  capitalism was a stage in an evolutionary process from a primitive agricultural economy toward 

an inevitable elimination of private property and the class structure.  Marxs  labour theory of value,  whereby 

the quantity of labour used in the manufacture of a product determined its value,  held the central place in his economic thought.  He 

believed that the worker provided surplus value  to the capitalist.  The capitalist would then use the profit arising from this surplus value 

to reinvest in plant and machinery.  Through time, more would be spent for plant and machinery than for wages,  which would lead to 

lower profits (since profits arose only from the surplus value from labour)  and a resulting squeeze in the real income of workers.  Marx 

believed that in the capitalists  effort to maintain profits in this unstable system, there would emerge a reserve army of the unemployed.  

The resulting class conflict would become increasingly acute until revolution by the workers would overthrow capitalism.  

  

     LEON WALRAS (1 8341 91 0)   

       Leon Walras was born in France, the son of an economist.  After being trained inauspiciously in engineer-

ing and performing poorly in mathematics, Walras spent some time pursuing other endeavours, such as 

novel writing and working for the railway.  Eventually he promised his father he would study economics,  

and by 1870 he was given a professorship in economics in the Faculty of Law at the University of 

Lausanne in Switzerland. Once there, Walras began the feverish activity that eventually led to his impor-

tant contributions to economic theory.  

 In the 1870s,  Walras was one of three economists to put forward the marginal utility theory of 

value (simultaneously with William Stanley Jevons of England and Carl Menger of Austria).  Further,  

he constructed a mathematical model of general equilibrium using a system of simultaneous equations that he used to 

argue that equilibrium prices and quantities are uniquely determined.  Central to general equilibrium analysis is the notion 

that the prices and quantities of all commodities are determined simultaneously because the whole system is interdepen-

dent.  Walrass most important work was  Elements of Pure Economics,   published in 1874.  In addition to all of Walrass 

other accomplishments in economics (and despite his early poor performance in mathematics! ) ,  we today regard him as 

the founder of mathematical economics.  

 Leon Walras and Alfred Marshall are regarded by many economists as the two most important economic theorists 

who ever lived.  Much of the framework of economic theory studied today is either Walrasian or Marshallian in character.   
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T I M E L I N E T-5

   CARL MENGER (1 8401 921 )   

  Carl Menger was born in Galicia (then part of Austria), and he came from a family of Austrian civil servants and army 

officers.  After studying law in Prague and Vienna, he turned to economics and in 1871  published  Grundsatze der 

Volkswirtschaftslehre   (translated as  Principles of Economics  ) ,  for which he became famous.  He held a professorship at 

the University of Vienna until 1903.  Menger was the founder of a school of thought known as the Austrian School,  

which effectively displaced the German historical method on the continent and which survives today as an alternative to 

mainstream Neoclassical economics.  

 Menger was one of three economists in the 1870s who independently put forward a theory of value based on 

marginal utility.  Prior to what economists now call the marginal revolution,  value was thought to be derived solely 

from the inputs of labour and capital.  Menger developed the marginal utility theory of value, in which the value of any good is determined 

by individuals  subjective evaluations of that good.  According to Menger, a good has some value if it has the ability to satisfy some human 

want or desire, and  utility   is the capacity of the good to do so.  Menger went on to develop the idea that the individual will maximize total 

utility at the point where the last unit of each good consumed provides equal utilitythat is,  where marginal utilities are equal.  

 Mengers emphasis on the marginal utility theory of value led him to focus on consumption rather than production as the determinant 

of price.  Menger focused only on the demand for goods and largely ignored the supply.  It would remain for Alfred Marshall and Leon 

Walras to combine demand and supply for a more complete picture of price determination.  
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     ALFRED MARSHALL (1 8421 924)   

  Alfred Marshall was born in Clapham, England,  the son of a bank cashier,  and was descended from a long line of 

clerics.  Marshalls father,  despite intense effort,  was unable to steer the young Marshall into the church.  Instead,  

Marshall followed his passion for mathematics at Cambridge and chose economics as a field of study after reading 

J.  S.  Mills  Principles of Political Economy.   His career was then spent mainly at Cambridge, where he taught 

economics to John Maynard Keynes,  Arthur Pigou, Joan Robinson,  and countless other British theorists in the 

Cambridge tradition.  His  Principles of Economics,   published in 1890, replaced Mills  Principles   as  the dominant 

economics textbook of English-speaking universities.  

 Marshall institutionalized modern marginal analysis,  the basic concepts of supply and demand, and perhaps 

most importantly the notion of economic equilibrium resulting from the interaction of supply and demand.  He 

also pioneered partial equilibrium analysisexamining the forces of supply and demand in a particular market provided that all other 

influences can be excluded,  ceteris paribus.   

 Although many of the ideas had been put forward by earlier writers,  Marshall was able to synthesize the previous analyses of utility 

and cost and present a thorough and complete statement of the laws of demand and supply.  Marshall refined and developed microeco-

nomic theory to such a degree that much of what he wrote would be familiar to students of this textbook today.  

 It is  also interesting to note that although Alfred Marshall and Leon Walras were simultaneously expanding the frontiers of economic 

theory, there was almost no communication between the two men.  Though Marshall chose partial equilibrium analysis as the appropriate 

method for dealing with selected markets in a complex world,  he did acknowledge the correctness of Walrass general equilibrium system.  

Walras,  on the other hand, was adamant (and sometimes rude)  in his opposition to the methods that Marshall was putting forward.  

History has shown that both the partial and the general equilibrium approaches to economic analysis are required for understanding the 

functioning of the economy.   
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T-6 T I M E L I N E

   THORSTEIN VEBLEN (1 8571929)   

  Thorstein Veblen was born on a farm in Wisconsin to Norwegian parents.  He received his Ph.D. in philosophy from 

Yale University, after which he returned to his fathers farm because he was unable to secure an academic position.  

For seven years he remained there, reading voraciously on economics and other social sciences.  Eventually, he took 

academic positions at the University of Chicago, Stanford University, the University of Missouri, and the New School 

for Social Research (in New York).  Veblen was the founder of institutional economics,  the only uniquely North 

American school of economic thought.  

 In 1899, Veblen published  The Theory of the Leisure Class,   in which he sought to apply Charles Darwins 

evolutionism to the study of modern economic life.  He examined problems in the social institutions of the day, 

and savagely criticized Classical and Neoclassical economic analysis.  Although Veblen failed to shift the path of 

mainstream economic analysis,  he did contribute the idea of the importance of long-run institutional studies as a 

useful complement to short-run price theory analysis.  He also reminded the profession that economics is a  social  science,  and not merely 

a branch of mathematics.  

 Veblen remains most famous today for his idea of conspicuous consumption.  He observed that some commodities were consumed 

not for their intrinsic qualities but because they carried snob appeal.  He suggested that the more expensive such a commodity became, 

the greater might be its ability to confer status on its  purchaser.  
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     VILFREDO PARETO (1 8481 923)   

  Vilfredo Pareto was an Italian, born in Paris, and was trained to be an engineer.  Though he actually practised as an 

engineer, he would later succeed Leon Walras to the Chair of Economics in the Faculty of Law at the University of 

Lausanne.  

 Pareto built on the system of general equilibrium that Walras had developed.  In his  Cours dconomie poli-

tique   (1897)  and his  Manuel dconomie politique   (1906),  Pareto set forth the foundations of modern welfare 

economics.  He showed that theories of consumer behaviour and exchange could be constructed on assumptions 

of ordinal utility,  rather than cardinal utility,  eliminating the need to compare one persons utility with anothers.  

Using the indifference curve analysis developed by F.  Y.  Edgeworth, Pareto was able to demonstrate that total 

welfare could be increased by an exchange if one person could be made better off without anyone else becoming worse off.  Pareto applied 

this analysis to consumption and exchange as well as to production.  Paretos contributions in this area are remembered in economists  

references to  Pareto optimality   and  Pareto efficiency.    
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T I M E L I N E T-7

  

   JOSEPH SCHUMPETER (1 8831 950)   

  Joseph Schumpeter was born in Triesch, Moravia (now in the Czech Republic).  He was a university professor and later 

a minister of finance in Austria.  In 1932, he emigrated to the United States to avoid the rise to power of Adolf Hitler.  

He spent his remaining years at Harvard University.  

 Schumpeter,  a pioneering theorist of innovation, emphasized the role of the entrepreneur in economic devel-

opment.  The existence of the entrepreneur meant continuous innovation and waves of adaptation to changing 

technology.  He is  best known for his theory of creative destruction,  where the prospect of monopoly profits 

provides owners the incentive to finance inventions and innovations.  One monopoly can replace another with 

superior technology or a superior product,  thereby circumventing the entry barriers of a monopolized industry.  

He criticized mainstream economists for emphasizing the static (allocative)  efficiency of perfect competitiona market structure that 

would,  if it could ever be achieved,  retard technological change and economic growth.  

 Schumpeters best known works are  The Theory of Economic Development  (1911 ),   Business Cycles   (1939),  and  Capitalism,  Social-

ism and Democracy   (1943).  
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     JOHN MAYNARD KEYNES (1 8831 946)   

  John Maynard Keynes was born in Cambridge, England. His parents were both intellectuals, and his father, John 

Neville Keynes, was a famous logician and writer on economic methodology.  The young Keynes was educated at 

Eton and then at Kings College, Cambridge, where he was a student of Alfred Marshall and Arthur Pigou.  His career 

included appointments to the Treasury in Britain during both world wars, a leading role in the establishment of the 

International Monetary Fund (through discussions at Bretton Woods, New Hampshire, in 1944), and editorship of 

the  Economic Journal  from 1911  to 1945, all in addition to his academic position at Kings College.  

 Keynes published extensively during his life,  but his most influential work,   The General Theory of Employ-

ment,  Interest,  and Money,   appeared in 1936.  This book was published in the midst of the Great Depression 

when the output of goods and services had fallen drastically,  unemployment was intolerably high, and it had 

become clear to many that the market would not self-adjust to achieve potential output within an acceptable period of time.  Fluctuations 

in economic activity were familiar at this point,  but the failure of the economy to recover rapidly from this depression was unprecedented.  

Neoclassical economists held that during a downturn both wages and the interest rate would fall low enough to induce investment and 

employment and bring about a recovery.  They believed that the persistent unemployment during the 1930s was caused by inflexible 

wages and they recommended that workers be convinced to accept wage cuts.  

 Keynes believed that this policy,  though perhaps correct for a single industry,  was not correct for the entire economy.  Widespread 

wage cuts would reduce the consumption portion of aggregate demand, which would offset any increase in employment.  Keynes argued 

that unemployment could be cured only by manipulating aggregate demand, whereby increased demand (through government expendi-

ture)  would increase the price level,  reduce real wages,  and thereby stimulate employment.  

 Keyness views found acceptance after the publication of his  General Theory   and had a profound effect on government policy around the 

world, particularly in the 1940s, 1950s, and 1960s.  As we know from this textbook, Keyness name is associated with much of macroeco-

nomics, from its basic theory to the Keynesian short-run aggregate supply curve and the Keynesian consumption function.  His contributions 

to economics go well beyond what can be mentioned in a few paragraphsin effect, he laid the foundations for modern macroeconomics.   
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T-8 T I M E L I N E

   EDWARD CHAMBERLIN (1 8991 967)   

  Edward Chamberlin was born in La Conner, Washington, and received his Ph.D. from Harvard University in 1927.  

He became a full professor at Harvard in 1937 and stayed there until his retirement in 1966.  He published  The 

Theory of Monopolistic Competition   in 1933.  

 Before Chamberlins book (which appeared more or less simultaneously with Joan Robinsons  The Economics 

of Imperfect Competition  ) ,  the models of perfect competition and monopoly had been fairly well worked out.  

Though economists were aware of a middle ground between these two market structures and some analysis of 

duopoly (two sellers)  had been presented, it was Chamberlin and Robinson who closely examined this problem 

of imperfect markets.  

 Chamberlins main contribution was explaining the importance of product differentiation for firms in mar-

ket structures between perfect competition and monopoly.  Chamberlin saw that though there may be a large number of firms in the 

market ( the competitive element),  each firm created for itself a unique product or advantage that gave it some control over price (the 

monopoly element).  Specifically,  he identified items such as copyrights,  trademarks,  brand names,  and location as monopoly elements 

behind a product.  Though Alfred Marshall regarded price as the only variable in question,  Chamberlin saw both price and the product 

itself as variables under control of the firm in monopolistically competitive markets.  
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     FRIEDRICH AUGUST VON HAYEK (1 8991 992)   

  Friedrich von Hayek was born in Vienna and studied at the University of Vienna, where he was trained 

in the Austrian tradition of economics (a school of thought originating with Carl Menger).  He held 

academic positions at the London School of Economics and the University of Chicago.  He returned to 

Europe in 1962 to the University of Freiburg in what was then West Germany and the University of Sal-

zburg in Austria.  He was awarded the Nobel Prize in Economics in 1974.  

 Hayek contributed new ideas and theories in many different areas of economics,  but he is perhaps 

best known for his general conception of economics as a coordination problem.  His observa-

tion of market economies suggested that the relative prices determined in free markets provided the signals that allowed 

the actions of all decision makers to mesheven though there was no formal planning taking place to coordinate these 

actions.  He emphasized this  spontaneous order  at work in the economy as the subject matter for economics.  The role of 

knowledge and information in the market process became central to Hayek, an idea that has grown in importance to the 

economics profession over the years.  

 Hayeks theory of business cycles provided an example of the breakdown of this coordination.  A monetary disturbance 

(e.g. ,  an increase in the money supply)  would distort the signals (relative prices)  by artificially raising the return to certain 

types of economic activity.  When the disturbance disappeared,  the boom caused by these distorted signals would be fol-

lowed by a slump.  Although Hayeks business-cycle theory was eclipsed by the Keynesian revolution, his emphasis on 

economics as a coordination problem has had a major influence on contemporary economic thought.  

 Hayek was also prominent in advocating the virtues of free markets as contributing to human freedom in the broad 

sense as well as to economic efficiency in the narrow sense.  His  The Road to Serfdom   (1944)  sounded an alarm about 

the political and economic implications of the then-growing belief in the virtues of central planning.  His  Constitution of 

Liberty   (1960)  is a much deeper philosophical analysis of the forces,  economic and otherwise,  that contribute to the liberty 

of the individual.   
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T I M E L I N E T-9

   MILTON FRIEDMAN (1 91 22006)   

  Milton Friedman completed graduate studies in economics at the University of Chicago and at Columbia University,  

where he received his Ph.D.  in 1946.  Most of Friedmans academic career was spent as a professor at the University of 

Chicago, and after retiring in 1977 he was a senior research fellow at the Hoover Institution at Stanford University.  Fried-

man is best known as one of the leading proponents of Monetarism and for his belief in the power of free markets.  His 

work greatly influenced modern macroeconomics.  

 Friedman made his first significant mark on the profession with the publication of  The Theory of the Consumption 

Function   in 1957.  There he developed the permanent income hypothesis and argued that consumption depends on long-

run average income rather than current disposable income, as it does in Keynesian analysis.  This was an early example 

of a macroeconomic theory that emphasized the importance of forward-looking consumers.  In 1963, he co-authored with Anna Schwartz 

his most influential book,  A Monetary History of the United States,  1 8671960,   where they presented evidence in support of the Monetarist 

view that changes in the supply of money can cause dramatic fluctuations in the level of economic activity.  Although this view was seriously 

challenged by subsequent research, Friedman helped the profession to understand the power of and the limitations of monetary policy.  

  Capitalism and Freedom   (1962)  and  Free to Choose   (1980),  the latter co-written with his wife,  Rose Friedman, are part of Fried-

mans attempts to communicate his ideas about economics and,  in particular,  the power of the free market,  to a mass audience of non-

economists.  Both books became international bestsellers,  and these books,  in addition to his writing for newspapers and magazines,  made 

Milton Friedman one of the most famous modern economists.  He was awarded the Nobel Prize in Economics in 1976.  
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     JOHN KENNETH GALBRAITH (1 9082006)   

  John Kenneth Galbraith was born on a farm in southeastern Ontario, to a family of Scottish-Canadian farmers.  He began 

his undergraduate education at the Ontario Agricultural College in Guelph in 1926, where he studied agricultural econom-

ics and animal husbandry.  He moved to California to study at the University of California at Berkeley and completed a 

Ph.D. in agricultural economics in 1934.  Galbraith was hired by Harvard University in 1934 and, aside from his govern-

ment and diplomatic postings, remained on staff there until his death.  

 Galbraith was heavily influenced by the ideas of John Maynard Keynes,  Thorstein Veblen,  and the  institutional  

school of economics.  He rejected the technical and mathematical approach of Neoclassical economics.  Instead he 

emphasized the interplay of economics,  politics,  culture,  and tradition,  a combination that does not lend itself well to mathematical 

modelling.  He was much more of a political economist  in the style of the nineteenth century than a theoretical economist of the late 

twentieth century.  

 His most famous book was  The Affluent Society   (1958),  where he argued that the United States had become obsessed with overpro-

ducing consumer goods and instead should be making large public investments in highways, education,  and other public services.  His 

expression private opulence and public squalor  became well known, and many would agree is  even more relevant today than it was 

when he wrote the words more than 50 years ago.  In a later book,  The New Industrial State   (1967),  Galbraith argued that very few U.S.  

industries fit economists  model of perfect competition,  and that the economy was dominated by large,  powerful firms.  In general,  Gal-

braith continued to write about topics that he believed the economics profession had neglectedtopics such as advertising, the separation 

of corporate ownership and management,  oligopoly,  and government and military spending.  

 Because of Galbraiths desire to focus on the interplay of economics,  politics,  and society,  he was often criticized (or ignored)  by 

mainstream economists.  But he was undeterred.  And while many economists disagreed with his approach and some of his political views,  

he was widely recognized as a gifted and insightful writer and speaker.   
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   KENNETH ARROW (b.  1 921 )   

  Kenneth Arrow was born and educated in New York City.  He began graduate work at Columbia University and received 

an M.A. in mathematics in 1941.  Over the following 10 years, after Arrow had completed his Ph.D. course work, he 

served in the U.S.  Army Air Corps during World War II and held various research jobs while searching for a dissertation 

topic.  His dissertation, which earned him his Ph.D. from Columbia in 1951, subsequently became a classic in econom-

ics,  Social Choice and Individual Values   (1951).  Kenneth Arrow is currently professor emeritus at Stanford University.  

 In his 1951  book,  Arrow presented his  Impossibility Theorem,  in which he shows that it is  not possible to 

construct a set of voting rules for making public choices that is simultaneously democratic and efficient.  This theo-

rem led to decades of work by economists,  philosophers,  and political scientists in the field of social choice theory.  

 Arrow also made significant contributions in other areas of economics.  In 1954 (with Gerard Debreu)  he constructed a mathematical 

model of an economy with many individual,  interrelated markets and proved the existence of a theoretical general market-clearing equi-

librium.  Arrows work in the economics of uncertainty was also a major contribution.  In  Essays in the Theory of Risk-Bearing  (1971 ),  

he introduced the concepts of moral hazard and adverse selection (among other ideas about risk),  which we encounter in Chapter 16 

of this book.  Arrow was one of the first economists to develop the idea of  learning by doing,  which has played an important role in 

modern theories of economic growth.  

 Arrow was awarded the Nobel Prize in 1972 ( jointly with British economist John Hicks)  and in 2004 was awarded the National 

Medal of Science,  the United States  highest scientific honour.  
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   PAUL SAMUELSON (1 91 52009)   

  Paul Samuelson was born in Gary, Indiana, the son of a drugstore owner.  He received his PhD in economics in 1941  from 

Harvard University and spent his academic career at the Massachusetts Institute of Technology (MIT).  

 Samuelson is  generally regarded as one of the greatest economic theorists of the twentieth century.  While still 

a graduate student at Harvard, Samuelson wrote most of  Foundations of Economic Analysis   (1947),  which was 

path-breaking at the time and used mathematical analysis and constrained optimization techniques to shed insight 

into economic behaviour.  He systematized economic theory into a more rigorous mathematical discipline,  which 

has had enormous effects on the way economics is studied today.  

 Though Samuelson made major contributions to many branches of economics, three are particularly notable.  

First,  he showed how the central predictions of demand theory could be tested using the revealed preferences  of consumers from observed 

market behaviour.  Second, in international trade theory, he made important contributions in the analysis of the gains from trade and the 

effects of tariff protection on the distribution of income.  Third, most familiar to readers of this book, he is credited with introducing the 45-

line model of short-run national income determination.  This diagram, encountered throughout Chapters 21  and 22 of this book, has become 

the standard tool for teaching the Keynesian theory of national-income determination in the short run.  Samuelsons work also provided valu-

able insights in other areas of economics, including government taxation and expenditure, capital theory, and theories of economic growth.  

 Samuelson was also well known for his famous introductory economics textbook,  Economics,   first published in 1948,  which pro-

vided a systematic treatment of both micro- and macroeconomics in a way that had not been presented before.  In general,  he is  credited 

with raising the level of scientific and mathematical analysis in economics.  Samuelson was awarded the Nobel Prize in Economics in 

1970,  and was the first American scholar to receive this honour.      
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   CPI inflation,    681   f ,   702  f   
   credit,    627   
   credit flows,    455    
   credit market,    455   
   cross-sectional data,    35   36 ,   35   f   
   Crow, John,   690 ,   690  f ,   690  n  ,   691  ,  

 719   
   crowding in,    762   
   crowding out,    762 ,   763   765 ,  

 763   f   
   Crown corporations,    27 ,   473  ,   623    
   Cuba,    17   
   currency  

     see also    foreign-exchange market;  
money    

   amount in circulation,    677   
   as central bank liability,    626  n    
   debasement,    619  620   
   exchange rate.     See    exchange rate    
   in growing economy,   677     

   current account,    826 ,   844  f   
   current account deficits and 

surpluses,    843   848    
   current-dollar national income, 

  443    
   curved line,  slope of,    40   
   customers.     See    consumers    
   customs union,   814  815   
   cyclical budget deficits,    757  758    
   cyclical unemployment,    447 ,   563   n  ,  

 732 ,   744   
   cyclically balanced budgets,    769   
   Czech Republic,    680     

   D  
    data series,  comparison of,    32   
   deadweight loss  

    import quota,    810  f   
   tariff,    807  f     

   debasing of coinage,    619   
   DeBeers,    61    
   debt defaults,    762   
   debt-service payments,    752   
   debt-to-GDP ratio,    755 ,   755   f ,  

 759  762 ,   766  767 ,  
 769  770   

   decentralized decision making,    17   
   decision lag,    574   
   decision making  

    centralized decision making,  
  16  17   

   decentralized decision making,  
  17   

   described,    12   
   how decisions are made,   12  13    
   marginal decisions,    1 3    
   maximizing decisions,   1 3    
   and their choices,    12  13      

   decumulation,    469   
   deficits.     See    government debt and 

deficits    
   deflation,    708    
   demand,   51   

    change in demand,   54   
   demand-and-supply model,    61    
   demand curve.     See    demand curve    
   demand schedule,    50  51  ,   51   f   
   excess demand,   60 ,   61    
   for foreign exchange,    832 ,   834         
   investment demand,   592  f ,   593    
   law of demand,   50   
   for money.     See    demand for 

money    

   quantity demanded.     See    quantity 
demanded      

   demand-and-supply model,    61    
   demand curve,    51   55 ,   52  f  

    foreign exchange,    834   
   graphs,    62  n    
   investment demand curve,    591    
   micro  demand curve,    537   
   movements along demand curve,  

  54  55  ,   55   f   
   and price,    63   65  ,   64  f   
   shifts in,    52  53  ,   53   f ,   55   f ,  

 63   65  ,   64  f           
   demand deposits,    635    
   demand-determined output,    499 ,  

 504  n  ,   525   526   
   demand for money,    649  

    determinants of,    649  651    
   and interest rate,    649  650 ,   650  f   
   liquidity preference,    651    
   monetary equilibrium,   652  653  ,  

 653   f   
   precautionary demand for 

money,    649   
   and price level,    650  651  ,   650  f   
   and real GDP,   650 ,   650  f   
   reasons for holding money,    649   
   speculative demand for money,  

  649   
   summary of,    651    
   theory of money demand, 

  647  651    
   transactions demand for money,  

  649     
   demand inflation,    709  710 ,   709  f ,  

 710  f   
   demand schedule,    50  51  ,   51   f   
   demand shocks.     See    aggregate 

demand shocks    
   demand side of the economy, 

  534  539  
    aggregate demand  (AD)   curve,  

  536  539   
   equilibrium GDP,   535   536   
   price level,  exogenous changes in,  

  534  539     
   demographic shifts,  and NAIRU, 

  741  ,   742  f   
   dependent variable,    62  n    
   deposit money,    622  623  ,  

 631   633    
   deposits,    635   636   
   depreciation,    456  457 ,   470 ,   473  ,  

 517 ,   831  ,   853    
   depression,    446   
   desired aggregate expenditure  (AE)  ,  

  486 ,   519 ,   531   
    aggregate expenditure (AE)  

function,    498   499 ,   498   f   
   autonomous expenditure,    486 ,  

 539   
   consumption function,    487  494 ,  

 489  f   
   desired consumption expenditure, 

  487  494   
   desired investment expenditure,  

  494  498    
   induced expenditure,    486   
   interest rates,  fall in,    493    
   and price level,    536  f   
   saving function,    492     

   desired consumption  
    desired consumption expenditure, 

  487  494   

   and monetary transmission 
mechanism,   655   656   

   and national income,   518   519     
   desired consumption expenditure, 

  487  494   
   desired investment expenditure,  

  494  498   
    autonomous expenditure,  

  497  498  ,   497  f   
   business confidence,    497   
   real interest rate,    495   496   
   sales,  changes in,    496  497     

   Desjardins Inc.,    648    
   destabilizing policy,    686  687   
   determination of price,    60  66   
   developed countries,    583    
   developing countries,    583    
   diamonds,    61    
   Diefenbaker,  John,   624  n    
   differentiated product,    61  ,   526 ,   783    
   diminishing marginal response,    39    
   diminishing marginal returns.     See   

 law of diminishing marginal 
returns    

   disagreements among economists,  
  1 8   19 ,   26  27   

   discouraged workers,    728    
   disequilibrium,   62 disequilibrium 

price,   62 disinflation,  
 717  721  ,   718   f   

   disposable income,   487 ,   488   f   
   distribution of income,   1 3    
   diversification,    802   
   dividends,    473    
   division of labour,    14   
   Dodge,  David,    693  ,   693   f   
   double coincidence of wants,  

  15  ,   616   
   double counting,    465    
   double-entry bookkeeping,    467   
   downward wage stickiness,    558  ,  

 563   564 ,   563   n    
   dumping,    811   812   
   durable goods,    493  ,   662  n      

   E  
    Eastern Europe,    1 8    
   economic bads,  and GDP, 

  479  480   
   economic climate,    736   
   economic data,    32  36  

    graphing,    35   36   
   index numbers,    32  35  ,   33   t ,   34  f     

   economic growth,   446 ,   584  
    balanced growth with constant 

technology,    598    
   benefits of,    584  586   
   case against economic growth, 

  588   589   
   costs of,    587  588    
   cross-country investment,  and 

growth rates,    594  f   
   cumulative effect,    584  t   
   determinants of,    588   589   
   and environmental degradation,  

  607  609   
   and equilibrium price,    65    
   forgone consumption,   587   
   and income inequality,    586   
   in industrialized countries,    594   
   limits to growth,   587 ,   605   610   
   long-run economic growth,   553    
   long-term economic growth, 

  443  ,   459   
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economic growth (Cont. )
   nature of,    555  ,   583   589   
   and overall well-being,    588   589   
   and poverty,    586   
   production possibilities 

boundary,  effect on,    9   f   
   real GDP,   583    
   real GDP per employed worker,  

  583   584   
   real per capita GDP,   583    
   and resource exhaustion,  

  605   607   
   social costs,    587  588    
   sources of,    588   589   
   sustainability of,    588  ,   610   
   theories of.     See    economic growth 

theories    
   three variables in,    583   584 ,   583   f   
   urgency for growth,   583    
    vs.   fluctuations,    458   460     

   economic growth theories  
    endogenous technological change,  

  601   603    
   established theories of economic 

growth,   590  601    
   ideas-based theories,    604  605   
   increasing marginal returns, 

  603   605   
   investment and saving,    590  594   
   investment demand,   592  f ,   593    
   knowledge-driven growth, 

  604  605   
   long-run analysis,    590   
   market-development costs,  

  603   604   
   national saving,    592  593  ,   592  f   
   Neoclassical growth theory, 

  594  601    
   newer growth theories,    601   605     

   economic profit in foreign markets,  
  804  805    

   economic recovery (1983-1987),  
  689  690   

   economic recovery (2011-present) ,  
  695   696   

   economic systems  
    command economy,   16  17   
   free-market economy,   17   
   the great debate,    18   19   
   mixed economies,   17  18  ,   19   20   
   traditional economy,   16   
   types of,    16  18      

   economic theories,    28   32  
    abstraction from reality,    29    
   assumptions,    28   29   
   causation,    28   29 ,   31   32   
   conditions of application,    29   
   correlation,    31   32   
   described,    28    
   empirical observations,    30 ,   30  f   
   graphing economic theories,  

  36  41    
   motives,    28    
   predictions,   29    
   statistical analysis,    30  31    
   testing theories,    29   32   
   variables,    28      

   economic values,    452   
   economic weather,    736   
   economics  
    Classical economics,    566  n    
   definition,    4    
   disagreements among economists,  

  1 8   19 ,   26  27   

   dismal science,    605    
   and government policy,    9   10   
   key economic problems,    8   9    
   macroeconomics,    9  ,   441  ,   442   
   microeconomics,    9  ,   66   
   Neoclassical economics,    566  n    
   normative statements,    25  ,   26  t   
   positive statements,    25  ,   26  t   
   resources,   4    
   scarcity and choice,    4   8    
   scientific approach,   30   
   social science,   24     

   economies of scale,    782  785  ,  
 785   f ,   803    

   economists  
    disagreements among economists,  

  1 8   19   
   where economists work,   27     

   economy,   10  
    closed economy,   487 ,   536  n  ,  

 763   764 ,   776   
   decision makers and their 

choices,    12  13    
   demand side of the economy, 

  534  539   
   market economies,    10  12   
   open economy,   536  n  ,   656  658  ,  

 686 ,   764 ,   776   
   supply side of the economy, 

  539  542     
   efficiency  
    and market economies,    1 1    
   resource efficiency,   606     

   efficiency wages,   737   
   Elizabeth I,  Queen of England, 

  619   
   embodied technical change,    599   
   Embraer SA,   804  805    
   empirical observations,    30 ,   30  f   
   employment,    447 ,   448   f  
     see also    unemployment    
   changes in,    726  727   
   full employment,    444  n  ,   447   
   long-term employment 

relationships,    735   736   
   recent history,    448    
   when labour markets clear,    733   f     

   employment insurance,    740 ,   744   
   endogenous money supply,    676   
   endogenous technological change,  

  601   603   
    knowledge transfer,    602   
   learning by doing,    601   602   
   market structure and innovation,  

  602  603      
   endogenous variable,    28  ,   63  ,   518    
   energy prices,    682  683    
   entrance requirement,    740   
   Environment Canada,   27   
   environmental issues  
    business as usual  approach, 

  609   
   climate change.     See    climate 

change    
   environmental degradation,  and 

economic growth,   607  609   
   global warming,   608   609   
   pollution.     See    pollution    
   and subsidies,    59      

   equilibrium,   62  
    long-run equilibrium,   565   567 ,  

 567  f   
   macroeconomic equilibrium, 

  542  549   

   market equilibrium.     See    market 
equilibrium    

   market price of a bond,   646   
   monetary equilibrium,   652  653  ,  

 653   f     
   equilibrium GDP,   535   536 ,   538    
   equilibrium interest rate,    591   592 ,  

 654  f   
   equilibrium national income, 

  499  501  ,   499  t ,   501   f ,  
 521  ,   525  

    aggregate expenditure (AE)  
function,    501  ,   502  503  ,  
 502  f ,   519  521  ,   520  f   

   changes in,    501   507 ,   521   525   
   desired consumption and national 

income,   518   519   
   equilibrium condition,    501    
   fiscal policy,    524  525   
   fluctuations as self-fulfilling 

prophecies,    506  507   
   multiplier,    503   506 ,   504  f ,   506  f ,  

 522  523    
   net exports,    524     

   equilibrium price,    62 ,   62  f   
   equity,    19 ,   643   
     see also    fairness      

   euro,    517 ,   623  ,   831  ,   837  f ,   852  n    
   euro zone,    835    
   Europe,    684   
   European Central Bank,   623    
   European Common Market, 

  783   784  
     see also    European Union      

   European Exchange Rate 
Mechanism (ERM),   836   

   European Union  
    agricultural subsidies,    59    
   common market,    815    
   debt defaults,  fear of,    762   
   euro,    837  f   
   exchange rate,    835    
   free trade agreements.     See    specific 

trade agreements    
   government debt,    752   
   hysteresis,    742   
   labour-market policies,    740   
   oil prices,    795   
   voluntary export restrictions 

(VER),    810     
   excess demand,   60 ,   61    
   excess reserves,    630 ,   634 ,   677   
   excess supply,   60 ,   61    
   exchange rate,    456 ,   456  n  ,   457  f ,  

 831   832  
     see also    foreign-exchange market    
   adjustable peg,    835 ,   839   
   appreciation,    456  457 ,   693  ,   831    
   Bretton Woods system,   835  ,   836   
   Canada-U.S.  exchange rate,    457 ,  

 457  f ,   849 ,   850  f7   
   depreciation,    456  457 ,   470 ,   473  ,  

 517 ,   831  ,   853    
   determination of,    834  842   
   fixed exchange rate,    835  ,  

 836  837 ,   836  f ,   838   839 ,  
 851   856   

   flexible exchange rate,    835   836 ,  
 836  f ,   837  841  ,   837  f ,   848    

   floating exchange rate,    835    
   future value,    841    
   managed float,    835    
   and monetary policy,    683   684 ,  

 855   856   

   news and the exchange rate,    843    
   pegged exchange rate,    835    
   PPP exchange rate,   849  851  ,  850  f   
   purchasing power parity (PPP),  

  848  ,   849  851  ,   850  f   
   structural changes,    841   842   
   volatility of,    842     

   excise taxes,    473    
   execution lag,    574   
   exogenous forces,    541    
   exogenous variable,    28  ,   63  ,   518    
   expansionary fiscal policy,    759   
   expansionary monetary policy,  

  678    
   expectations,    494   
   expectations-augmented Phillips 

curve,    715   
   expected inflation,    556  n  ,   561  ,   703  ,  

 704  705 ,   706   
   expenditure  
    autonomous expenditures,    486 ,  

 497  498  ,   497  f   
   changes in,  and lags,    686   
   consumption expenditure,    469   
   desired aggregate expenditure.   

  See    desired aggregate 
expenditure  (AE)     

   desired consumption expenditure, 
  487  494   

   desired investment expenditure,  
  494  498    

   flows of income and expenditure,  
  1 3  ,   14  f ,   467 ,   468   f   

   GDP from the expenditure side,  
  467 ,   469  472   

   government expenditures,  
  470  471    

   induced expenditures,    486   
   investment expenditure,  

  469  470   
   public expenditure.     See   

 government spending      
   Export Development Canada,   27   
   exports,    457  458  ,   458   f ,   471   
    Canadian exports,  by industry,  

  777  f   
   exported product,  and trade 

patterns,    789  790 ,   789  f   
   foreign price elasticity of demand 

for Canadian exports,  
  833   n    

   net export function,    515  ,  
 516  518  ,   516  f ,   517  f   

   net exports,    457 ,   458   f ,   471  ,  
 515   516 ,   524 ,   535  ,   764   

   supply of foreign exchange,    832   
   value of Canadian exports,    517  n    
    vs.   imports,    806   
   world price of,  and flexible 

exchange rates,    838      
   externality,    19      

   F  
    factor endowment theory of 

comparative advantage,  
  786 ,   802   

   factor incomes,    472  473    
   factor markets,    1 3    
   factor prices  
    adjustment process.     See   

 adjustment process (factor 
prices)     

   and aggregate demand shocks,  
  555  ,   560  564 ,   562  f ,   563   f   
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   and aggregate supply shocks,  
  555  ,   564  566 ,   565   f   

   downward wage stickiness,    558    
   inflationary gap,    559   
   and output gap,    556  559   
   potential output,    556   
   and real GDP,   557 ,   558    
   recessionary gap,    559     

   factors of production,    4    
   fairness,    9  ,   1 1   
     see also    equity      

   federal government debt and deficit,  
  754  755 ,   754  f ,   755   f   

   Federal Reserve,    623  ,   684 ,   685 ,  
 692 ,   696   

   feudal system,   16   
   fiat money,    621   622   
   final goods,    465    
   Finance Canada,   27   
   financial capital,    593  ,   656  657   
   financial crisis.     See    global financial 

crisis    
   financial intermediaries,    623  ,   627   
   financial markets,    626   
   financial stability,    2    
   fine tuning,    575   
   Finland,   680   
   firms  
    price setters,    526 ,   540   
   price taker,   540     

   fiscal austerity,    752   
   fiscal policy,    513   
    activist  fiscal policy,    568    
   automatic fiscal stabilizers,  

  571   574   
   bread-and-butter issues,    574   
   and budget deficit function,  

  756  757 ,   757  f   
   and budget deficits and surpluses,  

  756  759 ,   758   f   
   contractionary fiscal policy,    759   
   counter-cyclical fiscal policy,  

  766 ,   767   
   decision lag,    574   
   discretionary,    571  ,   574  575   
   execution lag,    574   
   expansionary fiscal policy,    759   
   fine tuning,    575   
   government debt,  effect of,  

  766  767   
   and government debt and deficits,  

  768   770   
   government purchases,  increase 

in,    575   576   
   in Great Depression,    572  573    
   gross tuning,    575    
   and growth,   575   577   
   limitations of,    574  575   
   and paradox of thrift,    569  571    
   stabilization policy.     See    fiscal 

stabilization policy    
   structural budget deficits,  

  758  ,   758   f   
   taxes,  reduction in,    576  577   
   temporary  vs.   permanent tax 

changes,    574  575     
   fiscal stabilization policy,    567  577  
     see also    fiscal policy    
   automatic fiscal stabilizers,  

  571   574   
   basic theory of,    568   571    
   inflationary gap,  closing,  

  568   569 ,   570  f   
   limitations,    574  575   

   recessionary gap,  closing,    568  ,  
 569  f     

   fiscal stimulus,    9   10 ,   752 ,   808   809   
   fixed announcement dates,    674 ,  

 687   
   fixed exchange rate,    835  ,   836  837 ,  

 836  f ,   838   839 ,   851   856   
   fixed factors,    485   n    
   fixed investment,    469   
   fixed production,    782  783    
   Fleming,  Donald,    624  n    
   flexible exchange rates,    835   836 ,  

 836  f  
    capital movements,    840  841    
   changes in,    837  841  ,   837  f   
   correct  exchange rate,    848    
   equal inflation in both countries,  

  840   
   foreign price of imports,  rise in,  

  838   839   
   inflation at unequal rates,    840   
   inflation in only one country,  

  840   
   price levels,  changes in,    839  840   
   as   shock absorbers,    852  854 ,  

 853   f   
   uncertainty,    855    
   world price of exports,  rise in,  

  838      
   flexible wages,    562  563    
   floating exchange rate,    835   

     see also    flexible exchange rates      
   flows  

    credit flows,    455    
   gross flows in labour market,  

  728  ,   730   
   of income and expenditure,    1 3  ,  

 14  f ,   467 ,   468   f   
   in labour market,    728  ,   730  731    
   of purchases,    48    
    vs.   stocks,    48  ,   49      

   fluctuations  
    real GDP, short-run fluctuations 

in,    567  n    
   as self-fulfilling prophecies,  

  506  507   
   short-term fluctuations,  

  459  460   
   in unemployment,    732  736   
    vs.   economic growth,   458   460     

   food prices,    682  683    
   foregone output,    779   
   foreign exchange,    456 ,   832  834   
   foreign-exchange market,    456 ,  

 830  834 ,   833   f  
    demand curve for foreign 

exchange,   834   
   demand for foreign exchange,  

  834   
   exchange rate.     See    exchange rate    
   supply curve for foreign 

exchange,   833   834   
   supply of foreign exchange,  

  832  834     
   foreign-exchange risk,   855    
   foreign income, changes in,    516   
   foreign trade.     See    international 

trade    
   forgone consumption,   587   
   45  line,    491    
   forward-looking monetary policy,  

  687  f   
   forward markets,    855    
   fractional-reserve system,   630   

   fractionally backed paper money,  
  621    

   France,    17   
   Fraser Institute,   27   
   free-market economy,   17  

     see also    market economy      
   free markets  

    and efficiency,    1 1    
   and fairness,    1 1    
   market failures,    9    
    vs.   central planning,    1 8   19     

   free trade,    801    
   free trade area (FTA),    814   
   frictional unemployment,    447 ,   731  ,  

 737  738  ,   740  741  ,   744   
   Friedman, Milton,    491  ,   571  ,   664 ,  

 679 ,   714 ,   716   
   FTA.     See    Canada-U.S.  Free Trade 

Agreement (FTA);  free trade 
area (FTA)     

   fuel consumption,   41   f   
   full employment,    444  n  ,   447   
   functional relation,    37   
   functions,    36  37  

    graphing of functions,    37  41    
   mathematical equation,    37   
   with a minimum or a maximum, 

  40  41    
   non-linear functions,    38   40 ,   39   f   
   slope of a straight line,    38    
   table,    37   
   words,    37     

   future generations,  and deficits,  
  765      

   G   
    G20,    441  ,   571  ,   761    
   gains from trade,    778   

     see also    international trade    
   absolute advantage,   778   779 ,  

 778   t ,   784   
   acquired comparative advantage, 

  787   
   climate,    786  787   
   comparative advantage,  

  779  780 ,   779  t ,   781  ,   784 ,  
 786  788    

   economies of scale,    782  785  ,  
 785   f   

   factor endowment theory of 
comparative advantage,  
  786 ,   802   

   fixed production,    782  783    
   generally,    782  783    
   human capital,    787   
   illustration of,    778   782   
   learning by doing,    784 ,   785  786 ,  

 785   f   
   opportunity costs,    779 ,   781  ,  

 781   f   
   production possibilities 

boundary,    780  782 ,   783    
   specialization,    780 ,   780  t ,   784 ,  

 802   
   variable costs,    782  786   
   variable production,    783    
   volume of trade,    845     

   GATT,   813   814   
   GDP deflator,    476  477 ,   850  851    
   GDP from the expenditure side,  

  467 ,   469  472 ,   472  t  
    consumption expenditure,    469   
   government purchases,    470  471    
   investment expenditure,    469  470   

   net exports,    471    
   total expenditures,    472     

   GDP from the income side,    467 ,  
 472  474  

    factor incomes,    472  473    
   non-factor payments,    473    
   total national income,   474     

   General Agreement on Tariffs and 
Trade (GATT),    813   814   

   General Motors (GM),   746   
    The General Theory of 

Employment,  Interest and 
Money   (Keynes),    566  n    

   George V,  King of England,   572   
   Germany,   617 ,   618  ,   740 ,   787   
   global climate change.     See    climate 

change    
   global financial crisis,    2  ,   20 ,  

 441  ,   455 ,   538  ,   571  ,   627 ,  
 694  695 ,   696 ,   727 ,   761  ,  
 808   809   

   global financial stability,    2    
   global recession,    9  ,   746 ,   751   752 ,  

 768    
   global supply chains,    793    
   global warming,   608   609  

     see also    climate change      
   globalization,    3  ,   15   16 ,   743   n   

    causes of,    15    
   challenges of,    16   
   and inflationary pressures,    721    
   of markets,    603    
   and structural change,    743      

   gold standard,    621    
   goods,    4   

    basket of goods,    34 ,   452 ,   849 ,  
 850 ,   851    

   consumption goods,    6    
   durable goods,    493  ,   662  n    
   final goods,    465    
   identical basket of goods,    849 ,  

 850   
   inferior goods,    52   
   intermediate goods,    465    
   investment goods,   6  ,   469   
   non-traded goods,    851    
   nondurable goods,    493    
   normal goods,    52  53    
   production of different goods,  

  850  851    
   public goods,    19 ,   604   
   what is produced and how,   8      

   Goods and Services Tax (GST),    473    
   goods markets,    1 3    
   government  

    Bank of Canada, as banker to 
federal government,    625    

   budget balance,    514   
   budget surplus,   514   
   capital budgeting,    765    
   comparative advantage,  influence 

on,    791    
   debt.     See    government debt and 

deficits    
   as decision maker,    12   
   deficits.     See    government debt and 

deficits    
   in modern mixed economy, 

  19   20   
   municipal governments,    514   
   net tax revenues,   513   514   
   provincial governments,    514   
   purchases.     See    government 

purchases    
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government (Cont. )
   revenues,    754  f   
   in simple short-run macro model,  

  513   515    
   spending.     See    government 

spending    
   taxes.     See    taxation    
   transfers,    752     

   government debt,    753   
     see also    government debt and 

deficits      
   government debt and deficits,    2   3  ,  

 514 ,   752 ,   754  f  
    actual budget deficit,    759  f   
   analytical issues,    756  762   
   annually balanced budgets,    768    
   balanced budget,    514 ,   756 ,  

 768   769   
   budget constraint,    752  754   
   budget deficit,    514 ,   573  ,  

 752  753    
   budget deficit function,   756  757 ,  

 757  f   
   budget surplus,   514 ,   751  ,   753    
   in Canada,   754  756   
   crowding in effects of surpluses,  

  762   
   crowding out effects of deficits,  

  762 ,   763   765 ,   763   f   
   current account deficits,  

  843   848    
   cyclical budget deficits,  

  757  758    
   cyclically balanced budgets,    769   
   debt defaults,    762   
   debt dynamics,    759  762   
   debt-service payments,    752   
   debt-to-GDP ratio,    755 ,   755   f ,  

 759  762 ,   766  767 ,  
 769  770   

   economic policy, effects on,  
  766  767   

   effects of,    762  767   
   facts and definitions,    752  756   
   federal government,    754  755 ,  

 754  f ,   755   f   
   fiscal policy,    756  759 ,   758   f ,  

 768   770   
   future generations,  and deficits,  

  765    
   government debt,    753    
   investment in closed economies,  

  763   764   
   long-term burden of government 

debt,    765    
   net exports to open economies,  

  764   
   primary budget deficit,    753   754   
   provincial governments,  

  755   756   
   structural budget deficits,  

  757  758  ,   758   f ,   759  f   
   twin deficits,    847     

   government expenditures,  
  470  471  ,   752 ,   754  f ,   755   f  

     see also    government spending      
   government policy  
    destabilizing policy,    686  687   
   and economics,    9   10   
   fiscal policy.     See    fiscal policy    
   fiscal stabilization policy.     See   

 fiscal stabilization policy    
   government debt,  effect of,  

  766  767   

   and idle resources,    9    
   monetary policy.     See    monetary 

policy    
   and NAIRU,   743    
   stabilization policy,    524 ,   564 ,  

 567  577   
   and structural unemployment,  

  739  740   
   trade policy.     See    trade policy      

   government purchases,    470  471  ,  
 513  ,   524  525 ,   575   576   

   government spending,    10  
    deficit-financed increase in,    572   
   government expenditures.     See   

 government expenditures    
   government purchases.     See   

 government purchases    
   productivity-enhancing 

infrastructure,    576  n    
   program spending,    754   
   transfer payments,    513      

   graphs  
    cross-sectional data,    35   36 ,   35   f   
   demand curve,    62  n    
   economic data,    35   36   
   economic theories,    36  41    
   of functions,    37  41    
   scatter diagram,   36 ,   36  f   
   slope.     See    slope    
   supply curve,    62  n    
   time-series data,    35   36 ,   35   f     

   Great Depression,    446 ,   459 ,  
 570  571  ,   572  573  ,   664 ,  
 684  685  ,   708  ,   807 ,   808    

   Greece,   2  ,   618  ,   752 ,   760  761  ,   762   
   greenhouse-gas emissions,  and 

economic growth,   608   609   
   Greenland,   608    
   Greenspan, Alan,    692   
   Gresham, Thomas,   619   
   Greshams law,   619  620   
   gross domestic product (GDP),  

  443  ,   467  
    and economic bads,    479  480   
   and environmental damage,   479  f   
   equilibrium GDP,   535   536 ,   538    
   GDP deflator,    476  477 ,   850  851    
   GDP from the expenditure side,  

  467 ,   469  472 ,   472  t   
   GDP from the income side,    467 ,  

 472  474   
   and home production,   479   
   and illegal activities,    477  479   
   and living standards,    480  481    
   nominal GDP,   475   476 ,   477 ,   478    
   and non-market activities,    479   
   omissions from GDP,   477  489   
   potential GDP,   445  ,   446   
   real GDP.     See    real GDP    
   real per capita GDP.     See    real per 

capita GDP    
   and underground economy,   479     

   gross flows in labour market,    728  ,  
 730   

   gross investment,    470   
   gross tuning,    575    
   growth.     See    economic growth      

   H   
    Heckscher,  Eli,    786   
   Heckscher-Ohlin theory,    786   
   home production,    479   
   homogeneous product,    50  n    
   Hong Kong,   17   

   households  
    expectations,    494   
   wealth,    492  493  ,   534     

   housing market collapse,    2  ,   538    
   human capital,    589 ,   597  598  ,  

 599 ,   787   
   Hume, David,    775    
   Hungary,    618    
   Hydro Quebec,    61    
   hyperinflation,    450 ,   617 ,   618    
   hypotheses,    29    
   hysteresis,    660  661  ,   741   742     

   I   
    ideas-based theories,    604  605   
   identical basket of goods,  

  849 ,   850   
   idle resources,    8  ,   9    
   illegal activities,    477  479   
   IMF.     See    International Monetary 

Fund (IMF)     
   import duty,    807  
     see also    tariffs      

   import quota,    810  811  ,   810  f   
   imports,    457  458  ,   458   f ,   471   
    Canadian imports,  by industry,  

  777  f   
   foreign price of,  and flexible 

exchange rate,    838   839   
   imported product,  and trade 

patterns,   790 ,   790  f   
   marginal propensity to import,  

  515  ,   523    
   price elasticity of demand for, 

  834  n    
    vs.   exports,    806     

   incentives,    12   
   income,   442  443   
    break-even level of income,   491    
   change in,  and shifts in demand 

curve,    52  53    
   consumers  income, and shifts in 

demand curve,    52  53    
   disposable income,   487 ,   488   f   
   distribution of income,   1 3    
   factor incomes,    472  473    
   flows of income and expenditure,  

  13  ,   14  f ,   467 ,   468   f   
   foreign income, changes in,  

  516   
   GDP from the income side,    467 ,  

 472  474   
   national income.     See    national 

income    
   net domestic income,   473    
   permanent-income theory,    491    
   real income,   480     

   income effect,    493   n    
   income inequality,    3  ,   586   
   increasing marginal returns, 

  603   605   
   independent variable,    62  n    
   index numbers,    32  35  ,   33   t ,   34  f   
   India,    64 ,   547   
   indirect taxes,    473    
   Indonesia,    547 ,   548  ,   692   
   induced consumption,   489   
   induced expenditures,    486   
   Industry Canada,   27   
   inefficiency.     See    efficiency    
   infant industry argument, 

  803   804   
   inferior goods,   52 inflation,  

 450 ,   702  

    accelerating inflation,    712  713  ,  
 714   

   anticipated inflation,    453  ,   702   
   Asian crisis and Canadian 

economy,   548   n    
   backward-looking expectations,  

  704   
   and bonds,    535   n    
   constant inflation,   706  707 ,   707  f   
   core inflation,   681   f ,   682   
   costs of high inflation,    679   
   CPI inflation,    681   f ,   702  f   
   debasing of coinage,    619   
   demand inflation,    709  710 ,   709  f ,  

 710  f   
   and demand shocks,    709  710 ,  

 709  f ,   710  f   
   disinflation,    717  721  ,   718   f   
   and exchange rates,    840   
   expected inflation,    556  n  ,   561  ,  

 703  ,   704  705 ,   706   
   forward-looking expectations,  

  704   
   and globalization,    721    
   high inflation, and money,    617   
   hyperinflation,    450 ,   617 ,   618    
   interest rate,    454  455    
   macroeconomic model,  adding 

to,    703   707   
   as monetary phenomenon, 

  714  717   
   monetary policy, and sustained 

inflation,    679  680   
   and money,    661  ,   662  f   
   NAIRU (non-accelerating 

inflation rate of 
unemployment).     See    NAIRU 
(non-accelerating inflation 
rate of unemployment)     

   output-gap inflation,    706   
   and Phillips curve,    713  ,  

 714  715    
   prices,    705   706   
   recent history,    452   
   reducing inflation,    717  721  ,  

 718   f   
   relative inflation,    840   
   rising inflation (1987-1990),  

  690  691    
   sacrifice ratio,    720 ,   720  f   
   significance of,    452  454   
   stagflation,    547 ,   564 ,   688  ,  

 717  718    
   supply inflation,    710  712 ,   711   f   
   and supply shocks,   710  712 ,  

 711   f   
   sustained inflation,    679  680 ,  

 703  ,   715  716   
   temporary inflation,    703    
   twin peaks of inflation,    702   
   unanticipated inflation,   453  ,   702   
   and uncertainty,   679   
   unexpected inflation,    679   
   wages,  changes in,    703   705   
   zero inflation,   706     

   inflation rate,    453   f   
   inflation targeting,   637 ,   665  ,  

 678   684 ,   702  
    adoption of,    680   
   complications,    682  684   
   costs of high inflation,    679   
   exchange rate and monetary 

policy,    683   684   
   expectations of inflation,    720   
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   inflation-control targets,    691    
   from   1991  -2000,  691   693    
   and output gap,    680  681    
   reasons for,    679  680   
   as stabilizing policy,    681   682   
   from   2007  to present,   693   694   
   volatile food and energy prices,  

  682  683      
   inflationary gap,    445  ,   556 ,   557 ,  

 559 ,   560 ,   568   569 ,   570  f ,  
 719 ,   768    

   information technology,    15    
   innovation,    602  603    
   innovations,    604   
   inputs,    57 ,   541  ,   564   
    Inside the Black Box: Technology 

and Economics   (Rosenberg),  
  601    

   Institute for Research on Public 
Policy,    27   

   interest,    472 ,   472  n   
    interest rate.     See    interest rate    
   liquidity preference theory of 

interest,    653      
   interest rate,    454 ,   643   n   
    bank rate,    454 ,   674   
   and bond prices,    643   645 ,  

 646  647   
   change in,    493  ,   662  n    
   and credit flows,    455    
   and durable goods consumption, 

  662  n    
   equilibrium interest rate,  

  591   592 ,   654  f   
   expectation of increases in future 

rates,    649   
   inflation,    454  455    
   market interest rate,    646  647   
   and monetary transmission 

mechanism,   653   655  ,   654  f   
   and money demand,   649  650 ,  

 650  f   
   nominal interest rate,    454  455  ,  

 650  n  ,   655   n    
   overnight interest rate,    674  676 ,  

 675   f   
   and present value,    643   645   
   prime interest rate,    454   
   real interest rate,    454  455  ,   456 ,  

 495   496 ,   655   n    
   short-term interest rates,  

  1975 -2015,   689  f   
   significance of,    456   
   targeting, in monetary policy,  

  673    
   term structure of interest rates,  

  648    
    vs.   money supply,    671   673      

   intermediate goods,    465    
   intermediating,    455    
   international borrowing,   845   846   
   International Monetary Fund 

(IMF),    3  ,   493  ,   760 ,   761  ,   836   
   international relative prices,  

  516  518  ,   517  f   
   international trade,    775  ,   778   
    agreements.     See    international 

trade agreements    
   comparative advantage.     See   

 comparative advantage    
   exported product,  and trade 

patterns,   789  790 ,   789  f   
   gains from trade.     See    gains from 

trade    

   globalization.     See    globalization    
   growth in,    776  f   
   importance of,    776   
   imported product,  and trade 

patterns,   790 ,   790  f   
   law of one price,    788   789   
   net export function,    516  518  ,  

 517  f   
   net exports,    515   516   
   in simple short-run macro model,  

  515   518    
   terms of trade,    792  795 ,   792  f ,  

 794  f ,   803    
   trade creation,    815   816   
   trade diversion,    815   816   
   trade patterns,    788   795   
   trade policy.     See    trade policy    
   transaction costs,    854  855      

   international trade agreements  
     see also    specific trade agreements    
   bilateral free-trade agreements,  

  814   
   common market,    815    
   customs union,   814  815   
   dispute-settlement mechanism, 

  815  ,   817  818    
   General Agreement on Tariffs 

and Trade (GATT), 
  813   814   

   regional trade agreements,  
  814  815  ,   816   

   trade creation,    815   816   
   trade diversion,    815   816   
   World Trade Organization 

(WTO),   813   814     
   Internet,    459   
   interpersonal trade,    777   
   interregional trade,    777  778    
   intra-industry trade,    776 ,  

 783  ,   784   
   inventories,    469 ,   496   
   investment  

    actual total investment,    470   
   business fixed investment,    469   
   in closed economies,    763   764   
   cross-country investment,  and 

growth rates,    594  f   
   crowding out of,    763   764   
   demand,   592  f ,   593    
   demand curve,    591    
   desired investment,  and monetary 

transmission mechanism, 
  655   656 ,   655   f   

   desired investment expenditure,  
  494  498    

   direct investment,    826  827   
   and economic growth,   590  594   
   fixed investment,    469   
   gross investment,    470   
   in industrialized countries,    594   
   innovations,    604   
   investment goods,    6  ,   469   
   long-run connection between 

saving and investment,    591   f   
   net investment,    470   
   portfolio investment,    826  827   
   volatility of,    495   f     

   investment expenditure,    469  470  
     see also    desired investment 

expenditure      
   invisible hand,   1 1    
   involuntary unemployment,    732 ,  

 734 ,   737 ,   739   
   Iran,    787   

   Ireland,   2  ,   660 ,   752 ,   791    
   irrational exuberance,    692   
   Israel,    680 ,   783  ,   814   
   Italy,   2  ,   740     

   J   
    Japan,   602 ,   603  ,   810 ,   835    
   job creation,    728  ,   806  807   
   job destruction,    728    
   job-security provisions,    743    
   jobs for economists,    27   
   Jordan,   814     

   K  
    key economic problems,    8   9    
   Keynes,  John Maynard,   491  ,   540 ,  

 541   f ,   566  n  ,   571  ,   664   
   Keynesian consumption function,   491    
   Keynesian economists,    664  665 ,  

 684  685    
   Keynesian range of the  AS   curve,  

  540 ,   545   
   knowledge-driven growth, 

  604  605   
   knowledge transfer,    602     

   L  
    labour,    4   

    division of labour,    14   
   low-wage foreign labour,  

protection against,    805   806   
   marginal product,    595  ,   733    
   specialization of labour,    14     

   labour force,   447 ,   448   f  
    and aging population,    2    
   growth in,    588  ,   597     

   Labour Force Survey,    447   
   labour market  

    economic climate  vs.   economic 
weather,    736   

   flexibility,    743    
   flows in,    728  ,   730  731    
   gross flows,    728  ,   730   
   market-clearing theories,  

  732  734 ,   733   f   
   net flows,    728    
   non-market-clearing theories,  

  734  736 ,   734  f   
   stocks,    730  731      

   labour productivity,    449 ,   449  f ,  
 583  ,   585   

   labour unions  
     cost push  on wages,    679   
   wage stickiness and involuntary 

unemployment,   737     
   lags,  and monetary policy,    686  688    
   laissez-faire capitalism,   815    
   land,    4    
   large countries,  and terms of trade,  

  803    
   law of demand,   50   
   law of diminishing marginal 

returns,    595  ,   596  f   
   law of diminishing returns,    540   
   law of one price,    788   789   
   learning by doing,    14 ,   601   602 ,  

 784 ,   785  786 ,   785   f ,   803    
   legal tender,    622   
   leisure,    479   
    lender of last resort,    624   
   Lewis,  William,   603    
   life-cycle theory,    491    
    The Limits to Growth   (Club of 

Rome),    605    

   linearly-related variables,    37   
   liquidity preference,    651    
   liquidity preference theory of 

interest,    653    
   living standards,   2  ,   450 ,   480  481  ,  

 584  586 ,   584  n  ,   609   
   long run  

     see also    specific long-run terms    
   economic growth, analysis of,  

  590   
   macroeconomic state,    555    
   and paradox of thrift,    571      

   long-run aggregate supply curve, 
  565    

   long-run economic growth,   553  ,  
 583   584 ,   583   f  

     see also    economic growth      
   long-run equilibrium,   565   567 ,  

 567  f   
   long-run macro model  

     see also    macroeconomic model    
   assumptions,    555    
   equilibrium interest rate,    590 ,  

 591   592 ,   593    
   real GDP,   590     

   long-run money neutrality,    658  ,  
 659  661  ,   659  f   

   long-term burden of government 
debt,    765   

   long-term capital movements,    841    
   long-term economic growth,   443  ,  

 459   
   long-term employment 

relationships,    735   736     

   M   
    M1,    636   
   M2,   636 ,   637  f   
   M2+,   636 ,   637  f   
   M2++,   636   
   Mackenzie King, William Lyon, 

  808  ,   809  f   
   macro model.     See    macroeconomic 

model    
   macroeconomic equilibrium, 

  542  549 ,   543   f  
    aggregate demand shock, 

  543   546 ,   544  f   
   aggregate supply shock,   546  547   
   assumptions,    554   
   changes in,    543    
   conditions for,    542  543    
   evolution into long-run 

equilibrium,   553      
   macroeconomic model  

     see also    long-run macro model;  
short-run macro model    

   aggregate demand  (AD)   curve,  
  536  539   

   aggregate expenditure (AE)  
function,    498   499 ,   498   f ,  
 501  ,   502  503  ,   502  f   

   aggregate supply  (AS)   curve,  
  539  542 ,   540  f   

   algebraic exposition,    531   532   
   assumptions,    554 ,   555  ,   708   709   
   closed economy,   487   
   deflation,    708    
   demand-determined output,  

  525   526   
   demand side of the economy, 

  534  539   
   desired aggregate expenditure,  

  486  499   
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macroeconomic model (Cont. )
   desired consumption expenditure, 

  487  494   
   desired investment expenditure,  

  494  498    
   equilibrium,   590   
   equilibrium condition,    501  ,   521    
   equilibrium GDP, changes in,  

  535   536   
   equilibrium interest rate,    590 ,  

 591   592 ,   593    
   equilibrium national income, 

  499  507 ,   499  t ,   501   f ,  
 518   525 ,   525    

   fluctuations as self-fulfilling 
prophecies,    506  507   

   foreign trade,    515   518    
   government,    513   515    
   inflation,    703   707   
   macroeconomic equilibrium, 

  542  549   
   multiplier,    503   506 ,   504  f ,   506  f   
   price level,  exogenous changes in,  

  534  535    
   price level as endogenous 

variable,    533    
   real GDP,   590   
   results restated,    503    
   simple multiplier,    504  f ,   505   506 ,  

 506  f ,   507 ,   522 ,   523    
   simplifying assumptions,  

  486  487   
   supply side of the economy, 

  539  542     
   macroeconomic states  

    factor prices,  adjustment of,    554   
   long run,    555    
   short run,    554   
   summary of,    555  ,   555   t     

   macroeconomic variables  
    appreciation,    456  457   
   depreciation,    456  457   
   employment,    447   
   exchange rate,    456 ,   456  n  ,   457  f   
   exports,    457  458  ,   458   f   
   imports,    457  458  ,   458   f   
   income,   442  443    
   inflation,    450  454   
   interest rates,    454  456   
   international economy,   456  458    
   national income,   443   444 ,  

 445   446   
   output,    442  443    
   output gap,    444  445 ,   445   f   
   potential output,    444   
   price level,    450   
   productivity,   449  450   
   unemployment,   447  449     

   macroeconomics,    9  ,   441  ,   442   
   Malaysia,    547 ,   548  ,   692   
   Malthus,  Thomas,    566  n    
   managed float,    835    
   Manitoba Hydro,   27   
   margin of dumping,    812   
   marginal benefit,    1 3    
   marginal change,    39    
   marginal cost  (MC)  ,    1 3   

    increasing marginal cost,  
  40 ,   40  f     

   marginal decisions,    1 3    
   marginal product  (MP)     

    of labour,    595  ,   733      
   marginal propensity to consume 

 (MPC)  ,    490 ,   519   

   marginal propensity to import,  
  515  ,   523    

   marginal propensity to save  (MPS)  ,  
  492   

   marginal propensity to spend,   499 ,  
 505  ,   522   

   marginal propensity to spend on 
national income,   573    

   marginal response,    39   41    
   market,    60  

    concept of,    60   
   credit market,    455   
   factor markets.     See    factor 

markets    
   financial markets,    626   
   foreign-exchange market.     See   

 foreign-exchange market    
   forward markets,    855    
   free markets.     See    free markets    
   globalization of markets,    603    
   goods markets,    1 3    
   labour market.     See    labour market    
   stock markets,    492  493    
   use of term,   15      

   market-clearing theories of the 
labour market,    732  734 ,  
 733   f   

   market demand curves,    49   n    
   market-development costs,  

  603   604   
   market economy,   16  

    alternative to,    16  20   
   efficiency,    1 1    
   globalization,  effect of,    15   16   
   incentives,    12   
   nature of,    10  12   
   self-interest,    12   
   self-organizing,    10  11    
   use of term,   15      

   market equilibrium,   60  62  
    algebraic model,    65    
   changes in,    63   65      

   market failure,    9  ,   19  market interest 
rate,   646  647   

   market power,    61  ,   803    
   market structure,  and innovation,  

  602  603    
   market value,    470   
   Marshall,  Alfred,    4  ,   50 ,   62  n    
   Marshall-Lerner condition,    834  n    
   Marx, Karl,    1 8    
   Mastercard,    627   
   material living standards,    584  586 ,  

 584  n    
   maximizers,    1 3    
   maximum of a function,    40  41    
   medium of exchange,   616   
   menu costs,    737   
   mercantilism,   844  845    
   Mercosur,    814  815    
   metallic money,    617  620   
   Mexico,    475  ,   680 ,   785  

     see also    North American Free 
Trade Agreement (NAFTA)       

   micro  demand curve,    537   
   microeconomics,    9    
   Mill,  John Stuart,    566  n    
   milling,    619   
   mineral resources,    842   
   minimum of a function,    40  41    
   mixed economies,   17  18  ,   19   20   
   models,    28    
   modern economies,  complexity of,  

  10  16   

   modern money,    622  623    
   Modigliani,  Franco,   491    
   Monetarist economists,    664  665 ,  

 664  n  ,   684  685    
   monetary equilibrium,   652  653  ,  

 653   f   
   monetary forces,  strength of,  

  658   665   
   monetary policy,   459  

     see also    Bank of Canada    
   activist  monetary policy,    664  n    
   communications difficulties,  

  687  688    
   contractionary monetary policy,  

  678    
   Coyne Affair,    624  n    
   destabilizing policy,    686  687   
   economic recovery (1983-1987),  

  689  690   
   economic recovery 

(2011-present),    695   696   
   effectiveness of,    662  664 ,   685   
   endogenous money supply,    676   
   and exchange rate,    683   684 ,  

 855   856   
   expansionary monetary policy,  

  678    
   financial crisis and recession 

(2007-2010),    694  695   
   fine tuning,    575   
   forward-looking monetary 

policy,    687  f   
   government debt,  effect of,    766   
   gross tuning,    575    
   implementation of,    671   678  ,  

 671   f   
   inflation targeting,   678   685 ,  

 691   694   
   interest rate,  targeting of,    673    
   key episodes in Canadian 

monetary policy,   688   696   
   Keynesians  vs.   monetarists,  

  664  665 ,   664  n    
   lags,    686  688    
   monetary transmission 

mechanism.     See    monetary 
transmission mechanism    

   money supply,  non-targeting of,  
  672  673    

   money supply  vs.   interest rate,  
  671   673    

   open-market operations,    672 ,  
 676   

   overnight interest rate,    674  676 ,  
 675   f   

   rising inflation (1987-1990),  
  690  691    

   and short-run changes in real 
GDP,   664   

   and sustained inflation,    679  680     
   monetary reform,   660   
   monetary shocks,    661   665   
   monetary transmission mechanism, 

  653   656 ,   678   f  
    aggregate demand, changes in,  

  656 ,   656  f   
   desired consumption, changes in,  

  655   656   
   desired investment,  changes in,  

  655   656 ,   655   f   
   interest rate,  changes in,  

  653   655  ,   654  f   
   open-economy modification,  

  656  658  ,   658   f   

   slope of  AD   curve,    658    
   summary of,    657  f     

   monetary validation  
    aggregate demand shocks, 

  709  710 ,   710  f   
   aggregate supply shocks,  

  711   712 ,   711   f   
   removal of,    717     

   money  
    bank notes,    620   
   creation of.     See    money creation    
   currency debasement,    619  620   
   demand.     See    demand for money    
   deposit money,    622  623  ,  

 631   633    
   fiat money,    621   622   
   fractionally backed paper money,  

  621    
   gold standard,    621    
   Great Depression,  role in,  

  684  685    
   and high inflation,    617   
   hyperinflation and the value of 

money,    618    
   hysteresis,    660  661    
   and inflation,    617 ,   661  ,   662  f   
   legal tender,    622   
   long-run money neutrality,    658  ,  

 659  661  ,   659  f   
   as  medium of exchange,    616   
   metallic money,    617  620   
   modern money,    622  623    
   monetary equilibrium,   652  653  ,  

 653   f   
   money supply.     See    money supply    
   nature of,    616  623    
   near money,    636  637   
   neutrality of money,   658  ,  

 659  661  ,   659  f   
   opportunity cost of holding 

money,    649 ,   650  n    
   origins of,    617  622   
   paper money,    620  621  ,   620  n    
   purchasing power of money,    452   
   real value of money,   452   
   as store of value,    616  617   
   strength of monetary forces,  

  658   665   
   and trade,    14  15    
   as unit of account,    617     

   money creation,    630  635   
    cash drain,    634  635    
   deposit money,    631   633    
   excess reserves,    634   
   multiple expansion of deposits,  

  632  633  ,   633   f   
   new deposit,    631   632 ,   633   f   
   realistic expansion of deposits,  

  635    
   simplifying assumptions,    631      

   money demand.     See    demand for 
money    

   money market deposit accounts,    636   
   money market mutual funds,    636   
   money neutrality,    658  ,   659  661  ,  

 659  f   
   money price,    66   
   money substitutes,    637   
   money supply,    630 ,   635  

    and aggregate demand,   656  f   
   Bank of Canada, as regulator of,  

  625   626 ,   637   
   change in,  effect of,    663   f   
   definitions of,    636   
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   deposits,  kinds of,    635   636   
   endogenous,    676   
   M1 ,    636   
   M2,   636 ,   637  f   
   M2+,   636 ,   637  f   
   M2++,   636   
   monetary equilibrium, 

  652  653  ,   653   f   
   money substitutes,    637   
   near money,    636  637   
   non-targeting of,    672  673    
    vs.   interest rate,    671   673      

   monopoly,  and innovation,    602   
   mortgage-backed securities,    695    
   motives,    28    
   multiple expansion of deposits,  

  632  633  ,   633   f   
   multiplier,    503   506  
    and lags,    686   
   price level,  variations in,    544 ,  

 545   f   
   simple multiplier.     See    simple 

multiplier    
   with taxes and imports,    522  523      

   municipal governments,    514     

   N   
    NAFTA.     See    North American Free 

Trade Agreement (NAFTA)     
   NAIRU (non-accelerating inflation 

rate of unemployment),    704 ,  
 716 ,   725 ,   732  

    changes in,    741   743    
   demographic shifts,    741    
   determinants of,    737  741    
   frictional-structural distinction,  

  740  741    
   frictional unemployment,  

  737  738  ,   740  741    
   globalization and structural 

change,   743    
   hysteresis,    741  ,   742  f   
   labour-market flexibility,    743    
   policies,  effect of,    743    
   structural unemployment,  

  738   741      
   national income,   443   
     see also    national income 

accounting    
   actual national income,   499   
   aggregation,    443    
   constant dollar national income, 

  443    
   current-dollar national income, 

  443    
   desired consumption and national 

income,   518   519   
   equilibrium national income.     See   

 equilibrium national income    
   importance of,    445   446   
   marginal propensity to spend on 

national income,   573    
   and national product,    468   f   
   nominal national income,   443    
   real national income,   443    
   recent history,    443   444   
   short-run macro model.     See   

 short-run macro model    
   total national income,   474     

   national income accounting  
     see also    national income    
   arbitrary decisions,    472  n  ,   475    
   basics of,    467  474   
   further issues,    474  481    

   GDP and living standards,  
  480  481    

   GDP deflator,    476  477   
   GDP from the expenditure side,  

  467 ,   469  472 ,   472  t   
   GDP from the income side,    467 ,  

 472  474   
   nominal GDP,   475   476   
   omissions from GDP,   477  489   
   real GDP,   475   476     

   National Income and Expenditure 
Accounts (NIEA),    467   

   national output,    465  467   
   National Policy of   1 876 ,   803    
   national price indices,    850  
     see also    Consumer Price Index 

(CPI)       
   national product,    442 ,   468   f   
   national saving,    591  ,   591   n  ,  

 592  593  ,   592  f   
   national treatment,    817   
   natural rate of unemployment,  

  704   
   natural resources,    595  n    
   near money,    636  637   
   negatively-related variables,    37   
   Neoclassical economics,    566  n    
   Neoclassical growth theory, 

  594  601   
    aggregate production function,  

  595  ,   596  f   
   balanced growth with constant 

technology,    598    
   capital accumulation, 

  597  598    
   constant returns to scale,    595    
   diminishing marginal returns,  

  595  ,   596  f   
   economic growth in Neoclassical 

model,    596  598    
   human capital accumulation,  

  597  598    
   labour-force growth,   597   
   physical capital accumulation, 

  597  598    
   technological change,  importance 

of,    598   599   
   technological change,  

measurement of,    599  601    
    vs.   ideas-based theory,    605      

   net domestic income,   473    
   net export function,    515  ,   516  518  ,  

 516  f ,   517  f   
   net exports,    457 ,   458   f ,   471  ,  

 515   516 ,   524 ,   535  ,   764   
   net flows in labour market,    728    
   net investment,    470   
   net tax rate,    513   514   
   net tax revenues,   513   514 ,   757  n    
   the Netherlands,    842   
   neutrality of money,   658  ,  

 659  661  ,   659  f   
   new deposit,    631   632 ,   633   f   
   new equipment,    469 ,   496   
   new plants,    469 ,   496   
   new residential housing,    469  470   
   New Zealand,   680 ,   754 ,   756 ,   814   
   nominal GDP,   475   476 ,   477 ,   478    
   nominal interest rate,    454  455  ,  

 650  n  ,   655   n    
   nominal national income,   443    
   nominal value,    453  ,   475    
   nominal wages,   558  n  ,   560 ,  704 ,  

 705  n    

   non-accelerating inflation rate of 
unemployment (NAIRU).   
  See    NAIRU (non-
accelerating inflation rate of 
unemployment)     

   non-factor payments,    473    
   non-linear functions,    38   40 ,   39   f   
   non-market activities,    479   
   non-market-clearing theories of the 

labour market,    734  736 ,  
 734  f   

   non-tariff barriers (NTBs),    801  ,  
 811   813    

   non-traded goods,    851    
   nondurable goods,    493    
   normal goods,    52  53  normative 

statements,   25  ,   26  t   
   North American Free Trade 

Agreement (NAFTA),    458  ,  
 738  ,   785 ,   814 ,   816  819   

   North Korea,    17   
   notice deposits,    636     

   O  
    official reserves,  changes in,    827   
   Ohlin,  Bertil,    786   
   oil prices,    546  549 ,   688  ,   711   712 ,  

 795    
   oligopoly prices,  and inflation,   679   
   OPEC.     See    Organization of 

Petroleum Exporting 
Countries (OPEC)     

   open economy,   536  n  ,   656  658  ,  
 658   f ,   686 ,   764 ,   776   

   open-economy monetary 
transmission mechanism, 
  656  658  ,   658   f   

   open-market operations,    672 ,   676   
   open-market purchase,    677   
   open-market sale,    677   
   opportunity cost,    5   6 ,   5   f  
    and comparative advantage,    779 ,  

 779  t   
   gains from trade,    781  ,   781   f   
   of holding money,    649 ,   650  n    
   of university degree,    6     

   Organization of Petroleum 
Exporting Countries 
(OPEC),    29  ,   605  ,   688  ,   711  ,  
 795    

   Osberg,  Lars,    716   
   other things being equal.     See   

  ceteris paribus     
   other things given.     See     ceteris 

paribus      
   output,    442  443   
    above potential,    556  557   
   actual output,   444   
   below potential,    557  558    
   demand determined output,    499 ,  

 521    
   demand-determined output,  

  504  n  ,   525   526   
   foregone output,    779   
   national output,    465  467   
   potential output,    444 ,   556 ,   719   
   potential output as anchor,    559   
   profits as function of output,    41   f   
   supply of,  and price level,    540   
   total output,    467   
   unemployment, and lost output,  

  729     
   output gap,    444  445 ,   445   f ,  

 556  559  

    and factor prices,    565    
   and inflation targeting,    680  681    
   potential output as anchor,    559   
   in short run,    557  f   
   unemployment,   559   
   and wages,    703   704     

   output-gap inflation,    706   
   overnight interest rate,    674  676 ,  

 675   f   
   overnight market,    674     

   P  
    paper money,    620  621  ,   620  n    
   paradox of thrift,    569  571  ,   572   
   Paraguay,   814   
   part-time job,    728    
   peak,    446   
   pegged exchange rate,    835   
     see also    fixed exchange rate      

   percentage increase,    34   
   perfectly competitive markets,    60   
   permanent-income theory,    491    
   Persia,    787   
   Peru,    814   
   Philippines,    548    
   Phillips,  A.W.,    558  ,   560 ,   714   
   Phillips curve,    558  ,   560  561  ,   713  ,  

 714  715    
   physical capital,    589 ,   597  598    
   Poland,   680   
   policy.     See    government policy    
   policy imperialism,   815    
   pollution  
    and economic growth,   607  609   
   linear pollution reduction,    38   f   
   non-linear pollution reduction,  

  39   f     
   Poloz,  Stephen,   696 ,   696  f   
   population  
    aging population,    2    
   and shifts in demand curve,    53      

   portfolio balance,    653    
   portfolio investment,    826  827   
   Portugal,    2  ,   762   
   positive statements,    25  ,   26  t   
   positively-related variables,    37   
   potential GDP,   445  ,   445   f   
   potential output,    444 ,   556 ,   719   
   potential output as anchor,    559   
   poverty,    586   
   Powell,  James,   622  n    
    The Power of Productivity   (Lewis) ,  

  603    
   PPP exchange rate,    849  851  ,   850  f   
   precautionary demand for money,  

  649   
   predictions,   29    
   present value  (PV)  ,    643   
    and interest rate,    643   645   
   and market price of bonds,  

  645   646   
   sequence of future payments,  

  644   
   of single payment one year hence,  

  643   644     
   price  
    absolute price,    66   
   average house prices,    35   f   
   base-period prices,    475    
   bonds,    645   646 ,   645   647 ,   648    
   commodities,    63   f ,   547   
   determination of price,    60  66   
   disequilibrium price,    62   
   energy prices,    682  683    
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price (Cont. )
   equilibrium price,    62 ,   62  f   
   excess demand,   61    
   excess supply,   61    
   food prices,    682  683    
   and inflation,    705   706   
   input prices,    541  ,   564   
   of inputs,  and shifts in supply 

curves,    57   
   international relative prices,  

changes in,    516  518  ,   517  f   
   and market equilibrium,   60  65    
   money price,    66   
   oil prices,    546  549 ,   688  ,  

 711   712 ,   795    
   of other goods,  and shifts in 

demand curve,    53    
   of other products,  and shifts in 

supply curves,    59    
   and quantity demanded,   49  50   
   and quantity supplied,   56   
   relative price,    66 ,   537 ,   564   
   stability,    690   
   volatile food and energy prices,  

  682  683    
   wage-price spiral,    712     

   price elasticity of demand,   833   n  ,  
 834  n            

   price indexes,    34  35  ,   450  452   
   price level,    450  

    and aggregate demand  (AD)   
curve,    536   

   and aggregate demand shock, 
  544   

   aggregate price level,    534   
   and aggregate supply shocks,   546   
   autonomous aggregate expenditure,  

changes in,   539   
   constant price level,    487 ,   533    
   and consumption, changes in,  

  534  535    
   and desired aggregate 

expenditure  (AE)  ,    536  f   
   effects of changes in price level,  

  534  535    
   as endogenous variable,    533    
   and exchange rates,    839  840   
   exogenous changes in,    534  535   
   and inflation rate,    453   f   
   and money demand,   650  651  ,  

 650  f   
   net exports,  changes in,    535    
   and price-setting firms,    540   
   and price-taking firms,    540   
   and real GDP,   542   
   in simple short-run macro model,  

  487 ,   533    
   and supply of output,    540   
   variations, and multiplier,    544 ,  

 544  f     
   price setters,    526 ,   540   
   price systems,    17   
   price taker,   540   
   primary budget deficit,    753   754   
   prime interest rate,    454   
   principal ( loan),    496   
    Principles of Economics   (Marshall) ,  

  62  n    
   private corporations,    27   
   producers,    12   
   product  

    differentiated product,    61  ,   526 ,  
 783    

   national product,    442 ,   468   f     

   product differentiation.     See   
 differentiated product    

   production,    4   
    complexity of,    1 3   14   
   division of labour,    14   
   factors of production,    4    
   fixed production,    782  783    
   increasing marginal production 

costs,    40  f   
   specialization of labour,    14   
   stages of,    465    
   value added through stages of 

production,    466   
   variable production,    783      

   production possibilities boundary, 
  6  8  ,   7  f ,   9   f ,   780  782 ,   783    

   productive capacity,    8   9    
   productivity,   449  450  

    in Canada,   449   
   importance of,    450   
   labour productivity,    449 ,   449  f ,  

 583  ,   585   
   and per capita GDP,   481    
   recent history,    449  450     

   productivity growth,   2  ,   585   
    benefits of ongoing productivity 

growth,   589   
   constant productivity,    705   n    
   and living standards,    450   
   and per capita GDP,   583      

   profit maximization,    13  ,   28  ,   29    
   profits  

    economic profit in foreign 
markets,    804  805   

   as function of output,    41   f   
   maximization of.     See    profit 

maximization    
   national income accounting,    473      

   protection,    800 ,   802  
     see also    trade policy    
   case for,    802   
   diversification, promotion of,    802   
   domestic job creation,    806  807   
   economic profits in foreign 

markets,    804  805   
   exports  vs.   imports,    806   
   infant industry argument,  

  803   804   
   invalid arguments for,    805  807   
   keeping the money at home,   805    
   low-wage foreign labour,  

protection against,   805  806   
   methods of,    807  813    
   and recession,    808   809   
   specific groups,  protection of,  

  802  803    
   terms of trade,  improvement 

of,    803      
   protectionism.     See    protection    
   provincial governments,    514   
   provincial governments debt and 

deficits,    755   756   
   public goods,    19 ,   604   
   purchasing power,    480   
   purchasing power of money,    452   
   purchasing power parity (PPP),  

  848  ,   849  851  ,   850  f   
   Purvis,  Douglas,    767     

   Q  
    quantity bought,    48    
   quantity demanded,   48   49 ,   54  

    change in quantity demanded,   54   
   desired quantity,    48    

   and price,    49   50   
    vs.   demand,   51      

   quantity exchanged,   48  ,   55    
   quantity sold,    55    
   quantity supplied,    55   56 ,   57 ,   59      

   R  
    Rasminsky, Louis,    624  n    
   real GDP,   443  ,   446 ,   475   476 ,   478   

    and aggregate demand shocks,  
  545   546   

   and aggregate supply shocks,  
  546   

   and annually balanced budget,  
  768    

   and business cycle,    566   
   and factor prices,    557 ,   558    
   fluctuations,    443  ,   444  f   
   growth,   444  f ,   594   
   in long run,    567   
   and long-run economic growth, 

  583    
   and monetary policy,    664   
   and money demand,   650 ,   650  f   
   per employed worker,    583   584   
   per hour worked,   450   
   and price level,    542   
   short-run fluctuations,    567  n      

   real income,   480   
   real interest rate,    454  455  ,   456 ,  

 495   496 ,   655   n    
   real national income,   443    
   real per capita GDP,   481  ,  

 583  ,   584   
   real value of money,   452   
   real wages,   450 ,   704   
   recession,    2  ,   443  ,   445 ,   446 ,   725   

    2007-2010,   694  695   
   Asian crisis,    548  ,   692 ,   692  n    
   global recession,    9  ,   746 ,  

 751   752 ,   768    
   and long-term unemployment,  

  729  732   
   and trade protection,    808   809   
   and unemployment,    727     

   recessionary gap,    444  445 ,   556 ,  
 558  ,   559 ,   560 ,   563  ,   568  ,  
 569  f ,   706  n    

   recovery,    446  
    economic recovery (1983-1987),  

  689  690   
   economic recovery 

(2011-present),    695   696     
   recovery phase,    719   
   regional trade agreements,  

  814  815  ,   816  
     see also    specific trade agreements      

   relative changes,    32   
   relative inflation,    840   
   relative price,    66 ,   537 ,   564   
   relative wages,    703    
   reserve currency,    832  833    
   reserve ratio,    630   
   reserves,    624 ,   628   630   
   residential construction,    496   
   residential housing,    469  470   
   resource allocation,    8    
   resource efficiency,   606   
   resources,    4   

    allocation of,    8    
   exhaustion of,    605   607   
   idle resources,    8  ,   9    
   mineral resources,    842   
   natural resources,    595  n      

   retained earnings,    473    
   revenues  

    federal government,    754  f   
   net tax revenues,    513   514 ,   752 ,  

 757  n      
   Ricardo, David,    566  n  ,   775  ,   786 ,  

 791  ,   801    
   risk,    647 ,   657 ,   855    
   risk averse,    855    
   Romania,    617   
   Roosevelt,  Franklin,    572   
   Rosenberg,  Nathan,   601    
   Royal Bank of Scotland,   648    
   rule of   72 ,   584   
   rules of origin,    814 ,   816   
   Russian Revolution,    618      

   S  
    sacrifice ratio,    720 ,   720  f   
   salaries,    472   
   sales,  changes in,    496  497   
   sales tax,    473    
   saving,    487  

    average propensity to save  (APS)  ,  
  492   

   and economic growth,   590  594   
   long-run connection between 

saving and investment,  
  591   f   

   marginal propensity to save 
 (MPS)  ,    492   

   national saving,    591  ,   591   n  ,  
 592  593  ,   592  f     

   saving function,    492   
   savings deposits,    635    
   scarcity,    3   4   

    and choice,    4   8    
   opportunity cost,    5   6 ,   5   f   
   and production possibilities 

boundary,    6   8  ,   7  f   
   unattainable combinations,    7     

   scatter diagram,   36 ,   36  f   
   Schumpeter, Joseph,   601    
   scientific approach,   30   
   search unemployment,   738  ,   739   
   securities,    628    
   securitization,    627   
   self-fulfilling prophecies,    506  507   
   self-interest,    12   
   self-organizing economy,   10  11    
   September   1 1  ,   2001  ,   693    
   services,    4    
   shocks  

    aggregate demand shocks.     See   
 aggregate demand shocks    

   aggregate supply shocks.     See   
 aggregate supply shocks    

   demand shocks.     See    aggregate 
demand shocks    

   flexible exchange rates as  shock 
absorbers,    852  854 ,   853   f   

   and innovation,    603    
   monetary shocks,    661   665   
   oil-price shock,   711   712   
   supply shocks.     See    aggregate 

supply shocks      
   short run,    485  ,   485   n   

     see also    specific short-run terms    
   macroeconomic state,    554   
   monetary shocks,    661   665   
   output gap,    557  f   
   paradox of thrift,    571    
   short-run macro model.     See   

 short-run macro model      
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   short-run macro model  
     see also    macroeconomic model    
   aggregate demand  (AD)   curve,  

  536  539   
   aggregate expenditure (AE)  

function,    498   499 ,   498   f ,  
 501  ,   502  503  ,   502  f   

   aggregate supply  (AS)   curve, 
  539  542 ,   540  f   

   algebraic exposition,    531   532   
   assumptions,    554   
   closed economy,   487   
   demand-determined output,  

  525   526   
   demand side of the economy, 

  534  539   
   desired aggregate expenditure,  

  486  499   
   desired consumption expenditure, 

  487  494   
   desired investment expenditure,  

  494  498    
   equilibrium,   590   
   equilibrium condition,    501  ,   521    
   equilibrium GDP, changes in,  

  535   536   
   equilibrium national income, 

  499  507 ,   499  t ,   501   f ,  
 518   525 ,   525    

   fluctuations as self-fulfilling 
prophecies,    506  507   

   foreign trade,    515   518    
   government,    513   515    
   macroeconomic equilibrium, 

  542  549   
   multiplier,    503   506 ,   504  f ,   506  f   
   price level,  exogenous changes in,  

  534  535    
   price level as endogenous 

variable,    533    
   real GDP,   590   
   results restated,    503    
   simple multiplier,    504  f ,   505   506 ,  

 506  f ,   507 ,   522 ,   523    
   simplifying assumptions,  

  486  487   
   supply side of the economy, 

  539  542     
   short-term capital movements,    841    
   short-term fluctuations,    459  460   
   simple multiplier,    504  f ,   505   506 ,  

 507 ,   522 ,   523   
     see also    multiplier    
   and aggregate demand  (AD)   

curve,    538   f ,   539   
   algebra of,    507   
   numerical example,    505    
   realistic value for,    573    
   size of,    505   506 ,   506  f ,   523      

   simple short-run macro model.     See   
 short-run macro model    

   Singapore,    791  ,   814   
   slope  
    aggregate demand  (AD)   curve,  

  537  538  ,   658    
   aggregate expenditure (AE)  

function,    503    
   aggregate supply  (AS)   curve,  

  540  541    
   consumption function,    491    
   of curved line,    40   
   demand curve for foreign 

exchange,    834   
   negative slope,    38   39   

   of net export function,    516   
   positive slope,    39    
   of a straight line,    38      

   slump,   446 ,   558    
   small countries,  and terms of trade,  

  803    
   Smith,  Adam,   1 1  ,   14 ,   1 8  ,   566  n  ,  

 775  ,   776 ,   801    
   Smoot-Hawley Tariff Act,    808    
   social costs,    587  588    
   social science,    24   
   Solow, Robert,    599  600   
   Solow residual,    600  601    
   South Africa,    680   
   South Korea,    547 ,   548  ,   692   
   Southeast Asia,    547 ,   548    
   Soviet Union,   17 ,   1 8  S&P/TSX,  692   
   Spain,    2  ,   680 ,   752 ,   762   
   specialization,    778  ,   780 ,   780  t ,  

 784 ,   802   
   specialization of labour,    14   
   specific groups,  protection of,  

  802  803    
   speculative demand for money,    649   
   stabilization policy,    524 ,   564 ,  

 681   682  
     see also    fiscal stabilization policy      

   stagflation,    547 ,   564 ,   688  ,  
 717  718    

   statistical analysis,    30  31    
   statistical discrepancy,    474   
   Statistics Canada,   27 ,   447 ,   448  ,  

 450 ,   452 ,   467 ,   480 ,   728  ,  
 826  n    

   sticky wages,    558  ,   563   564 ,   563   n  ,  
 734  f ,   737   

   stock market crash,    572 ,   684 ,  
 692  693    

   stock markets,    492  493    
   stocks,    48  ,   49   
    capital stock,    469   
   labour market,    730  731    
    vs.   flows,   48  ,   49      

   store of value,    616  617   
   straight line,  slope of,    38    
   strategic trade policy,   804  805   
   structural budget deficits,    757  758  ,  

 758   f ,   759  f   
   structural changes,    841   842   
   structural unemployment,    447 ,  

 738   741  ,   745   746   
   stumpage fees,    813    
   subsidies,    58   59  
    and countervailing duty,  

  812  813    
   national income accounting,    473      

   substitutes  
    in production process,    59    
   substitutes in consumption,   53      

   substitutes in consumption,   53    
   substitution effect,    493   n    
   suppliers,  number of,    59    
   supply,    57  
    change in supply,    59    
   conditions of supply,    56   
   demand-and-supply model,    61    
   excess supply,   60 ,   61    
   of foreign exchange,    832  834   
   of money.     See    money supply    
   of national saving,    592  593  ,  

 592  f         
   quantity supplied,    55   56 ,   57   
   supply curve.     See    supply curve    
   supply schedule,    56 ,   57  f     

   supply chains, global,    793    
   supply curve,    56  59 ,   57  f  
    foreign exchange,    833   834   
   graphs,    62  n    
   movements along supply curve,  

  59    
   for national saving,    591    
   and price,    63   65  ,   64  f   
   shifts in,    57  59 ,   63   65 ,   64  f     

   supply inflation,    710  712 ,   711   f   
   supply schedule,    56 ,   57  f   
   supply shocks.     See    aggregate supply 

shocks    
   supply side of the economy, 

  539  542  
    aggregate supply  (AS)   curve,  

  539  542 ,   540  f   
   shifts in  AS   curve,    541   542 ,  

 542  f     
   surplus  
    budget surplus,   514 ,   751  ,   753   
     see also    government debt and 
deficits      

   current account surpluses,  
  843   848      

   sustained inflation,    679  680 ,   703  ,  
 715   716   

   Sweden,   680   
   Switzerland,   783  ,   784     

   T  

    Taiwan,   791    
   target reserve ratio,    630 ,   633    
   tariff war,   807 ,   813    
   tariffs,    801  ,   803  ,   807  809 ,   807  f ,  

 810  811    
   tastes,    53    
   tax-and-transfer system,   571   572   
   taxation  
    excise taxes,    473    
   Goods and Services Tax (GST), 

  473    
   indirect taxes,    473    
   net tax rate,    513   514   
   net tax revenues,   513   514 ,   752 ,  

 757  n    
   reductions in taxes,    572 ,  

 576  577   
   sales tax,    473    
   and shifts in supply curves, 

  58   59   
   tax-and-transfer system, 

  571   572   
   tax rates,  changes in,    525  ,   572   
   temporary  vs.   permanent tax 

changes,    574  575     
   technological change  
    and aggregate supply  (AS)   curve,  

  541   542   
   balanced growth with constant 

technology,    598    
   deterioration in technology,    542   
   embodied technical change,    599   
   endogenous technological change,  

  601   603    
   fear of,    600   
   importance of,    598   599   
   improvement in technology,  

  542 ,   589   
   knowledge intensity of,    600   
   and limits to growth,   606   
   measurement of,    599  601    
   weakness of technological 

defence,    589     

   technology  
     see also    technological change    
   deterioration in,    542   
   improvement in,    542 ,   589   
   information technology,    15    
   and shifts in supply curves, 

  57  58      
   term deposit,    635   636   
   term premium,   648    
   term structure of interest rates,  

  648  ,   674   
   terms of trade,    792  795 ,   792  f ,  

 794  f ,   803    
   terms of trade deterioration,    795    
   terms of trade improvement,    795    
   terrorist attacks,    693    
   Thailand,   547 ,   548  ,   680 ,   692 ,   837 ,  

 839   
   theories.     See    economic theories    
   Thiessen,  Gordon,   691  ,   691   f ,   692   
   think tanks,    27   
   third-party effects.     See    externality    
   time-series data,    35   36 ,   35   f   
   Toronto Stock Exchange Index,   692   
   total factor productivity  (TFP)  ,    601    
   total output,    467   
   trade  
    barter,    15    
   carry trade,   841    
   international trade.     See   

 international trade    
   interpersonal trade,    777   
   interregional trade,    777  778    
   intra-industry trade,    776 ,   783  ,  

 784   
   and money,    14  15    
   specialization,    778      

   trade account,    826   
   trade balance,    457   
   trade creation,    815   816   
   trade diversion,    815   816   
   trade patterns,    788   795   
   trade policy,    800  
    countervailing duty,    812  813    
   current trade policy,    813   819   
   dumping,    811   812   
   free trade,  case for,    801    
   import quota,    810  811  ,   810  f   
   international trade agreements.   

  See    international trade 
agreements    

   non-tariff barriers (NTBs),    801  ,  
 811   813    

   protection,  case for,    802  805    
   protection,  invalid arguments for,  

  805   807   
   protection,  methods of,    807  813    
   protectionism,   800   
   strategic trade policy,   804  805   
   tariffs,    801  ,   803  ,   807  809 ,   807  f ,  

 810  811    
   trade-remedy laws,   811   813    
   voluntary export restrictions 

(VER),   810     
   trade protection.     See    protection    
   trade-remedy laws,   811   813    
   trade-weighted exchange rate,    457   
   traditional economy,   16   
   Trans-Pacific Partnership (TPP),    814   
   transaction costs of international 

trade,   854  855   
   transactions demand for money,   649   
   transfer payments,    471  ,   513    
   transition economies,    18    
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   transportation costs,    15    
   Treasury bills,    643  ,   644   
   trough,   446   
   twin deficits,    847     

   U   
    unanticipated inflation,   453    
   uncertainty,    855    
   underemployed,   728   729   
   underground economy,   479   
   unemployment,   447  449 ,   448   f  
     see also    unemployment rate    
   changes in,    727   
   consequences of,    729  732   
   cyclical unemployment,    447 ,  

 563   n  ,   732 ,   744   
   discouraged workers,    728    
   fluctuations,    732  736   
   frictional unemployment,  

  447 ,   731  ,   737  738  ,  
 740  741  ,   744   

   involuntary unemployment,    732 ,  
 734 ,   737 ,   739   

   long-term unemployment,    449 ,  
 729  732   

   lost output,    729   
   market-clearing theories of the 

labour market,    732  734 ,  
 733   f   

   measurement problems,  
  728   729   

   NAIRU (non-accelerating 
inflation rate of 
unemployment).     See    NAIRU 
(non-accelerating inflation 
rate of unemployment)     

   natural rate of unemployment,  
  704   

   non-market-clearing theories of 
the labour market,    734  736 ,  
 734  f   

   output gap,  result of,    559   
   personal costs,    729  732   
   recent history,    448    
   reducing unemployment,  

  744  746   
   search unemployment,   738  ,   739   
   seasonal unemployment,  

  447  448    

   short-term unemployment,    449   
   significance of,    448   449   
   structural unemployment,    447 ,  

 738   741  ,   745   746   
   underemployed,   728   729   
   voluntary unemployment,    734 ,  

 739     
   unemployment rate,    447  
     see also    unemployment    
   in Canada,   726  f ,   727 ,   728  ,   742  f   
   changes in,    727   
   NAIRU (non-accelerating 

inflation rate of 
unemployment).     See    NAIRU 
(non-accelerating inflation 
rate of unemployment)       

   unexpected inflation,    679   
   unions.     See    labour unions    
   unit costs,    540  541    
   unit of account,    617   
   United Kingdom  
    exchange rate,    835    
   inflation targeting,   680   
   monetary reform,   660   
   no sizable regional governments,  

  755    
   North Sea oil,    842     

   United States  
    agricultural subsidies,    59    
   balanced budgets,    756   
   computers,    791    
   countervailing duty,    813    
   credit market,    455   
   current account deficit,    693    
   exchange rate,    835    
   Federal Reserve.     See    Federal 

Reserve    
   fiscal stimulus,    808   809   
   free trade agreements.     See    specific 

trade agreements    
   and global financial crisis.     See   

 global financial crisis    
   Great Depression,    684   
   housing market collapse,    2  ,   538    
   inflation targeting,   680   
   long-term unemployment,  

  729  732   
   market decisions,  reliance on,    17   
   market economy,   1 8    

   oil prices,    711   712   
   raw materials prices,    547   
   September   1 1  ,   2001  ,   693    
   shale oil deposits,    842   
   shocks and innovation,    603    
   short-term interest rates,    1975 -

2015,   689  f   
   Smoot-Hawley Tariff Act,    808    
   technological change,    600   
   voluntary export restrictions 

(VER),    810     
   university degree,  opportunity cost 

of,    6    
   Uruguay,   815    
   U.S.  Department of Defense,    459   
   utility,    1 3  ,   28      

   V  
    value added,   465  467   
   variable costs,    782  786   
   variable production,    783    
   variables,    28   
    dependent variable,    62  n    
   in economics,    31    
   endogenous variable,    28  ,   63  ,   518    
   exogenous variable,    28  ,   63  ,   518    
   independent variable,    62  n    
   key macroeconomic variables,  

  442  458    
   linearly related,    37   
   negatively related,    37   
   positively related,    37     

   Victor,  Peter,    588   n    
   Vietnam,   814   
   Viner,  Jacob,   816   
   Visa,    627   
   volatility  
    exchange rate,    842   
   food and energy prices,  

  682  683      
   voluntary export restrictions (VER), 

  810   
   voluntary unemployment,  

  734 ,   739     

   W  
    wage-price spiral,    712   
   wage stickiness.     See    sticky wages    
   wages  

    changes in,    703   705   
   cost push  on,    679   
   deflationary forces,    705    
   and demand shock,   561    
   downward wage stickiness,    558  ,  

 563   564 ,   563   n    
   economic climate  vs.   economic 

weather,    736   
   efficiency wages,   737   
   and expected inflation,  

  704  705   
   flexible wages,    562  563    
   forces of change,   705    
   inflationary forces,    705   
   national income accounting,  

  472   
   nominal wages,    558   n  ,   560 ,   704 ,  

 705   n    
   and output gap,    703   704   
   real wages,   450 ,   704   
   relative wages,    703    
   sticky wages,    558  ,   563   564 ,  

 563   n  ,   734  f ,   737   
   wage-price spiral,    712   
   when labour markets clear,  

  733   f     
   Watts,  George,   624  n    
    The Wealth of Nations   (Smith),  

  11  ,   775   
   weather,  changes in,    53    
   Weatherford,  Jack,    620  n    
   weighted average,    34   
   well-being,    584  n  ,   588   589   
   Western Europe,    1 8  ,   547   
   World Bank,   809   
   world trade.     See    international trade    
   World Trade Organization (WTO), 

  27 ,   805  ,   813   814 ,   815    
   WTO.     See    World Trade 

Organization (WTO)       

   Y  
    yield curve,    648      

   Z  
    zero inflation,   706   
   Zimbabwe,   617 ,   618        
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     Common Abbreviations Used  in  the Text  

Greek Letters  h  
  

 (eta)  
 (delta)  

Elasticity 
Change in

 Abbreviations  

 Microeconomics  

 ATC Average Total Cost

 AVC Average Variable Cost

 D  Demand

 i  Interest Rate

 LRAC Long-Run Average Cost

 MC Marginal Cost

 MP  Marginal Product

 MR  Marginal Revenue

 MRP  Marginal Revenue Product

 S  Supply

 TC Total Cost

 TR  Total Revenue

 Macroeconomics  

 AD  Aggregate Demand

 AS  Aggregate Supply

 AE  (Desired)  Aggregate Expenditure

 C Aggregate Consumption Expenditure

 CPI Consumer Price Index

 G  Government Purchases

 GDP  Gross Domestic Product

 GNP  Gross National Product

 I Aggregate Investment Expenditure

 i  Nominal Interest Rate

 IM  Imports of Goods and Services

 M    S   ,   M    D   Money Supply/Money Demand

 M1 ,  M2,  M2+  Measures of Money Supply

 P  Price Level

 r Real Interest Rate

 S  Private Saving

 T Government Tax Revenue (Net of Transfers)

 U Unemployment Rate

 U*  Natural Rate of Unemployment (NAIRU)

 X Exports of Goods and Services

 X-IM or NX Net Exports of Goods and Services

 Y Real GDP

 Y*  Potential GDP

 YD  Disposable Income
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