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Successful managers make extensive use of economic tools when making important 
decisions.  They use these tools to produce at minimum cost, to choose a price or an 
output level to maximize profit, and for many other managerial decisions including:

 How much to advertise.

 What strategies to use to compete with rival firms.

 Whether to sell several goods in a bundle for a single price.

 Whether to offer buy-one-get-one-free deals.

 How to design compensation contracts to provide appropriate incentives for 
employees.

 How to structure an international supply chain to take advantage of cross-country 
differences in production costs.

We show how to apply economic theory using actual business examples and 
real data.  Our experience teaching managerial economics at the Wharton School 
 (University of Pennsylvania)  and the Sauder School of Business (University of 
 British Columbia)  as well as teaching a wide variety of students at the  Massachusetts 
 Institute of Technology;  Queens  University;  and the University of California, 
 Berkeley, has convinced us that students prefer our emphasis on real-world issues 
and examples from actual markets.

Whats New in  the Second Edition

We have substantially revised the second edition based in large part on the very 
helpful suggestions of instructors and students who used the first edition.  We have 
updated and revised every chapter.  The vast majority of the Mini-Cases (brief appli-
cations of the theory)  are updated or new.  Each chapter opener now lists learning 
objectives, and Chapters 217 contain new end-of-chapter questions.

New Themes

This edition contains new material on two themes that have become increasingly 
important in business schools and corporate boardrooms:   corporate social responsibil-
ity  (CSR)  and innovation.  A new section on CSR in Chapter 7 discusses the tradeoff 
that managers face between promoting social objectives and  maximizing short-run 
profit, but also describes how some strategic  CSR activities increase long-run profits.  
Chapter 16 examines the possible role of environmental CSR as a response to envi-
ronmental externalities.

Preface
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This edition increases our coverage of innovation.  The section Innovation in 
Chapter 5  contains an expanded treatment of process  innovation  and organizational 
innovation .  The section Cost and Innovation Strategies in Chapter 13 examines the 
role of innovation in dynamic games between rival firms.  Many of our Mini-Cases 
and other examples focus on the knowledge-based economy, in which innovation 
plays a crucial role.  Such examples include genetically modified foods, the use of 
robots,  the efforts of drug companies to maximize the profits earned from drug 
development, and the Internet.

Other New Content
We have revised and updated the text throughout the book.  For example, the inter-
national coffee market is now the main example in the supply and demand analysis 
in Chapter 2.  Chapter 3 illustrates econometric  forecasting using Nikes revenue and 
features the Excel Regression tool.  Chapter 7 defines and discusses opportunistic 
behavior in a section on Transaction Costs and Opportunistic Behavior.  Chapter 
11  simplifies the treatment of the Cournot model in the main text by moving the 
algebraic analysis of the n-firm case with general linear demand to an appendix.  
Chapter 12 adds a discussion of double auctions.  A new appendix to Chapter 13 
covers the Stackelberg model with general linear demand.  Chapter 17 uses newly 
estimated supply and demand curves to analyze the effect of trade policy in the oil 
market.

Most importantly,  because instructors and students enjoyed the cartoons in 
the first edition, we have increased the number in this edition to 21 .  In addition 
to  providing entertainment, these cartoons convey important economic points in a 
memorable way.

Managerial  Problems, Mini-Cases,  and 
Managerial  Implications
In the second edition, we have 103 Managerial Problems and Mini-Cases.  Of these, 
80% are new or updated.  The one-third that are new address important current 
topics including Capping Oil and Gas Bankruptcies,  Entry and Exit of Solar 
Power Firms,  Chinese State-Owned Enterprises,  and Mobile Phone Number 
 Portability.  Of the 36 Managerial Implications (statements of economic principles 
that managers can use to make key managerial decisions),  4  are new and 12 are 
updated.

End-of-Chapter Questions
This edition has 593  end-of-chapter questions,  of which 88  are new.  We have 
increased the integration between Mini-Cases and end-of-chapter questions:  Half 
of the Mini-Cases have corresponding end-of-chapter questions.

Spreadsheet Exercises
Many instructors and students appreciated the first editions spreadsheet exercises 
(designed by Satyajit Ghosh)  and asked for more.  This edition has 50% more:  three 
exercises at the end of each chapter (apart from Chapter 1 )  instead of two.
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MyEconLab Videos
The second edition provides enhanced integration with MyEconLab (http://www 
.myeconlab.com) ,  a  powerful online learning support system.  Probably the most 
striking innovation in this edition is the addition of a set of MyEconLab Videos that 
illustrate key points in the text.  An icon shows which figures, tables, sections, and 
Excel applications have MyEconLab Videos by Tony Lima, a skilled and experienced 
professor.  For 48 of the books figures, he slowly builds each figure and explains 
the economics behind each step.  Six of his MyEconLab Videos cover normal-form 
games.  One MyEconLab Video addresses correlation and diversification, while two 
MyEconLab Videos tackle moral hazard.  Two other MyEconLab Videos show stu-
dents how to use Excel to run regressions.

Experiments
The textbook now advises students about the availability of  single-player experi-
ments in MyEconLab.  A student plays against virtual players to see how competitive 
markets work, how price controls and taxes affect  markets, how markets respond to 
informational problems, and why public goods are underprovided.

Main Innovations

This book differs from other managerial economics texts in three main ways.

 It places greater emphasis than other texts on modern theories that are  increasingly 
useful to  managers in areas such as  agency and contract theory,  behavioral 
 economics, game theory, and pricing.

 It makes more extensive use of real-world business examples to illustrate how to 
use economic theory in making business decisions.

 It employs a problem-based  approach to demonstrate how to apply economic  theory 
to specific business decisions.

Modern Theories for Business Decisions
This book covers all the standard economic theory, of course.  However, what sets it 
apart is its emphasis on modern theories that are particularly useful for managers.

agency and Contract Theory  How can a manager induce employees to 
work hard rather than shirk? How can the owner of a firm make sure a manager, as 
the owners agent,  acts in the owners best interests rather than in the manager s own 
interests?  How can a manager avoid being exploited by experts and other people 
with superior information? We use modern contract theory to show how to write 
contracts to avoid or minimize such problems.

Behavioral Economics.  Should a manager allow workers to opt in or opt out 
of a retirement system? How can the manager of a motion picture firm take  advantage 
of movie reviews? We address questions such as these using  behavioral  economics
one of the hottest new areas of economic theorywhich uses  psychological prin-
ciples to explain why people deviate from rational behavior.  These theories are 
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particularly  relevant for managers, but managerial economics textbooks have largely 
ignored them.

game Theory.  Should the manager of a  radio station schedule commercial 
breaks at the same time as rival firms do? What strategy should a manager use 
when bidding in an auction for raw materials?  Under what circumstances should a 
manager act to prevent entry by a rival? This book goes well beyond other manage-
rial economics texts by making significant use of game theory to examine such topics 
as oligopoly quantity and price setting, entry and exit decisions, entry deterrence, 
and innovation.  Game theory provides a way of thinking about business strategies 
and choosing strategies that maximize profits.  Unlike most microeconomics and 
managerial economics books, our applications of game theory are devoted almost 
exclusively to actual business problems.

Pricing.  How often should a manager put products on sale?  Should a manager 
charge low prices to build a network of users for a product? When should a manager 
use pricing tools such as volume discounts, off-season discounts, rebates, and pack-
age deals? When should a manager charge various customers different prices? This 
book provides more analysis of these important real-world pricing tools than other 
managerial economics textbooks.

real-World Business Examples
We demonstrate that economics is practical and useful to managers by examining 
real markets and actual business decisions.  We do so in two ways.  In our presenta-
tion of the basic theory, we use real-world data and examples.  Second, we examine 
many real-world problems in our various features.

To illustrate important economic concepts, we use graphs and calculations based 
on actual markets and real data.  Students learn the basic model of supply and 
demand using estimated supply and demand curves for coffee, and they practice 
estimating demand curves using real data from sources such as from the Portland 
Fish Exchange.  They study how imported oil limits pricing by U.S.  oil producers 
using real  estimated supply and demand curves, derive cost curves from Japanese 
beer manufacturers using actual estimated production functions, and analyze oli-
gopoly strategies using estimated demand curves and cost and profit data from the 
real-world rivalries between United Airlines and American Airlines and between 
Coke and Pepsi.

Problem-Based Learning
Managers  have to  solve  business  problems daily.  We use  a  problem-solving 
approach to  demonstrate  how economic theory can help  managers  make good 
decisions.  In each chapter,  we solve problems using a  step-by-step  approach to 
model good problem-solving techniques.  At the end of each chapter,  we have an 
extensive set of questions.  Some of these require the student to  solve problems 
similar to  those solved in the chapter,  while  others  ask the student to  use  the 
tools of the chapter to  answer questions about Mini-Cases and Managerial Impli-
cations within the chapter or new real-world problems.  We also provide exercises 
asking students to  use spreadsheets to  apply the theory they have learned to real-
world problems.
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Features

This book has more features dedicated to showing students how to apply theory to 
real-world problems than do rival texts.

Managerial  Implications.  The Managerial  Implications  feature provides 
 bottom-line statements of economic principles that managers can use to make key 
managerial decisions.  For example, we describe how managers can assess whether 
they are maximizing profit.  We also show how they can structure discounts to maxi-
mize profits, promote customer loyalty, design auctions, prevent gray markets, and 
use important insights from game theory to make good managerial decisions.

Mini-Cases.  Eighty-seven Mini-Cases  apply economic theory to interesting and 
important managerial problems.  For example, Mini-Cases demonstrate how price 
increases on iTunes affect music downloads using actual data, how to estimate Crocs  
production function for shoes using real-world data, why top-end designers limit the 
number of designer bags customers can buy, how poison pills  at Yahoo!  harmed 
shareholders, how Pfizer used limit pricing to slow the entry of rivals, why advertis-
ers pay so much for Super Bowl commercials, and how managers of auto manufac-
turing firms react to tariffs and other regulations.

Q&as.  After the introductory chapter, each chapter provides three to five Q&As 
(Questions & Answers).  Each Q&A poses a qualitative or quantitative problem and 
then uses a step-by-step  approach to solve the problem.  The 55  Q&As focus on 
important managerial issues such as how a cost-minimizing firm would adjust to 
changing factor prices, how a manager prices bundles of goods to maximize profits, 
how to determine Intels and AMDs profit-maximizing quantities and prices using 
their estimated demand curves and marginal costs, and how to allocate production 
across plants internationally.

Managerial  Problems and Managerial Solutions.  After the introduc-
tory chapter, each chapter starts with a Managerial Problem  that motivates the chapter 
by posing real-world managerial questions.  At the end of each chapter, we answer 
this question in the Managerial Solution  using the economic principles discussed in 
that chapter.  Thus, each Managerial ProblemManagerial Solution pair combines the 
essence of a Mini-Case and a Q&A.

End-of-Chapter Questions.  Starting with Chapter 2, each chapter ends with 
an extensive set of questions, including many real-world problems.  Each Q&A has 
at least one associated end-of-chapter question that references that Q&A and allows 
the student to answer a similar problem.  In addition, many of the end-of-chapter 
questions relate to Mini-Cases.  The answers to selected end-of-chapter problems 
appear at the end of the book, and answers to all of the problems are available online 
in MyEconLab.

Spreadsheet Exercises.  In addition to the verbal, graphical, and mathematical 
exercises, each chapter has three end-of-chapter spreadsheet exercises.  These exercises 
demonstrate how managers can use a spreadsheet to apply the economic methods 
described in the chapter.  They address important managerial issues such as choosing 
the profit-maximizing level of advertising or designing compensation contracts to 
motivate employees.  MyEconLab provides answers for all of the books spreadsheet 
exercises, as well as additional spreadsheet exercises.
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Using  Calculus.  Using Calculus  sections show how to  analyze theory with 
calculus,  reinforcing the  graphical,  verbal,  and algebraic  treatment of theory.  
In contrast,  most other books  relegate  calculus to  appendices,  mix calculus  in 
with other material where it cannot easily be  skipped,  or avoid calculus entirely.  
Because of this  structure,  both courses  that use calculus and those that do  not 
can use  this  book effectively.  Some clearly indicated end-of-chapter questions 
use calculus.

alternative Organizations

Because instructors differ in the order in which they cover material and in the range 
of topics they choose to teach, this text allows for flexibility.  The most common 
approach to teaching managerial economics is to follow the sequence of the  chapters 
in order.  However, many variations are possible.  For example, some instructors 
choose to address empirical methods (Chapter 3)  first.

Instructors may skip consumer theory (Chapter 4)  without causing problems in 
later chapters.  Or, they may cover consumer theory after the chapters on production 
and cost (Chapters 5  and 6).

Chapter 7, Firm Organization and Market Structure,  provides an overview of 
the key issues that are discussed in later chapters,  such as types of firms, profit 
 maximization and its  alternatives,  conflicts between managers and owners (and 
other agency issues), and the structure of markets.  We think that presenting this 
material early in the course is ideal, but an instructor can cover all of this material 
except for the section on profit maximization later.

An instructor may teach pricing with market power (Chapter 10)  at any point after 
discussing monopoly (Chapter 9).  Because game theory is introduced in two chapters 
(Chapters 12 and 13), instructors can conveniently choose how much game theory to 
present.  Although Chapter 11  on oligopoly and monopolistic competition precedes 
the game theory chapters, a course could cover the game theory chapters first.

A common variant is to present Chapter 14 on uncertainty earlier in the course.  
A course could present asymmetric information (Chapter 15)  at any point after 
 Chapter 7 (if it is covered)  and the uncertainty chapter.  Thus, a course could cover 
both the uncertainty and information chapters early.

Chapter 16 on government and business discusses market failures, government 
regulation, externalities,  public goods, and intellectual property.  A course could 
cover this material earlier.  For example, the regulation and intellectual property 
material could follow monopoly.  The externality and public good treatment could 
be presented at any point after Chapter 8 on competitive firms and markets.

The final chapter, Global Business (Chapter 17), is valuable in a course that stresses 
 international issues.  An instructor could cover this chapter at any point after the 
competition and monopoly chapters.

MyEconLab
MyEconLab is a powerful assessment and tutorial system that works hand-in-hand 
with Managerial Economics .  It includes comprehensive homework, quiz,  test,  and 
tutorial options, allowing students to test their knowledge and instructors to manage 
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all assessment needs in one program.  Students and instructors can register, create, 
and access all of their MyLab courses, regardless of discipline, from one convenient 
online location:  http://www.pearsonmylab.com.

Key innovations in the MyEconLab course for Managerial Economics,  second 
 edition, include the following resources for students and instructors:

 Pearson eText.  The Pearson eText gives students access to their textbook any-
time, anywhere.  In addition to notetaking, highlighting, and bookmarking, the 
Pearson eText offers interactive and sharing features.  Students actively read and 
learn through embedded and auto-graded practice, real-time data-graphs, ani-
mations, author videos, and more.  Instructors can share comments or highlights, 
and students can add their own, for a tight community of learners in any class.

 MyEconLab Videos.  Key figures and concepts from the textbook are presented 
in step-by-step animations with audio explanations of the action.  These new 
 videos are embedded in the eText and are accessible through MyEconLab.

 MyEconLab Q&as.  Key Q&A features from the textbook are available in 
 MyEconLab.  Many students have difficulty applying economics concepts to 
 solving problems.  The goal of this digital resource is to help students overcome 
this hurdle by giving them a model of how to solve an economic problem by 
breaking it down step by step.  In this text,  the Q&A features are presented as 
solved problems.  Each Q&A in the printed text has a similar companion problem 
online so students can practice their problem-solving skills.  These interactive tuto-
rials help students apply basic problem-solving skills to homework, quizzes, and 
exams.  The goal is for students to build skills they can use to analyze real-world 
economic issues they hear and read about in the news.  Each Q&A in MyEconLab 
and the eText also includes at least one additional graded practice exercise for 
students.

 MyEconLab Spreadsheet Exercises.  MyEconLab provides Excel spreadsheets 
that students can work with and worked-out answers for end-of-chapter spread-
sheet exercises.

 NEW: Math review Exercises in  MyEconLab.  MyEconLab now offers a rich 
array of assignable and auto-graded exercises  covering fundamental math 
 concepts geared for managerial economics students.  Aimed at increasing student 
confidence and success, the new math skills review Chapter R is accessible from 
the assignment manager and contains over 150 graphing, algebra, and calculus 
exercises for homework, quiz, and test use.

 Practice.  Algorithmically generated homework and study plan exercises with 
instant feedback ensure varied and productive practice that helps students 
improve their understanding and prepare for quizzes and tests.  Exercises that 
require drawing figures encourage students to practice the language of economics.

 Learning resources.  Personalized learning aids such as Help Me Solve This 
Problem walkthroughs, Teach Me explanations of the underlying concept, and 
figure Animations provide on-demand help when students need it most.

 Study Plan.  Customized study plans show students which sections to study next, 
give easy access to practice problems, and provide an automatically generated 
quiz to prove mastery of the course material.

 Digital Interactives.  Focused on a single core topic and organized in  progressive 
levels,  each interactive immerses students in an assignable and auto-graded 
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 activity.  Digital Interactives are lecture tools for traditional, online, and hybrid 
courses, many incorporating real-time data, data displays, and analysis tools for 
rich classroom discussions.

 Learning Catalytics.  Learning Catalytics is a bring your own device  student 
engagement, assessment, and classroom intelligence system that lets learners use 
their smartphone, tablet, or laptop to participate in and stay engaged in  lecture.  
It allows instructors to  generate classroom discussion, guides lectures,  and 
 promotes peer-to-peer learning with real-time analytics.  Now students can use 
any device to interact in the classroom, engage with content and even draw and 
share graphs.  Instructors can divide classes into pairs or groups based on  learners  
response patterns, and learners with greater proficiency help motivate other learn-
ers while allowing instructors time to provide individualized and focused atten-
tion to learners who will benefit from it.

 Current News Exercises.  These exercises provide a turnkey approach to assign 
gradable news-based exercises in MyEconLab.  Every week, Pearson scours the 
news, finds a current article appropriate for a managerial economics course, cre-
ates an exercise based on this news article,  and then automatically adds it to 
MyEconLab.

 reporting  Dashboard.  Faculty can view, analyze,  and report learning out-
comes clearly and easily using the Reporting Dashboard.  It is available via the 
Gradebook and fully mobile-ready.  The Reporting Dashboard presents student 
 performance data at the class, section, and program levels in an accessible, visual 
manner.

 LMS Integration.  Faculty can link from any LMS platform to access assignments, 
rosters, and resources, and synchronize MyLab grades with your LMS gradebook.  
For students, a new direct, single sign-on provides easier access to all the person-
alized learning MyLab resources.

 Mobile ready.  Students and instructors can access multimedia resources and 
complete assessments from any mobile device.

 Experiments in  MyEconLab. Flexible, easy to assign, auto-graded, and available 
in Single and Multiplayer versions, the Experiments in MyEconLab make learning 
fun and engaging.

For more information, visit http://www.myeconlab.com.

Supplements

This book has a full range of supplementary materials that support teaching and 
learning.

 The Online Instructors  Manual  by Matt Roelofs of Western Washington Uni-
versity contains many useful and creative teaching ideas.  It offers  additional 
discussion questions, and provides solutions for all the end-of-chapter questions 
in the text.

 The Online Test Bank by Todd Fitch of the University of California, Berkeley,  features 
problems of varying levels of complexity, suitable for homework assignments and 
exams.  Many of these multiple-choice questions draw on current events.
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 The Computerized Test Bank  reproduces the Test Bank material in the TestGen 
 software, which is  available for both Windows and Macintosh.  With TestGen, 
instructors can easily edit existing questions, add questions, generate tests, and 
print the tests in a variety of formats.

 The Online PowerPoint Presentation  by Nelson Altamirano of National University 
contains text figures and tables, as well as lecture notes.  These slides allow instruc-
tors to walk through examples from the text during in-class presentations.

These teaching resources are available online for download at the Instructor 
Resource Center,  http://www.pearsonhighered.com/perloff/,  and on the catalog 
page for Managerial Economics.
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Introduction
An  Economist s  Theory of Reincarnation:  If youre  good,  you come back on  

a h igher level.  Cats come back as dogs,  dogs come back as horses,  and 

peopleif theyve been  very good like  George Washingtoncome back 

as money.

1

I
f all the food, clothing, entertainment, and other goods and services we wanted 
were freely available, no one would study economics,  and we would not need 
managers.  However, most of the good things in life are scarce.  We cannot have 

everything we want.  Consumers cannot consume everything but must make choices 
about what to purchase.  Similarly, managers of firms cannot produce everything and 
must make careful choices about what to produce, how much to produce, and how 
to produce it.  Studying such choices  is  the  main subject matter of economics.  
Economics  is  the study of decision making in the presence of scarcity.1

Managerial economics  is the application of economic analysis to managerial deci-
sion making.  It focuses on how managers make economic decisions by allocating the 
scarce resources at their disposal.  To make good decisions, a manager must under-
stand the behavior of other decision makers,  such as consumers, workers,  other 
managers,  and governments.  In this book, we examine decision making by such 
participants in the economy, and we show how managers can use this understand-
ing to be successful.

1  Many dictionaries define economics as the study of the production, distribution, and consump-
tion of goods and services.  However, professional economists think of economics as applying more 
broadly, including any decisions made subject to scarcity.

In  this chapter,  

we examine two 

main topics

Ma in  Top ic s
1 .  Managerial  Decision  Making:  Economic analysis  helps  managers  develop 

strategies  to  achieve a  firm s  objectivesuch  as  maximizing  profitin  the 

presence of scarcity.

2.  Economic Models:  Managers use models  based  on  economic theories to 

help make predictions about consumer and firm behavior,  and as an aid  to 

managerial  decision making.

1 .1  Managerial  Decision Making

A firms managers allocate the limited resources available to them to achieve the 
firms objectives.  The objectives vary for different managers within a firm.  A pro-
duction manager s objective is normally to achieve a production target at the lowest 
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possible cost.  A marketing manager must allocate an advertising budget to promote 
the product most effectively.  Human resource managers design compensation sys-
tems to encourage employees to work hard.  The firms top manager must coordinate 
and direct all these activities.

Each of these tasks is constrained by resource scarcity.  At any moment in time, a 
production manager has to use the existing factory and a marketing manager has 
a limited marketing budget.  Such resource limitations can change over time but 
managers always face constraints.

profit
The main objective of most private sector firms is to maximize profit,  which is the 
difference between revenue and cost.  Senior managers of a firm might have other 
concerns as well, including social responsibility and personal career objectives.  How-
ever, the primary responsibility of senior managers to the owners of the firm is to 
focus on the bottom line:  maximizing profit.

Managers have a variety of roles in the profit maximization process.  The produc-
tion manager seeks to minimize the cost of producing a particular good or service.  
The market research manager determines how many units of any particular product 
can be sold at a given price, which helps to determine how much output to produce 
and what price to charge.  The R&D manager promotes the development of new 
products that will be attractive to consumers.  The most senior manager, usually 
called the chief executive officer  (CEO), must insure that all managerial functions are 
coordinated so that the firm makes as much profit as possible.

Trade-Offs
People and firms face trade-offs because they cant have everything.  Managers must 
focus on the trade-offs that directly or indirectly affect profits.  Evaluating trade-
offs often involves marginal  reasoning:  considering the effect of a small change.  Key 
trade-offs include:

 how to p roduce.  To produce a given level of output, a firm trades off inputs, 
deciding whether to use more of one and less of another.  Car manufacturers 
choose between metal and plastic for many parts, which affects the car s weight, 
cost, and safety.

 What p rices to charge.  Some firms, such as farms, have little or no control over 
the prices at which their goods are sold and must sell at the price determined in 
the market.  However, many other firms set their prices.  When a manager of such 
a firm sets the price of a  product,  the manager must consider whether raising 
the price by a dollar increases the profit margin on each unit sold by enough to 
offset the loss from selling fewer units.  Consumers, given their limited budgets, 
buy fewer units of a product when its price rises.  Thus, ultimately, the manag-
er s pricing decision is constrained by the scarcity under which consumers make 
decisions.

 Whether to innovate.  One of the major trade-offs facing managers is whether 
to maximize profit in the short run or in the long run.  For example, a forward-
looking firm may invest substantially in innovationdesigning new products 
and better production methodswhich lowers profit in the short run, but may 
raise profit in the long run.
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31 .2 Economic Models

Other Decision Makers
It is  important for managers of a firm to understand how the decisions made by 
consumers, workers, managers of other firms, and governments constrain their firm.  
Consumers purchase products subject to their limited budgets.  Workers decide on 
which jobs to take and how much to work given their scarce time and limits on their 
abilities.  Rivals may introduce new, superior products or cut the prices of existing 
products.  Governments around the world may tax, subsidize, or regulate products.

Thus, managers must understand how others make decisions.  Most economic 
analysis is based on the assumption that decision makers are optimizers:  they do the 
best they can with their limited resources.  However, we also consider some contexts 
in which economic decision makers do not successfully optimize when we describe 
psychological biases and cognitive limits in decision makinga topic referred to as 
behavioral economics.

Interactions between economic decision makers take place primarily in markets.  A 
market  is  an exchange mechanism that allows buyers to trade with sellers.  A market 
may be a town square where people go to trade food and clothing, or it may be an 
international telecommunications network over which people buy and sell financial 
securities.  When we talk about a single market, we refer to trade in a single good or 
group of goods that are closely related, such as soft drinks, movies, novels, or auto-
mobiles.  The primary participants in a market are firms that supply the product and 
consumers who buy it, but government policies such as taxes also play an important 
role in the operation of markets.

Strategy
When competing with a small number of rival firms, senior managers consider how 
their firms products are positioned relative to those of its rivals.  The firm uses a 
strategya battle plan that specifies the actions  or moves  that the firm will make to 
maximize profit.  A strategy might involve choosing the level of output, the price, or 
the type of advertising now and possibly in the future.  For example, in setting its pro-
duction levels and prices, Pepsis managers must consider what choices Coca-Colas 
managers will make.  One tool that is helpful in understanding and developing such 
strategies is game theory,  which we use in several chapters.

1 .2 Economic Models

Economists use economic models to explain how managers and other decision mak-
ers make decisions and to interpret the resulting market outcomes.  A model  is  a 
description of the relationship  between two or more variables.  Models are used 
in many fields.  For example, astronomers use models to describe and predict the 
movement of comets and meteors, medical researchers use models to describe and 
predict the effect of medications on diseases, and meteorologists use models to pre-
dict weather.

Business economists  construct models dealing with economic variables and 
use such models to describe and predict how a change in one variable will affect 
another variable.  Such models are useful to managers in predicting the effects of 
their decisions and in understanding the decisions of others.  Models allow managers 
to consider hypothetical situationsto use a what-if analysissuch as What would 
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happen if we raised our prices by 10%? or Would profit rise if we phased out one 
of our product lines? Models help managers predict answers to what-if questions 
and to use those answers to make good decisions.

Simp lifying assump tions
Everything should be  made as simple  as possible,  but not simpler.  Albert Einstein

A model is a simplification of reality.  The objective in building a model is to include 
the essential issues, while leaving aside the many complications that might distract 
us or disguise those essential elements.  For example, the income threshold model 
focuses on only the relationship between income and purchases of durable goods.  
Prices, multiple car purchases by a single consumer, and other factors that might 
affect durable goods purchases are left out of the model.  Despite these simplifica-
tions, the modelif correctgives managers a good general idea of how the auto-
mobile market is likely to evolve in countries such as China.

Mini-Case According to an income threshold model,  no one who has an income level below a 
particular threshold buys a particular consumer durable, such as a refrigerator 
or car.  The theory also holds that almost everyone whose income is above that 
threshold buys the product.

If this theory is correct, we predict that as most peoples incomes rise above 
the threshold in emergent economies, consumer durable purchases will increase 
from near zero to large numbers very quickly.  This prediction is consistent with 
evidence from Malaysia, where the income threshold for buying a car is about 
$4,000.

In China, incomes have risen rapidly and now exceed the threshold levels 
for many types of durable goods.  As a result,  many experts correctly predicted 
that the greatest consumer durable goods sales boom in history would take 
place there.  Anticipating this boom, many companies have greatly increased 
their investments in durable goods manufacturing plants in China.  Annual 
foreign direct investments (FDI)  have gone from $916 million a year in 1983 to 
$120 billion in 2014, overtaking the United States as the worlds largest recipi-
ent of FDI.  In expectation of this growth potential,  even traditional political 
opponents of the Peoples RepublicTaiwan, South Korea, and Russiaare 
investing in China.

One of the most desirable  durable  goods is  a  car.  Li Rifu,  a  46-year-old 
Chinese farmer and watch repairman, thought that buying a car would improve 
the odds that his 22- and 24-year-old sons would find girlfriends, marry, and 
produce grandchildren.  Soon after Mr.  Li purchased his Geely King Kong for the 
equivalent of $9,000, both sons met girlfriends, and his older son got married.

Four-fifths of all new cars sold in China are bought by first-time customers.  
An influx of first-time buyers was responsible for Chinese car sales increasing 
by a factor of 15 between 2000 and 2015.  By 2014, China was producing more 
than the United States and Japan combined.2

2 The sources for Mini-Cases are available at the back of the book.

Using an Income 

Threshold Model 

in  China
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We have described the income threshold model in words, but we could have 
presented it using graphs or mathematics.  Representing economic models using 
mathematical formulas in spreadsheets has become very important in managerial 
decision making.  Regardless of how the model is described, an economic model is a 
simplification of reality that contains only its most important features.  Without sim-
plifications, it is difficult to make predictions because the real world is too complex 
to analyze fully.

Economists make many assumptions  to  simplify their models.  When using the 
income threshold model to explain car purchasing behavior in China, we assume  
that factors other than income, such as the color of cars, do not have an important 
effect on the decision to buy cars.  Therefore, we ignore the color of cars that are 
sold in China in describing the relationship between income and the number of 
cars consumers want.  If this assumption is correct, by ignoring color, we make our 
analysis of the auto market simpler without losing important details.  If were wrong 
and these ignored issues are important, our predictions may be inaccurate.  Part of 
the skill in using economic models lies in selecting a model that is appropriate for 
the task at hand.

Testing Theories

Blores Razor:  When  given  a  choice between  two theories,  take the  one that is  

funnier.

Economic theory  refers to the development and use of a model to formulate hypoth-
eses,  which are proposed explanations for some phenomenon.  A useful theory or 
hypothesis is one that leads to clear, testable predictions.  A theory that says If the 
price of a product rises, the quantity demanded of that product falls  provides a 
clear prediction.  A theory that says Human behavior depends on tastes, and tastes 
change randomly at random intervals  is not very useful because it does not lead 
to testable predictions and provides little explanation of the choices people make.

Economists test theories by checking whether the 
theorys predictions are correct.  If a prediction does 
not come true, they might reject the theoryor at least 
reduce their confidence in the theory.  Economists use 
a model until it is refuted by evidence or until a better 
model is developed for a particular use.

A good model makes sharp, clear predictions that 
are consistent with reality.  Some very simple mod-
els make sharp or precise predictions that are incor-
rect.  Some more realistic and therefore more complex 
models make ambiguous predictions,  allowing for 
any possible outcome, so they are untestable.  Neither 
incorrect models nor untestable models are helpful.  
The skill in model building lies in developing a model 
that is simple enough to make clear predictions but 
realistic enough to be accurate.  Any model is only an 
approximation of  reality.  A good model is one that is 
a close enough approximation to be useful.

Although economists agree on the methods they 
use to develop and apply testable models, they often 
 disagree on the specific content of those models.  One 
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model might present a logically consistent argument that prices will go up next 
quarter.  Another,  using a  different but equally logical theory,  may contend that 
prices will fall next quarter.  If the economists are reasonable, they will agree that 
pure logic alone cannot resolve their dispute.  Indeed, they will agree that theyll 
have to use empirical evidencefacts about the real worldto find out which pre-
diction is  correct.  One goal of this book is  to  teach managers how to think like 
economists so that they can build, apply, and test economic models to deal with 
important managerial problems.

positive and Normative Statements

Economic analysis sometimes leads to predictions that seem undesirable or cynical.  
For instance, an economist doing market research for a producer of soft drinks might 
predict that if we double the amount of sugar in this soft drink we will significantly 
increase sales to children.  An economist making such a statement is not seeking to 
undermine the health of children by inducing them to consume excessive amounts 
of sugar.  The economist is only making a scientific prediction about the relationship 
between cause and effect:  more sugar in soft drinks is appealing to children.

Such a scientific prediction is known as a positive statement:  a testable hypothesis 
about matters of fact such as cause-and-effect relationships.  Positive  does not mean 
that we are certain about the truth of our statement; it indicates only that we can test 
the truth of the statement.

An economist may test the hypothesis that the quantity of soft drinks demanded 
decreases as the price increases.  Some may conclude from that study that The gov-
ernment should tax soft drinks so that people will not consume so much sugar.  Such 
a statement is a value judgment.  It may be based on the view that people should  be 
protected from their own unwise choices, so the government should  intervene.

This judgment is not  a  scientific prediction.  It is a normative statement:  a belief 
about whether something is good or bad.  A normative statement cannot be tested 
because a value judgment cannot be refuted by evidence.  A normative statement 
concerns what somebody believes should  happen; a positive statement concerns what 
is  or what will  happen.  Normative statements are sometimes called prescriptive  state-
ments because they prescribe a course of action, while positive statements are some-
times called descriptive  statements because they describe reality.  Although a normative 
conclusion can be drawn without first conducting a positive analysis, a policy debate 
will be better informed if a positive analysis is conducted first.3

Good economists and managers emphasize positive analysis.  This emphasis has 
implications for what we study and even for our use of language.  For example, many 
economists stress that they study peoples wants  rather than their needs.  Although 
people need certain minimum levels of food, shelter, and clothing to survive, most 
people in developed economies have enough money to buy goods well in excess of 
the minimum levels necessary to maintain life.  Consequently, in wealthy countries, 
calling something a need is often a value judgment.  You almost certainly have 

3 Some argue that, as (social)  scientists, we economists should present only positive analyses.  Others 
argue that we shouldnt give up our right to make value judgments just like the next person (who 
happens to be biased, prejudiced, and pigheaded, unlike us).
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been told by someone that you need  a college education.  That person was probably 
making a value judgmentyou should  go to collegerather than a scientific pre-
diction that you will suffer terrible economic deprivation if you do not go to college.  
We cant test such value judgments, but we can test a (positive)  hypothesis such as 
Graduating from college or university increases lifetime income.

SUMMary 

1 .  Managerial  Decision  Making.  Economic 
analysis helps managers develop strategies to pur-
sue their objectives effectively in the presence of 
scarcity.  Various managers within a firm face dif-
ferent objectives and different constraints, but the 
overriding objective in most private sector firms 
is  to maximize profits.  Making decisions subject 
to constraints implies making trade-offs.  To make 
good managerial decisions, managers must under-
stand how consumers, workers, other managers, 
and governments will act.  Economic theories nor-
mally (but not always)  assume that all decision 
makers attempt to maximize their well-being given 
the constraints they face.

2.  Economic  Models.  Managers  use  models 
based on economic theories to help make predic-
tions and decisions, which they use to run their 
firms.  A good model is  simple to use and makes 
clear,  testable predictions that are supported by 
evidence.  Economists  use models  to  construct 
positive  hypotheses such as causal statements link-
ing changes in one variable, such as income, to its 
effects,  such as purchases of automobiles.  These 
positive propositions can be tested.  In contrast, 
normative  statements, which are value judgments, 
cannot be tested.
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Supply and Demand2
Learn i n g  Ob jec t i ve s

1 .  Determine a  good s market price and  quantity using supply and demand curves.

2.  Predict how an event that affects consumers or firms changes the market price and quantity.

3.  Analyze the market effects of government policy using the supply-and-demand model.

4.  Determine for which markets the supply-and-demand model  is  appropriate.

1Each chapter from Chapter 2 on begins with a Managerial Problem that contains a specific question, 
which is answered at the end of the chapter using the theories presented in the chapter.  Sources for 
the Managerial Problems, Mini-Cases, and Managerial Implications appear at the back of the book.
2Their political opponents object, claiming that fears about global warming are exaggerated and 
warning of large price increases from such taxes.

Burning fossil  fuels such as gasoline,  coal,  and  heating oil  releases gases containing 

carbon into the air.1  These greenhouse  gases are widely believed to contribute 

to global  warming.  To reduce this problem and raise tax revenues,  many environ-

mentalists and political  leaders have proposed levying a  carbon  tax  on  the carbon 

content in  fossil  fuels.2

When  governments  impose  carbon 

taxes on  gasoline,  managers of firms that 

sell  gasoline need to think about how much 

of the tax they have to absorb and  how 

much they can pass through to firms and 

consumers  who buy gasol ine.  S imilarly,  

managers of firms that purchase gasoline 

must  consider how any pass-through 

charges wil l  affect their costs of shipping,  air 

travel,  heating,  and production.  This pass-

through analysis is  critical  in  making mana-

gerial  decisions concerning how much to 

produce,  how to set prices,  whether to 

undertake long-run  capita l  investments,  

and whether to operate or shut down.

Carbon Taxes

Manager ia l  
P rob l em 

Talk is  cheap because  supply exceeds demand.
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9ChaPTer 2   Supply and Demand

T
o analyze the effects of carbon taxes on gasoline prices and other variables, 
managers use an economic tool called the supply-and-demand model.  Managers 
who use the supply-and-demand model to anticipate the effects of events make 

more profitable decisions.
The supply-and-demand model provides a good description of many markets 

and applies particularly well to markets with many buyers and many sellers,  as in 
most agricultural markets,  much of the construction industry, many retail markets 
(such as  gasoline retailing),  and several other major sectors of the economy.  In 
markets where this model is  applicable,  it allows us to make clear,  testable predic-
tions about the effects of new taxes or other shocks on prices and other market 
outcomes.

Fin land  and  Sweden implemented  the first broad-based  carbon  taxes on  fuels 

containing  carbon  (such  as gasol ine)  in  the early 1 990s.  Various other European 

countries soon  fol lowed  suit.  However,  strong opposition  to carbon  taxes has l im-

ited  adoption  in  the Un ited  States and  Canada.  The first  North  American  car-

bon  tax was introduced  in  2006 in  Boulder,  Colorado (where it  was appl ied  to 

only electricity generation) ,  and  this  tax was renewed in  201 2.  In  2007 and  2008,  

the Canadian  provinces of Quebec and  British  Columbia  became the first prov-

inces or states in  North  America  to impose a  broad-based  carbon  tax.  Austral ia  

adopted  a  carbon  tax in  201 2 but repealed  it  in  201 4.  Chile enacted  a  carbon 

tax in  201 4.

Such carbon taxes harm some industries and  help others.  The tax hurts owners 

and managers of gasoline retail ing firms,  who need to consider whether they can 

stay in  business in  the face of a  significant carbon tax.  Shippers and manufacturers 

that use substantial  amounts of fuel  in  production,  as well  as other firms,  would  also 

see their operating costs rise.

Although a  carbon tax harms some firms and  industries,  it  creates opportuni-

ties for others.  For example,  wind  power,  which  is  an  a lternative to fossil  fuels  in  

generating electricity,  would  become much more attractive.  Anticipating greater 

opportunities in  this market in  the future,  in  201 3,  Warren Buffett acquired two util ity-

scale solar plants  in  Southern  Cal ifornia  for between $2 and  $2.5 bil l ion  and,  in  

201 4,  announced his  intention  to increase his  company s investment in  a lternative 

energy to  $30 bil l ion.  Google invested  over $2 bil l ion  in  wind  and  other renew-

able energy as of 201 5.  By 201 5,  Germany was generating over 25% of its  electric 

power supply from renewable sources (primarily wind and  solar)  and  has a  target 

of  generating 80% by 2050.

Managers  in  the motor vehicle  industry would  need  to  consider whether to 

change their product mix in  response to  a  carbon  tax,  perhaps focusing  more 

on  fuel-efficient vehicles.  Even  without a  carbon  tax,  when  gas prices rise,  many 

consumers switch  from sports  uti l ity vehicles  (SUVs)  to  smal ler cars.  A carbon  tax 

would  favor fuel-efficient vehicles  even  more.

At the end  of th is  chapter,  we wil l  return  to  th is  topic  and  answer a  question 

of critica l  importance to  managers  in  the motor vehicle  industry and  in  other 

industries  affected  by gasol ine prices:  What would  be the effect of imposing  a  

carbon  tax on  the price of gasol ine?
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10 ChaPTer 2   Supply and  Demand

2.1  Demand

Consumers decide whether to buy a particular good or service and, if so, how much 
to buy based on its price and on other factors, including their incomes, the prices of 
other goods, their tastes, and the information they have about the product.  Govern-
ment regulations and other policies also affect buying decisions.  Before concentrat-
ing on the role of price in determining quantity demanded, lets look briefly at some 
other factors.

Income  plays a major role in determining what and how much to purchase.  People 
who suddenly inherit great wealth might be more likely to purchase expensive Rolex 
watches or other luxury items and would probably be less likely to buy inexpensive 
Timex watches and various items targeted toward lower-income consumers.  More 
broadly, when a consumer s income rises,  that consumer will often buy more of 
many goods.

The price of a  related good  might also affect consumers buying decisions.  Related 
goods can be either substitutes  or complements.  Substitutes  are a pair of goods or ser-
vices for which an increase in the price of one causes a consumer to demand a larger 
quantity of the other.  Before deciding to go to a movie theater, a consumer considers 
the price of a substitute such as streaming a movie online.  The more expensive it is 
to go to a movie theater, the more likely that the consumer purchases a streamed 
movie to watch at home instead.  Different brands of a good are often close substitutes.  
Before buying a pair of Levis jeans, a customer might check the prices of other brands 
and substitute one of those brands for Levis if its price is sufficiently attractive.

Complements  are a pair of goods or services for which an increase in the price of 
one causes a consumer to demand a smaller quantity of the other.  Smartphones, such 
as the iPhone and Samsung Galaxy, and music purchased online and downloaded 

In  this chapte r, 

we  e xamine  six 

main topics

Main  Top ic s
1 .  De mand:  The  quantity of  a  good  or service  that  consumers  demand 

depends on  price and  other factors  such  as  consumer incomes and  the 

prices  of related  goods.

2.  Supply:  The quantity of a  good  or service  that firms  supply depends  on  

price and  other factors  such  as  the cost of inputs  and  the level  of techno-

logica l  sophistication  used  in  production.

3.  Marke t equil ibrium:  The  in teraction  between  consumers  demand  and 

producers  supply determines the market price and  quantity of a  good  or 

service that is  bought and  sold .

4.  Shocks to the  equilibrium:  Changes in  factors  that affect demand  (such  as 

consumer income)  or supply (such  as  the price of inputs)  a l ter the market 

price and  quantity sold  of a  good  or service.

5.  effe cts of Gove rnme nt Inte rve ntions:  Government pol icy may a lso affect 

the equil ibrium by sh ifting  the demand  curve or the supply curve,  restrict-

ing  price  or quantity,  or using  taxes  to  create  a  gap between  the  price 

consumers  pay and  the price firms receive.

6.  When to Use  the  Supply-and-Demand Mode l:  The supply-and-demand model  

applies very well  to highly competitive markets,  which are typically markets 

with  many buyers and  sel lers.
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112.1  Demand

to the smartphone are complements.  A decline in the price of smartphones increases 
the demand for online music.

Consumers tastes  are important in determining their demand for a good or ser-
vice.  Consumers do not purchase foods they dislike or clothes they view as unfash-
ionable or uncomfortable.  The importance of fashion illustrates how changing tastes 
affect consumer demand.  Clothing items that have gone out of fashion often languish 
in discount sections of clothing stores even though they commanded high prices 
a couple of years (or even a few weeks)  earlier when they were in fashion.  Firms 
devote significant resources to trying to change consumer tastes through advertising.

Similarly, information  about the effects of a good has an impact on consumer deci-
sions.  In recent years, positive health outcomes linked to various food items have 
created greater demand for these healthy foods (such as soy products and high-fiber 
breads)  when the information became well known.

Government rules and regulations  affect demand.  If a city government bans the use 
of skateboards on its streets, demand for skateboards in that city falls.  Governments 
might also restrict sales to particular groups of consumers.  For example, many politi-
cal jurisdictions do not allow children to buy tobacco products, which reduces the 
quantity of cigarettes consumed.

Other factors  might also affect the demand for specific goods.  For example, con-
sumers are more likely to use Facebook if most of their friends use Facebook.  This 
network effect  arises from the benefits of being part of a network and from the poten-
tial costs of being outside the network.

Although many factors influence demand, economists  focus most on how a 
goods own  price affects the quantity demanded.  The relationship between price and 
quantity demanded plays a critical role in determining the market price and quan-
tity in supply-and-demand analysis.  To determine how a change in price affects the 
quantity demanded, economists ask what happens to quantity when price changes 
and other factors affecting demand such as income and tastes are held constant.

The Demand Curve

The amount of a good that consumers are willing  to buy at a given price, holding 
constant the other factors that influence purchases, is the quantity demanded.  The 
quantity demanded of a good or service can exceed the quantity actually  sold.  For 
example, as a promotion, a local store might sell DVDs for $2 each today only.  At 
that low price, you might want to buy 25 DVDs, but the store might run out of stock 
before you can select the DVDs you want.  Or the store might limit each consumer to a 
maximum of, for example, 10 DVDs.  The quantity you demand is 25; it is the amount 
you want,  even though the amount you actually buy  is 10.

Using a diagram, we can show the relationship between price and the 
quantity demanded.  A demand curve  shows the quantity demanded at 
each possible price, holding constant the other factors that influence pur-
chases.  Figure 2.1  shows the estimated annual world demand curve, D1,  
for coffee, which is one of the worlds most valuable traded commodities.  
The internationally traded commodity is unroasted (green)  coffee beans.  
These unroasted beans are sold to Starbucks, Folgers, Maxwell House, and 
other firms that roast and sell coffee to retail consumers.3 In this section, we 

3We estimated the demand curve using data from the Food and Agriculture Organization, 
 Commodity Review and Outlook and the International Coffee Organization, http://www.ico.org/ 
and World Bank, World Development Indicators.  We rounded the numbers for simplicity.

M02_PERL7879_02_SE_C02. indd   1 1 1 9/1 1 /1 5   1 1 :21  pm



12 ChaPTer 2   Supply and  Demand
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F I GU re  2. 1  a Demand Curve

The estimated  g loba l  demand  curve,  D 1 ,  for 
 coffee shows the relationship between the quan-
tity demanded per year in  mil l ions of tons and the 
price per lb.  The downward slope of the demand 
curve shows that,  holding other factors that influ-
ence demand  constant,  consumers demand  a  

smal ler quantity of a  good  when its  price is  h igh  
and  a  la rger quantity when  the  price  is  low.  
A change in  price causes a  movement along the  
demand curve.  For example,  an  increase in  the 
price of coffee causes consumers to demand a  
smaller quantity of coffee.

analyze the market for unroasted coffee beans, which we call coffee.  Although this 
demand curve is a straight line, demand curves may also be smooth curves or wavy 
lines.  By convention, the vertical axis of the graph measures the price, p ,  per unit 
of the good.  We measure the price of coffee in dollars per pound (abbreviated lb) .  
The horizontal axis measures the quantity, Q,  of the good, which is usually a physi-
cal measure  per time period.  This figure measures the quantity of coffee in millions of 
tons (2,000 lbs)  per year.

The demand curve hits the vertical axis  at $12,  indicating that the quantity 
demanded is zero when the price is $12 per lb  or higher.  The demand curve hits the 
horizontal (quantity)  axis at 12 tons, the quantity of coffee buyers would want each 
year if the price were zero.  To find out how much consumers demand at a  price 
between zero and $12, say, $6, we draw a horizontal line from that price on the ver-
tical axis until we hit the demand curve, and then we draw a vertical line down to 
the horizontal quantity axis.  As the figure shows, the quantity demanded at a price 
of $6 per lb is 6 million tons per year.

One of the most important things to know about a demand curve is what it does 
not  show.  All relevant economic variables that the demand curve graph does not 
explicitly showincome, prices of related goods (such as tea or sugar), tastes, infor-
mation, and so onare held constant.  Thus, the demand curve shows how quantity 
varies with price but not how quantity varies with income, the prices of related 
goods, tastes, information, or other variables.

effe cts of a Price  Change  on the  Quantity Demanded.  One of the 
most important results in economics is the Law of Demand:  Consumers demand 
more of a  good if its  price is  lower, holding constant income, the prices of other 
goods, tastes, and other factors that influence the amount they want to consume.  
According to the Law of Demand, demand curves slope downward,  as in Figure 2.1 .
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132.1  Demand

A downward-sloping demand curve illustrates that consumers demand a larger 
quantity of this good when its price is low and a smaller quantity when its price is 
high.  What happens to the quantity of coffee demanded if the price of coffee drops 
and all other variables remain constant? If the price of coffee falls from $6 per lb  to 
$4 per lb  in Figure 2.1 , the annual quantity buyers want to purchase increases from 
6 million tons to 8 million tons per year.  Similarly, if the price drops from $4 to $2 per 
lb, the quantity buyers demand increases from 8 to 10 million tons.4

These changes in the quantity demanded in response to changes in price are 
movements along the demand curve.  Thus, the demand curve is a concise summary of 
the answer to the question What happens to the quantity demanded as the price 
changes, when all other factors are held constant?

Although we generally expect demand curves to have a clear downward slope, 
as the coffee demand curve does, a vertical or horizontal demand curve is possible.  
We can think of horizontal and vertical demand curves as being extreme cases of 
downward-sloping demand.  The Law of Demand rules out demand curves that 
have an upward slope.

The Law of Demand is an empirical claima claim about what actually happens.  
It is not a claim about general theoretical principles.  It is theoretically possible that 
a  demand curve could slope upward.  However, the available empirical evidence 
strongly supports the Law of Demand.

effe cts of Othe r Factors on Demand.  If a  demand curve shows how a 
price change affects the quantity demanded, holding all other factors that affect 
demand constant, how can we use demand curves to show the effects of a change 
in one of these other factors, such as income? One approach is to draw the demand 
curve in a three-dimensional diagram with the price of coffee on one axis, income 
on a second axis, and the quantity of coffee on the third axis.  But just thinking about 
drawing such a diagram probably makes your head hurt.

Economists use a simpler approach to show the effect of factors other than a goods 
own price on demand.  A change in any relevant factor other than the price of the 
good causes a shift of the demand curve  rather than a movement along the demand curve.  
We illustrate such a shift in Figure 2.2.  This figure shows that the coffee demand 
curve shifts to the right  from the original demand curve D1  to a new demand curve 
D2 if average annual household income in high-income countries, which consume 
most of the worlds coffee, increases by $15,000 from $35,000 to $50,000.  On the new 
demand curve, D2,  consumers demand more coffee at any given price than on D1  
because income has risen, encouraging consumers to buy more coffee.  At a price of 
$2 per lb, the quantity of coffee demanded goes from 10 million tons on D1,  before 
the increase in income, to 11 .5 million tons on D2,  after the increase.

The prices of related goodssubstitutes and complementsalso affect the quan-
tity of coffee demanded.  Consumers who view tea and coffee as substitutes demand 
more coffee at any given price of coffee as the price of tea rises.  That is, their demand 
curve for coffee shifts to the right.

Complements have the opposite effect.  Consumers who view sugar and coffee as 
complements demand less coffee at any given price of coffee as the price of sugar 
rises.  That is, their demand curve for coffee shifts to the left.

4From now on, we will not state the physical and time period measures unless they are particularly 
relevant.  Thus, we say that the price is $2 (with the per lb understood) and the quantity is 10 (with 
the million tons per year understood).

M02_PERL7879_02_SE_C02. indd   1 3 1 9/1 1 /1 5   1 1 :21  pm



14 ChaPTer 2   Supply and  Demand

In addition, changes in other factors that affect demand, such as information, can 
shift a demand curve.  Reinstein and Snyder (2005)  found that movie reviews affect 
the demand for some types of movies, but not others.  Holding price constant, they 
determined that if a film received two-thumbs-up reviews on a popular movie-
review television program, the opening weekend demand curve shifted to the right 
by 25% for a drama, but the demand curve did not significantly shift for an action 
film or a comedy.

To properly analyze the effects  of a  change in some variable on the quantity 
demanded, we must distinguish between a movement along a demand curve  and a shift 
of a demand curve.  A change in the goods  own price  causes a movement along a  demand 
curve.  A change in any other relevant factor besides the goods  own price  causes a shift of 
the demand curve.

The  Demand Function

The demand curve shows the relationship between the quantity demanded and a 
goods own price, holding other relevant factors constant at some particular levels.  
We illustrate the effect of a change in one of these other relevant factors by shifting the 
demand curve.  We can also represent the same informationinformation about how 
price, income, and other variables affect quantity demandedusing a mathematical 
relationship called the demand function.  The demand function shows the effect of a 
goods own price and  other relevant factors on the quantity demanded.  Any factors 
not explicitly listed in the demand function are assumed to be irrelevant or held 
constant.  For example, we could specify the demand for coffee as a function of the 
price of coffee, income, the price of tea, the price of sugar, the prices of other related 
goods, and possibly other factors as well.  However, if we hold all potentially relevant 
factors except the price of coffee and income constant, the demand function is

 Q = D(p,  Y),  (2.1 )

where Q  is  the quantity of coffee demanded, D  is  the demand function, p  is  the 
price of coffee, and Y  is  income.  This expression shows how the quantity of coffee 
demanded varies with the price of coffee and the income of consumers.

Effect of a $1 5,000 increase 
in  the average income

p
, 
$
 p
e
r 
p
o
u
n
d

1 0 1 1 .5

Q,  Mi l l ion  tons of coffee per year

0

2.00

D2,  average
income is $50,000

D1 ,  average
income is $35,000

F I GU re  2. 2  a Shift of the  Demand Curve

The global  demand curve for cof-
fee shifts  to the right from D 1  to 
D

2 as average annual  household  
income in  high-income countries 
rises  by $1 5,000,  from  $35,000 
to  $50,000.  As  a  resu l t  of  the 
increase in  income,  more coffee 
is  demanded at any given price.
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Equation 2.1  is a general functional formit does not specify a particular form 
for the relationship between quantity, Q,  and the explanatory variables, p  and Y.  The 
estimated demand function that corresponds to the demand curve D1  in Figures 2.1  
and 2.2 has the specific (linear)  form

  Q = 8.5 - p + 0.1Y,  (2.2)

where Q  is  the quantity of coffee in millions of tons per year, p  is the price of coffee 
in dollars per lb,  and Y  is  the average annual household income in high-income 
countries in thousands of dollars.

When we draw the demand curve D1  in Figures 2.1  and 2.2, we set Y  at a specific 
value, Y = 35 ($35,000)  per year.  If we substitute this value for Y in Equation 2.2, we 
can rewrite the quantity demanded as a function of only the price of coffee:

 Q = 8.5 - p + 0.1Y

 = 8.5 - p + (0.1 * 35)

  = 12 - p.  (2.3)

The demand function in Equation 2.3 corresponds to the straight-line demand 
curve D1  in Figure 2.1  with Y = 35.  The constant term, 12, in Equation 2.3 is the quan-
tity demanded (in millions of tons per year)  if the price is zero.  Setting the price equal 
to zero in Equation 2.3, we find that the quantity demanded is Q = 12 - 0 = 12.  
Figure 2.1  shows that Q = 12 where D1  hits the quantity axiswhere price is zero.

Equation 2.3  also shows us  how quantity demanded varies with a  change 
in price:  a movement along  the demand curve.  If the price falls from p1  to p2,  the 
change in price, p,  equals p2 - p1.  (The  symbol, the Greek letter delta, means 
change in the variable following the delta, so p  is  the change in the price.)  If 
the price of coffee falls from p1 = $4 to p2 = $2, then p = $2 - $4 = -$2.  Quan-
tity demanded changes from Q1 = 8 at a price of $4 to Q2 = 10 at a price of $2, so 
Q = Q2 - Q1 = 10 - 8 = 2 million tons per year, as Figure 2.1  shows.
More generally, the quantity demanded at p1  is  Q1 = D(p1),  and the quantity 

demanded at p2 is Q2 = D(p2).  The change in the quantity demanded, Q = Q2 - Q1,  
in response to the price change (using Equation 2.3)  is

 Q = Q2 - Q1

 = D(p2) - D(p1)

 = (12 - p2) - (12 - p1)

 = - (p2 - p1)

 = - p.

Thus, the change in the quantity demanded, Q,  is - p  in this case.
For example, if p = -$2, then Q = -1 p = -1(-2) = 2.  That is, a $2 decrease 

in price causes the quantity demanded to rise by 2 million tons per year.  The change 
in quantity demanded is  positivethe quantity demanded increaseswhen the 
price falls.  This effect is consistent with the Law of Demand.  Similarly, raising the 
price would cause the quantity demanded to fall.

Deriving the 

Slope of a  

Demand Curve

Using  Calculus
We can determine how the quantity changes as the price increases using calcu-
lus.  Given the demand function for coffee of Q = 12 - p,  the derivative of the 
demand function with respect to price is dQ/dp = -1 .  Therefore, the slope of 
the demand curve in Figure 2.1 , which is dp/dQ = 1/(dQ/dp),  is also -1 .  More 
generally, the Law of Demand states that the derivative of the demand function 
with respect to price is negative, dQ/dp 6 0.
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16 ChaPTer 2   Supply and  Demand

Summing Demand Curve s
The overall demand for coffee is composed of the demand of many individual con-
sumers.  If we know the demand curve for each of two consumers, how do we deter-
mine the total demand curve for the two consumers combined? The total quantity 
demanded at a  given price  is  the sum of the quantity each consumer demands at that 
price.

We can use individual demand functions to determine the total demand of several 
consumers.  Suppose that the demand function for Consumer 1  is

 Q1 = D1(p)  

and the demand function for Consumer 2 is

 Q2 = D2(p).  

At price p,  Consumer 1  demands Q1  units, Consumer 2 demands Q2 units, and the 
total quantity demanded by both consumers is the sum of these two quantities:

 Q = Q1 + Q2 = D1(p) + D2(p).  

We can generalize this approach to look at the total demand for three, four, or 
more consumers, or we can apply it to groups of consumers rather than just to indi-
viduals.  It makes sense to add the quantities demanded only when all consumers 
face the same price.  Adding the quantity Consumer 1  demands at one price to the 
quantity Consumer 2 demands at another price would not be meaningful for this 
purposethe result would not show us a point on the combined demand curve.

5For graphical simplicity, we do not show the other major sources of U.S.  demand for corn:  export, 
storage, and use in biofuels (ethanol).  Thus, this summed demand curve is not the total demand 
curve for corn.

Min i - Case We illustrate how to sum individual demand curves to get a summed or com-
bined demand curve graphically using estimated demand curves for corn 
(McPhail & Babcock, 2012).  The figure shows the U.S.  feed demand (the use 
of corn to feed animals)  curve, the U.S.  food demand curve, and the summed 
demand curve from these two sources.5

Summing Corn 
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172.2 Supply

2.2 Supply

Knowing how much consumers want to buy at any given price is  not enough by 
itself to tell us the market price and quantity.  We also need to know how much firms 
want to supply at any given price.  Firms determine how much of a good to supply 
given the price of that good and other factors, including the costs of producing the 
good.  Usually, we expect firms to supply more at a higher price.  Before concentrating 
on the role of price in determining supply, we describe the role of some other factors.

Costs  of production (how much the firm pays for factors of production such as 
labor, fuel, and machinery)  affect how much of a product firms want to sell.  As a 
firms cost falls, it is usually willing to supply more, holding price and other factors 
constant.  Conversely, a cost increase will often reduce a firms willingness to pro-
duce.  If the firms cost exceeds what it can earn from selling the good, the firm will 
produce nothing.  Thus, factors that affect costs also affect supply.  If a technological 
advance  allows a firm to produce its good at lower cost, the firm supplies more of 
that good at any given price, holding other factors constant.

Government rules  and regulations  can also affect supply directly without working 
through costs.  For example, in some parts of the world, retailers may not sell most 
goods and services on particular days of religious significance.  Supply on those days 
is constrained by government policy to be zero.

The  Supply Curve
The quantity supplied  is  the amount of a good that firms want  to sell at a  given 
price, holding constant other factors that influence firms  supply decisions, such 
as costs and government actions.  We can show the relationship between price and 
the quantity supplied graphically.  A supply curve  shows the quantity supplied at 
each possible price, holding constant the other factors that influence firms supply 
decisions.  Figure 2.3 shows the estimated supply curve, S1,  for coffee.  As with the 
demand curve, the price on the vertical axis is measured in dollars per physical unit 
(dollars per lb), and the quantity on the horizontal axis is measured in physical units 
per period (millions of tons per year).  Because we hold fixed other variables that may 
affect supply, the supply curve concisely answers the question What happens to the 
quantity supplied as the price changes, holding all other relevant factors constant?

effe cts of Price  on Supply.  We illustrate how price affects the quantity sup-
plied using the supply curve for coffee in Figure 2.3.  The supply curve is upward 
sloping.  As the price increases,  firms supply more.  If the price is  $2 per lb,  the 

To derive the sum of the quantity demanded for these two uses at a given 
price, we add the quantities from the individual demand curves at that price.  
That is,  we add the demand curves horizontally.  At the 2012 average price for 
corn, $7.40, the quantity demanded for food is 1 .3  billion bushels per year and 
the quantity demanded for feed is 4.6 billion bushels.  Thus, the summed quan-
tity demanded at that price is  Q = 1.3 + 4.6 = 5.9  billion bushels.

When the price of corn exceeds $27.56 per bushel, farmers stop using corn for ani-
mal feed, so the quantity demanded for this use equals zero. As a result, the summed 
demand curve is the same as the food demand curve at prices above $27.56.
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quantity supplied by the market is 10 million tons per year.  If the price rises to $4, 
the quantity supplied rises to 11  million tons.  An increase in the price of coffee causes 
a movement along the supply curve:  firms supply more coffee.

Although the Law of Demand states that the demand curve slope downward, no  
corresponding Law of Supply states that the supply curve must slope in a par-
ticular way.  We observe supply curves that are vertical,  horizontal, or downward 
sloping in particular situations.  However, supply curves are commonly upward slop-
ing.  Accordingly, if we lack specific information about the slope, we usually draw 
upward-sloping supply curves.  Along an upward-sloping supply curve, the higher 
the price, the larger the quantity that firms supply, holding other factors constant.

effe cts of Othe r Variable s on Supply.  A change in a relevant variable other 
than the goods own price causes the entire supply curve to shift.  One such variable is 
the price of cocoa (which is a major component in chocolate).  The land on which cof-
fee is grown can also grow cocoa.  When the price of cocoa rises, many coffee farmers 
switch to producing cocoa.  Therefore, when the price of cocoa rises, the amount of 
coffee produced at any given price for coffee falls.

In Figure 2.4, when the cocoa price increases from $3 per lb  to $6 per lb, the sup-
ply curve for coffee shifts leftward from S1  to S2.  At a price of $2 per lb  for coffee, the 
quantity supplied falls from 10 million tons on S1  to 9.4 million tons on S2.

It is important to distinguish between a movement along a  supply curve  and a shift 
of the supply curve.  When the price of coffee changes, the change in the quantity 
supplied reflects a movement along the supply curve.  When the price of cocoa or other 
variables that affect supply change, the entire supply curve shifts.

The  Supply Function
We can write the relationship between the quantity supplied and price and other 
factors as a  mathematical relationship called the supply function .  Using a general 
functional form, we can write the coffee supply function, S ,  as

  Q = S(p,  pc),  (2.4)

p
, 
$
 p
e
r 
lb

1 0

Coffee supply curve,  S1

1 1

Q,  Mi l l ion  tons of coffee per year

0

2.00

4.00

F I GU re  2. 3  a Supply Curve

The estimated supply curve,  
S1 ,  for coffee  shows  the 
re la tionsh ip  between  the 
quantity suppl ied  per year 
and  the price per lb,  hold-
ing constant cost and  other 
factors that influence supply.  
The upward slope of this sup-
ply curve indicates that firms 
supply more coffee when its 
price is  h igh  and  less  when 
the price is  low.  An increase 
in  the price of coffee causes 
firms to supply a  larger quan-
tity of coffee;  any change in  
price results  in  a  movement 
along the  supply curve .
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192.2 Supply

where Q  is  the quantity of coffee supplied, p  is  the price of coffee, and pc  is  the price 
of cocoa.  The supply function, Equation 2.4, might also incorporate other factors such 
as wages, transportation costs, and the state of technology, but by leaving them out, 
we are implicitly holding them constant.

Our estimated supply function for coffee is

  Q = 9.6 + 0.5p - 0.2pc,  (2.5)

where Q  is the quantity in millions of tons per year, p  is  the price of coffee in dollars 
per lb, and pc  is  the price of cocoa in dollars per lb.  If we hold the cocoa price fixed 
at $3 per lb, we can rewrite the supply function in Equation 2.5 as solely a function 
of the coffee price.  Substituting pc = $3 into Equation 2.5, we find that

  Q = 9.6 + 0.5p - (0.2 * 3) = 9 + 0.5p.  (2.6)

What happens to  the quantity supplied if the price  of coffee increases  by 
p = p2 - p1?  As the price increases from p1  to p2,  the quantity supplied goes from 

Q1  to Q2,  so the change in quantity supplied is

 Q = Q2 - Q1 = (9 + 0.5p2) - (9 + 0.5p1) = 0.5(p2 - p1) = 0.5 p.  

Thus, a $1  increase in price ( p = 1)  causes the quantity supplied to increase by 
Q = 0.5  million tons per year.  This change in the quantity of coffee supplied as p  

increases is a movement along the supply curve.

Summing Supply Curve s
The total supply curve shows the total quantity produced by all suppliers at each 
possible price.  The overall amount of coffee supplied at any given price is the sum 
of the quantity supplied by Brazilian, Vietnamese, Colombian, and other producers 
in various countries.
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Effect of a $3 increase 
in  the price of cocoa
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F I GU re  2. 4  a Shift of a Supply Curve

A $3 per lb  increase  in  the  price  of 
cocoa,  which farmers can grow instead 
of  coffee,  causes the supply curve for 
coffee to shift leftward  from S1  to S2.  At 
a  coffee price of $2 per lb,  the quantity 
supplied fal ls  from 1 0 on  S1  to 9.4 on S2.
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20 ChaPTer 2   Supply and  Demand

2.3 Marke t equilibrium

The supply and demand curves jointly determine the price and quantity at which a 
good or service is bought and sold.  The demand curve shows the quantities consum-
ers want to buy at various prices, and the supply curve shows the quantities firms 
want to sell at various prices.  Unless firms set the price so that consumers want to 
buy exactly the same amount that suppliers want to sell, some consumers cannot buy 
as much as they want or some sellers cannot sell as much as they want.

When all market participants are able to buy or sell as much as they want, we 
say that the market is in equilibrium:  a situation in which no participant wants to 
change its behavior.  A price at which consumers can buy as much as they want and 
sellers can sell as much as they want is the equilibrium price.  At this price, the quantity 
demanded equals the quantity supplied.  This quantity is the equilibrium quantity.  
Thus, if the government does not intervene in the market, the supply-and-demand 
model is in equilibrium when the market clears  in the sense that buyers and sellers 
are both able to buy or sell as  much as they want at the market priceno one is 
frustrated and all goods that are supplied to the market are sold.

Using a Graph to De te rmine  the  equilibrium
To illustrate how supply and demand curves determine the equilibrium price and 
quantity, we use the coffee example.  Figure 2.5  shows the supply curve, S1,  and 
demand curve, D1,  for coffee.  The supply and demand curves intersect at point e,  the 
market equilibrium.  The equilibrium price is $2 per lb, and the equilibrium quantity 
is 10 million tons per year, which is the quantity firms want to sell and  the quantity 
consumers want to buy.

F I GU re  2. 5  Marke t equilibrium

The  in tersection  of  the  sup-
ply curve,  S1 ,  and  the demand 
curve,  D 1 ,  for coffee determines 
the market equil ibrium point,  e ,  
where p = $2 per lb and Q = 1 0 
mil l ion  tons per year.  At the lower 
price  of  p = $1 ,  the  quantity 
demanded is  1 1 ,  but the quan-
tity suppl ied  is  on ly 9 .5,  so  the 
excess demand is  1 .5.  At p = $3,  
the price exceeds the equil ibrium 
price.  As a  result,  the market has 
an  excess supply of 1 .5 because 
the  quantity demanded,  9 ,  is  
less  than  the quantity suppl ied,  
1 0.5.  With either excess demand 
or excess supply,  market forces 
drive the price back to the equi-
l ibrium price of $2.
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Excess demand = 1 .5
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212.3 Market Equil ibrium

Using alge bra to De te rmine  the  equilibrium
We can determine the coffee equilibrium mathematically, using supply and demand 
functions that correspond to the supply and demand curves.  We use these two equa-
tions to solve for the equilibrium price at which the quantity demanded equals the 
quantity supplied (the equilibrium quantity).  The demand function Equation 2.3 is 
the relationship between the quantity demanded, Qd,  and the price:

6

 Qd = 12 - p.  

The supply function Equation 2.6 is the relationship between the quantity supplied, 
Qs,  and the price:

 Qs = 9 + 0.5p.  

We want to find the equilibrium price, p,  at which Qd = Qs = Q.  Thus, we set the 
right sides of these two equations equal,

 12 - p = 9 + 0.5p,  

and solve for the price.
Adding p  to both sides of this expression and subtracting 9  from both sides, we 

find that 3 = 1 .5p.  Dividing both sides of this last expression by 1 .5, we learn that the 
equilibrium price is p = $2.  We can determine the equilibrium quantity by substitut-
ing this p  into either the supply function or the demand function.  Using the demand 
function, we find that the equilibrium quantity is

 Q = 12 - 2 = 10 

million tons per year.  We can obtain the same quantity by using the supply function:

 Q = 9 + (0.5 * 2) = 10.  

Force s That Drive  the  Marke t to equilibrium
A market equilibrium is not just an abstract concept or a  theoretical possibility.7 
Economic forces cause markets to adjust to the equilibrium.  At the equilibrium, price 
and quantity remain stable until some new event occurs that shifts the demand or 
supply curve.

Remarkably, an equilibrium occurs without any explicit coordination between 
consumers and firms.  In a competitive market such as that for most agricultural 
products,  millions of consumers and thousands of firms make their buying and 
selling decisions independently.  Yet each firm can sell the quantity it wants at the 
market price and each consumer can buy the quantity he or she wants at that price.  It 
is  as though an unseen market force like an invisible hand  (a phrase coined by Adam 
Smith in 1776)  directs people and firms to coordinate their activities to  achieve 
equilibrium.

7MyEconLab  has games (called experiments)  for the Managerial Economics and Strategy course.  These 
online games allow you to play against the computer.  The Market Experiment  illustrates the opera-
tion of the supply-and-demand model, allowing you to participate in a simulated market.  To play, 
go to MyEconLab  Multimedia Library, Single Player Experiment, and set the Chapter field to All 
Chapters.

6Usually, we use Q  to represent both the quantity demanded and the quantity supplied.  However, 
for clarity in this discussion, we use Qd  and Qs.
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22 ChaPTer 2   Supply and  Demand

What forces cause the market to move to equilibrium? If the price is not at the 
equilibrium level, consumers or firms have an incentive to change their behavior in 
a way that will drive the price to the equilibrium level, as we now illustrate.

If the price were initially lower than the equilibrium price, consumers would want 
to buy more than suppliers want to sell.  If the price of coffee is $1  in Figure 2.5, firms 
are willing to supply 9.5  million tons per year but consumers demand 11  million 
tons.  At this price, the market is in disequilibrium:  the quantity demanded is not equal 
to the quantity supplied.  This market has excess demandthe amount by which the 
quantity demanded exceeds the quantity supplied at a specified price.  If the price is 
$1  per lb, the market has an excess demand of 11 - 9.5 = 1 .5  million tons per year.

Some consumers are lucky enough to buy the coffee at $1  per lb.  Other consumers 
cannot find anyone who is willing to sell them coffee at that price.  What can they do? 
Some frustrated consumers may offer to pay suppliers more than $1  per lb.

Alternatively, suppliers, noticing these disappointed consumers, might raise their 
prices.  Such actions by consumers and producers cause the market price to rise.  As 
the price rises, the quantity that firms want to supply increases and the quantity that 
consumers want to buy decreases.  This upward pressure on price continues until it 
reaches the equilibrium price, $2, which eliminates the excess demand.

If, instead, the price is initially above the equilibrium level, suppliers want to sell 
more than consumers want to buy.  For example, at a price of $3, suppliers want to 
sell 10.5  million tons per year but consumers want to buy only 9  million tons, as 
 Figure 2.5 shows.  This market has an excess supplythe amount by which the quan-
tity supplied exceeds the quantity demanded at a specified priceof 1 .5 (=  10.5 - 9)  
million tons at a price of $3.  Not all firms can sell as much as they want.  Rather than 
allow their unsold coffee to get stale, firms lower the price to attract additional cus-
tomers.  As long as the price remains above the equilibrium price, some firms cannot 
sell as much coffee as they want, so they lower the price further.  The price falls until 
it reaches the equilibrium level, $2, which eliminates the excess supply and hence 
removes the pressure to lower the price further.

Not all markets reach equilibrium through the independent actions of many buy-
ers or sellers.  In institutionalized or formal markets, such as the Chicago Mercantile 
Exchangewhere coffee and other agricultural commodities, financial instruments, 
energy, and metals are tradedbuyers and sellers meet at a single location (or on a single 
Web site).  Often in these markets certain individuals or firms, sometimes referred to as 
market makers, act to adjust the price and bring the market into equilibrium very quickly.

In summary, at any price other than the equilibrium price, either consumers or 
suppliers are unable to trade as much as they want.  These disappointed market par-
ticipants act to change the price, driving the price to the equilibrium level.  The equilib-
rium price is called the market clearing price  because no buyers or sellers are frustrated 
at this pricethe market eliminates or clears any excess demand or excess supply.

2.4 Shocks to the  equilibrium
Once a market achieves equilibrium, the equilibrium can persist indefinitely because 
no one applies pressure to change the price.  The equilibrium changes only if a shock 
occurs that shifts the demand curve or the supply curve.  These curves shift if one of 
the variables we were holding constant changes.  If tastes, income, government poli-
cies, or costs of production change, the demand curve or the supply curve or both 
shift, and the equilibrium changes.
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232.4 Shocks to the Equil ibrium

effe cts of a Shift in  the  Demand Curve
Suppose that the average income in high-income countries increases by $15,000 from 
$35,000 to $50,000.  As a result, consumers purchase more coffee at any given price.  
Reflecting this change, the demand curve for coffee shifts to the right from D1  to D2 
in panel a of Figure 2.6.  At the initial equilibrium price of $2, consumers now want to 
purchase 11 .5 million tons of coffee per year.  However, at that price, suppliers want 
to sell only 10 million tons, so the market has an excess demand of 11 .5 - 10 = 1.5  
million tons.

This excess demand creates market pressure, which drives the price up until it 
reaches a new equilibrium price of $3.  At that price, firms want to sell 10.5 million 
tons and consumers want to buy 10.5 million tons, the new equilibrium quantity.  The 
increase in income causes a shift of the demand curve,  which in turn causes a movement 
along the supply curve  from e1  to e2.
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(a)  Effect of a $1 5,000 Increase in  Income (b)  Effect of a $3 Increase in  the Price of Cocoa

Excess demand = 0.6Excess demand = 1 .5

F I GU re  2. 6  equilibrium effe cts of a Shift of a Demand or Supply Curve

(a)  A $1 5,000 increase in  average annual  house-
hold  income causes the demand curve for cof-
fee to shift to the right from D 1 to D2.  At the original  
equil ibrium (e1 )  price of $2,  initial ly the market has 
excess demand of 1 .5 mil l ion  tons per year.  Market 
pressures drive the price up until  it reaches $3 at 
the new equil ibrium,  e2.  

(b)  A $3 per pound increase in  the price of cocoa 
causes some producers to shift from coffee pro-
duction to cocoa production,  reducing the quan-
tity of coffee suppl ied  at every price.  The supply 
curve sh ifts  to  the left from S 1  to  S2,  driving  the 
market equil ibrium from e1  to e2,  where the new 
equil ibrium price is  $2.40.

MyEconLab Video

Q&a  2 . 1
The estimated global supply function for coffee is Q = 9 + 0.5p.  The estimated 
demand function is Q = 8.5 - p + 0.1Y,  where Y  is the average income in high-
income countries in thousands of dollars.  The initial income is Y = 35 ($35,000).  
Using algebra, determine the initial equilibrium price and quantity of coffee, and 
then determine how price and quantity change if the average income increases 
by 15 to Y = 50.
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effe cts of a Shift in  the   
Supply Curve
We now consider how a shift in the supply curve affects the 
coffee market equilibrium.  Assume that income remains at 
its original level of $35,000 but the price of cocoa rises from 
$3 per lb  to $6 per lb.  This increase in the price of cocoa 
causes some coffee producers to switch to cocoa produc-
tion.  As a result,  the supply curve for coffee shifts to the 
left from S1  to  S2  in panel b  of Figure 2.6.  At any given 
price,  producers want to supply less coffee than they did 
before the price of cocoa increased.  At the original equi-
librium price of coffee of $2 per lb,  consumers still want 
10 million tons, but producers are now willing to supply 
only 9.4 million tons,  so  the markets  excess  demand is 
0.6 million tons.  Market pressure forces the price of coffee 
up until the market reaches a new equilibrium at e2,  where 
the equilibrium price is  $2.40 and the equilibrium quantity 
is  9.6.  Here a shift of the supply curve  results in a movement 
along the demand curve.

answer

1.  Substitute the initial value of Y into the demand function to obtain quantity demanded 
purely as  a  function of p.  As we derived in Equation 2.3, if Y = 35, then

Q = 8.5 - p + 0.1Y = 8.5 - p + (0.1 * 35) = 12 - p.

2.  Equate the supply and demand functions to determine the initial equilibrium.  The 
equilibrium price is  determined by equating the right sides of these supply 
and demand functions:

9 + 0.5p = 12 - p.

Solving this equation for p,  we fnd that 1 .5p = 3, or p = $2.  We calculate the 
equilibrium quantity by substituting this price into the supply or demand 
function:  Q = 9 + (0.5 * 2) = 10 or Q = 12 - 2 = 10 million tons per year.

3.  Repeat steps 1  and 2  using  Y = 50 instead of Y = 35.  The new demand function is

Q = 8.5 - p + 0.1Y = 8.5 - p + (0.1 * 50) = 13.5 - p.

Equating this expression to the right hand side of the supply function, we obtain 
9 + 0.5p = 13.5 - p.  Solving for p,  we fnd that 1 .5p = 4.5  or p = $3.  We cal-
culate the equilibrium quantity by substituting this price into the supply or 
demand function:  Q = 9 + (0.5 * 3) = 10.5  or Q = 13.5 - (1 * 3) = 10.5.

4.  Show how the equilibrium price and quantity of coffee changes  by subtract-
ing the original  values  from the new ones .  The change in the equilibrium 
price  is  p = $3 - $2 = $1.  The change in the equilibrium quantity is 
Q = 10.5 - 10 = 0.5  million tons per year.  Panel a of Figure 2.6 illustrates 

these changes in the equilibrium price and quantity.
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In summary, a  change in an underlying factor,  such as income, the price of a 
related good, land use or the cost of production shifts the demand curve or the 
supply curve.  As a result,  the equilibrium changes.  To describe the effect of this 
change, we compare the original equilibrium price and quantity to the new equilib-
rium values.

Managers with foresight can use the supply and demand model to anticipate 
how shocks to supply or demand will affect future business conditions and take 
advantage of that knowledge.  For example, Mars, one of the worlds largest pro-
ducers of chocolate products, is often among the first companies to learn about 
events that affect cocoa production, most of which occurs in Africa.  Using their 
cocoa supply and demand model, Mars managers (called Martians)  predict how 
much prices will change in the near future.  If they expect prices to increase sub-
stantially, they immediately buy a great deal of cocoa at relatively low prices 
directly from suppliers in Africa.  Alternatively, if they expect prices to fall, they 
may hold off buying now and then buy later at a lower price from organized 
markets such as ICE Futures U.S.  or the London International Financial Futures 
and Options Exchange.

Taking 

advantage  of 

Future  Shocks

Manag e r ial  
I mp l i cat ion

effe cts of Shifts in  both Supply and Demand Curve s
Some events cause both the supply curve and the demand curve to shift.  If both shift, 
then the qualitative effect on the equilibrium price and quantity may be difficult to 
predict, even if we know the direction in which each curve shifts.  Changes in the 
equilibrium price and quantity depend on exactly how much the curves shift, as the 
following Mini-Case and Q&A illustrate.

Min i - Case A genetically modified (GM) food has had its DNA altered through genetic engi-
neering rather than through conventional breeding.  The introduction of GM 
techniques can affect both the supply and demand curves for a crop.

The first commercial GM food was Calgenes Flavr Savr tomato that resisted 
rotting, which the company claimed would enable it to stay on the vine longer 
to ripen to full flavor.  It was first marketed in 1994 without any special label-
ing.  Other common GM crops include canola, corn, cotton, rice, soybean, and 
sugar cane.  Using GM seeds, farmers can produce more output at a given cost.  
At least 29  countries grow GM food crops, which are mostly herbicide-resistant 
varieties of maize, soy, and oilseed.  As of 2015, the largest producers of GM 
food crops were (in order)  the United States,  Brazil,  Argentina, Canada, and 
China.

Some scientists  and consumer groups have raised safety concerns about 
GM crops,  and these concerns have been particularly influential in Europe.  
Farmers in the European Union (EU)  produce very few GM crops, devoting 
only 0.1% of their cultivable land to them, due to very restrictive government 
regulation.  In 2015,  the EU instituted new rules  allowing member states  to 
ban cultivation of particular GM crops even if the EU has  approved them.  

Gene tically 

Modifie d Foods
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Sixty-four nationsincluding those  in the 
EU, Australia,  Brazil,  China, Japan, and Rus-
siarequire  the  labeling of GM foods.  In 
contrast,  the United States does not require 
labeling.

Prior to 2008 the EU had a de facto ban on 
imports of GM foods, but in 2008 the World 
Trade Organization (WTO)  forced the  EU 
to end this  de facto ban on the basis  that it 
lacked scientific  merit and hence violated 
international trade rules.  According to some 
polls,  70% of consumers in Europe object to 
GM foods.  Fears cause some consumers to 
refuse to buy a GM crop (or the entire crop if 
consumers cannot distinguish GM products).  
Consumers in other countries,  such as  the 
United States,  are less concerned about GM 
foods.  However,  even in the United States, 
a  2015  poll  found that 57% of consumers 

believe that GM foods are generally unsafe to eat,  whereas 88% of scientists 
believe they are generally safe.

Q&a  2 . 2
When they became available, StarLink and other GM corn seeds caused the supply 
curve for the corn used for animal feed to shift to the right.  If consumer concerns 
cause the demand curve for corn to shift to the left, how will the before-GM equi-
librium compare to the after-GM equilibrium? Consider the possibility that the 
demand curve may shift only slightly in some countries but substantially in others.

answer

1.  Determine the original equilibrium.  The original equilibrium, e1,  occurs where 
the before-GM supply curve, S1,  intersects the before-GM demand curve, D1,  
at price p1  and quantity Q1.  Both panels a and b of the figure show the same 
equilibrium.

2.  Determine the new equilibrium .  After the introduction of GM seeds, the new 
supply curve, S2,  lies to the right of S1  in both panels.  In panel a,  the new 
demand curve, D2,  lies only slightly to the left of D1,  while in panel b, D3  lies 
substantially to the left of D1.  In panel a, the new equilibrium e2 is determined 
by the intersection of S2 and D2.  In panel b, the new equilibrium e3  reflects the 
intersection of S3  and D3.

3.  Compare the before-GM equilibrium to the after-GM equilibrium.  In both panels, the 
equilibrium price falls from p1  to either p2 or p3.The equilibrium quantity rises 
from Q1  to Q2 in panel a, but falls from Q1  to Q3 in panel b.

4.  Comment.  When both curves shift, we cannot predict the direction of change 
of both the equilibrium price and quantity without knowing how much each 
curve shifts.  Whether a countrys growers adopt GM seeds depends crucially 
on consumer resistance to these new products.

MyEconLab Q&A
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272.5 Effects of Government Interventions

2.5 effe cts of Gove rnment Inte rve ntions

Often governments are responsible for changes in market equilibrium.  We examine 
three types of government policies.  First, some government actions shift the supply 
curve, the demand curve, or both curves, which causes the equilibrium to change.  
Second, the government may use price controls that cause the quantity demanded 
to differ from the quantity supplied.  Third, the government may tax or subsidize 
a good, which results in a gap between the price consumers pay and the amount 
sellers receive.

Policie s That Shift Curve s
Government policies may cause demand or supply curves to shift.  Many govern-
ments limit who can buy goods.  For example, many governments forbid selling 
alcohol to young people, which decreases the quantity demanded at each price and 
thereby shifts the demand curve to the left.  Similarly, a government may restrict the 
amounts of foreign products that can be imported, which decreases the quantity sup-
plied of imported goods at each price and shifts the importing countrys supply curve 
to the left.  Or, the government could start buying a good, which increases the quan-
tity demanded at each price for the good and shifts the demand curve to the right.
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(a)  Little Consumer Concern (b)  Substantial  Consumer Concern

Min i - Ca se In the United States, in many occupations, working without a license is  illegal.  
More than 800 occupations require licensing at the local, state, or federal level, 
including animal trainers,  dietitians and nutritionists,  doctors,  electricians, 
embalmers, funeral directors, hairdressers, librarians, nurses, psychologists, real 
estate brokers, respiratory therapists, and teachers (but not economists).

Occupational 

Lice nsing
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Price  Controls
Government policies that directly control the price of a good may alter the market 
outcome even though they do not affect the demand or supply curves of the good.  
Such a policy may lead to excess supply or excess demand if the price the govern-
ment sets differs from the unregulated equilibrium price.  We illustrate this result 
with two types of price control programs.  When the government sets a price ceiling  
at p,  no goods may be sold at a price higher than p.  When the government sets a price 
floor  at p,  no goods may be sold at a price below p. 8

Price  Ce ilings.  Price ceilings have no effect if they are set above the equilibrium 
price that would be observed in the absence of the price controls.  If the government 
says that firms may charge no more than p = $6 per gallon of gas and firms are actu-
ally charging p = $4, the governments price control policy is irrelevant.  However, if 
the unregulated equilibrium price, p,  were above the price ceiling p,  the price that is 
actually observed in the market is the price ceiling.  For example, if the equilibrium 
price of gas were $4 and a price ceiling of $3 is imposed, then the ceiling price of $3 
is charged.

During the early 1950s, fewer than 5% of U.S.  workers were in occupations 
covered by licensing laws at the state level.  Since then, the share of licensed 
workers has grown, reaching nearly 18% by the 1980s, at least 20% in 2000, and 
29% in 2008.  During the 20122013 legislative sessions, at least seven occupa-
tions were newly licensed in at least one state, including scrap metal recyclers 
in Louisiana and body artists in the District of Columbia (Kleiner, 2015).  Licens-
ing is  more common in occupations that require extensive education:  More 
than 40% of workers with post-college education are required to have a license 
compared to only 15% of those with less than a high school education.

A worker must pass a test to get a license in some occupations.  Frequently, 
licensed members of the occupation design these tests.  By making the exam dif-
ficult,  current workers can limit entry.  For example, only 46% of people taking 
the California State Bar Examination in February 2014 passed it,  although all of 
them had law degrees.  (The national rate for lawyers passing state bar exams 
in February 2014 was higher, but still only 57%.)

To the degree that testing is objective, licensing may raise the average quality 
of the workforce.  However, it restricts the number of workers in an occupa-
tion, which affects wages.  To analyze the wage effect of licensing, we can use 
a graph similar to panel b  of Figure 2.6, where the wage is on the vertical axis 
and the number of workers per year is  on the horizontal axis.  Licensing shifts 
the occupational supply curve to the left,  reducing the equilibrium quantity of 
workers and raising the wage.  Kleiner and Krueger (2013)  found that licens-
ing raises occupational wages by 18%.  Kleiner and Park (2014)  reported that 
licensing electricians raised their wages by 12% and that certain other licensing 
requirements (such as in education)  raised the wage by an additional 6% to 8%.

8MyEconLab  has a Price Floors Experiment  and a Price Ceilings Experiment  that illustrate the operation 
of price controls.  To participate go to the MyEconLab  Multimedia Library, Single Player Experiment, 
and set the Chapter field to All Chapters.
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292.5 Effects of Government Interventions

Currently, Canada and many European countries set price ceilings on 
pharmaceuticals.  The United States used price ceilings during both world 
wars, the Korean War, and in 19711973 during the Nixon administra-
tion, among other times.  Hawaii limited the price of wholesale gasoline 
from 20052006.  New Jersey has a state law that prohibits raising prices 
by more than 10% within 30 days of a declared state of emergency.  In the 
aftermath of Hurricane Sandy in 2012 many businesses received fines as 
a result of this law.

The U.S.  experience with gasoline illustrates the effects of price con-
trols.  In the 1970s, the Organization of Petroleum Exporting Countries 
(OPEC)  reduced supplies of crude oil (which is converted into gasoline)  
to Western countries.  As a result, the total supply curve for gasoline in 
the United States shifted to the left from S1  to S2 in Figure 2.7.  Because of 
this shift, the equilibrium price of gasoline would have risen substantially, 
from p1  to p2.  In an attempt to protect consumers by keeping gasoline 
prices from rising, the U.S.  government set price ceilings on gasoline in 
1973 and 1979.

The government told gas stations that they could charge no more than p1 = p.  
Figure 2.7 shows the price ceiling as a solid horizontal line extending from the price 
axis at p.  The price control is binding because p2 7 p.  The observed price is the price 
ceiling.  At p,  consumers want  to buy Qd = Q1  gallons of gasoline, which is the equi-
librium quantity they bought before OPEC acted.  However, firms supply only Qs,  
which is determined by the intersection of the price control line with S2.  The binding 
price control resulted in excess demand of Qd - Qs.

Were it not for the price controls, market forces would drive up the market price 
to p2,  the price at which the excess demand would be eliminated.  The government 
price ceiling prevents this adjustment from occurring.  As a result, an enforced price 
ceiling causes a shortage:  a persistent excess demand.

At the time of the controls,  some government officials argued that the short-
ages were the result of OPECs cutting off its supply of oil to the United States, but 
thats not true.  Without the price controls, the new equilibrium would be e2.  In this 
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F I GU re  2. 7  a Price  Ce iling on Gasoline

Restrictions  on  crude oi l  produc-
tion  (the major input in  producing 
gasol ine)  cause the supply curve 
of gasol ine to shift from S1  to  S2.  In  
an  unregulated  market,  the equi-
l ibrium price would  increase to p2 
and  the equil ibrium quantity would  
fal l  to Q2.  Suppose that the govern-
ment imposes a  price control  so that 
gasol ine stations may not charge 
a  price  above the  price cei l ing,  
p1 = p .  At this price,  producers are 
wil l ing  to  supply only Qs,  which  is  
less than the amount Q1 = Qd  that 
consumers want to buy.  The result is  
excessive demand,  or a  shortage of 
gasoline of Qd - Qs.

MyEconLab Video
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equilibrium , the price, p2,  is m uch higher than before, p1,  but it elim inates the short-
age.  Moreover, without controls, the quantity sold, Q2,  is greater than the quantity 
sold under the control program , Qs.

With a binding price ceiling, the supply-and-demand m odel predicts an equilib-
rium with a  shortage.  In this equilibrium , the quantity demanded does not equal the 
quantity supplied.  The reason that we call this situation an equilibrium , even though 
a shortage exists, is that buyers and sellers who abide by the law do not change their 
behavior.  Without the price controls, consum ers facing a shortage would try to get 
m ore output by offering to pay m ore, or firm s would raise prices.  With effective 
governm ent price controls, both firm s and consumers know that they cant drive up 
the price, so they live with the shortage.

What happens? Som e lucky consum ers get to buy Qs  units at the low price of p.  
Other potential customers are disappointed:  They would like to buy at that price, but 
they cannot find anyone willing to sell gas to them .  In addition, consum ers spend a 
lot of tim e waiting in linea pure waste that adds considerably to the cost of such 
governm ent interventions.

What determ ines which consumers are lucky enough to find goods to buy at the low 
price with price controls? With enforced price controls, sellers use criteria other than 
price to allocate the scarce commodity.  Firm s may supply their friends, long-term  cus-
tom ers, or people of a certain race, gender, age, or religion.  They may sell their goods 
on a first-come, first-served basis.  Or they may lim it everyone to only a few gallons.

Another possibility is that firm s and customers will try to evade the price controls.  
A consumer could go to a gas station owner and say, Lets not tell anyone, but Ill 
pay you twice the price the governm ent sets if youll sell m e as m uch gas as I want.  
If enough custom ers and gas station owners behaved that way, no shortage would 
occur.  However, in cities such as Chicago, Hartford, New York, Portland, and Tucson, 
potential custom ers waited in line at the pump for an hour or m ore.9 Deacon and 
Sonstelie (1989)  estimated that for every dollar consum ers saved due to the 1979 
gasoline price controls, they lost $1 .16 in waiting tim e and other factors.

9See MyEconLab  Chapter Resources, Chapter 2, Gas Lines,  for a discussion of the effects of the 
1973 and 1979 gasoline price controls.

Min i - Case Venezuela is  one of the richest countries in Latin Am erica.  It is  a leading oil 
producer, and it has m any other agricultural and nonagricultural industries.

So why do people start lining up  to  buy groceries in Venezuela at 4  am, 
when shops open at 8  am? Strict price ceilings on food and other goods create 
shortages throughout the country.

One survey found that powdered m ilk, a staple in Venezuela, was unavail-
able in 42% of the stores visited.  Liquid m ilk was even scarcer.  One estim ate 
put the shortage of wheat flour at 60% of the quantity demanded.  According to 
Venezuelas central bank, 28% of products were unavailable in shops in 2014, 
an all-tim e high.  In 2015, Venezuelans were particularly vexed by condom , birth 
control pill,  and toilet paper shortages.

One would think that Venezuela should be able to supply its citizens with cof-
fee, which it has been producing in abundance for centuries.  Indeed,  Venezuela 
exported coffee until 2009.  However, since then, it has been im porting large 
am ounts of coffee to com pensate for a drop in production.  Why have farm ers 
and coffee roasters cut production? Due to low retail price ceilings, they would 
have to produce at a loss.

Vene zue lan Price  

Ce ilings and 

Shortage s
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312.5 Effects of Government Interventions

Price Floors.  Governments also commonly use price floors.  One of the most 
important examples of a price floor is a minimum wage in a labor market.  A mini-
mum wage law forbids employers from paying less than the minimum wage, w.

Minimum wage laws date from 1894 in New Zealand, 1909 in the United King-
dom, and 1912 in Massachusetts.  The Fair Labor Standards Act of 1938 set a federal 
U.S.  minimum wage of 25  per hour.  The U.S.  federal minimum hourly wage rose 
to $7.25 in 2009 and remained at that level through early 2015, but 29 states and a 
number of cities set higher minimum wages.11  The minimum wage in Canada differs 
across provinces, ranging from C$10.20 to C$11 .25 (where C$ stands for Canadian 
dollars)  in 2015.  If the minimum wage is bindingthat is, if it exceeds the equilibrium 
wage, w*it creates unemployment:  a persistent excess supply of labor.

We illustrate the effect of a minimum wage law in a labor market in which every-
one is paid the same wage.  Figure 2.8 shows the supply and demand curves for labor 
services (hours worked).  Firms buy hours of labor service by hiring workers.  The 
horizontal axis shows the quantity of hours worked per year, and the vertical axis 
shows the hourly wage, which is the price of labor hours.

With no government intervention, the market equilibrium is e,  where the wage is 
w* and the number of hours worked is L*.  The minimum wage creates a price floor, a 

11See http://www.dol.gov/  for U.S.  state and federal minimum wages.  See http://www.fedee.com/
pay-job-evaluation/minimum-wage-rates/  for minimum wages in European countries.

10William Neuman, With Venezuelan Food Shortages, Some Blame Price Controls,  New York Times,  
April 20, 2012.

Because Venezuela regulates the prices of 
many goods such as gasoline and corn flour 
while Colombia, its direct neighbor to the west, 
does not, smuggling occurs.  Given that gaso-
line sells for less than 1 a gallon in  Venezuela, 
and the price is $2 a  gallon in most of Colombia, 
the temptation to smuggle is great.  Venezuelas 
Tchira state is adjacent to the Colombian bor-
der.  Its government says that as much as 40% 
of the food sent to Tchira is smuggled into 
Colombia.  Why sell corn flour at an artificially 
low price in  Venezuela if you can sell it at a 
higher,  market price in Colombia?

Venezuelas  populist  President Hugo 
Chvez  and  his  handpicked  successor, 

 Nicolas Maduro, imposed strict price ceilings, purportedly to rein in inflation 
and make the goods more affordable for the poor.  Do the ceilings help the poor?

For many Venezuelans,  the answer is  No!  As Nery Reyes,  a  restaurant 
worker, said, Venezuela is  too rich a country to have this.  Im wasting my day 
here standing in line to buy one chicken and some rice.10

Recently, demonstrators have taken to the streets to protest persistent eco-
nomic and social problems, including shortages.  Many died in these violent 
clashes with the National Guard, including a student beauty queen who had 
been crowned Miss Tourism for the state of Carabobo.

The ultimate irony was that President Nicolas Maduro advised Venezuelans 
to consume less to alleviate the shortages.
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32 ChaPTer 2   Supply and  Demand

horizontal line, at w.  At that wage, the quantity demanded falls to Ld  and the quantity 
supplied rises to Ls.  As a result, the market has an excess supply of labor of Ls - Ld.  
The minimum wage prevents market forces from eliminating this excess supply, so 
it leads to an equilibrium with unemployment.

The original 1938 U.S.  minimum wage law, which was set much higher than the 
equilibrium wage in Puerto Rico, caused substantial unemployment there.  It is ironic 
that a law designed to help workers by raising their wages may harm some of them 
by causing them to become unemployed.  A minimum wage law benefits only those 
workers who remain employed.12

Why Supply Ne e d Not equal Demand.  The price ceiling and price floor 
examples show that the quantity supplied does not necessarily equal the quantity 
demanded in a supply-and-demand model.  The quantity supplied need not equal 
the quantity demanded because of the way we define these two concepts.  The quan-
tity supplied is the amount sellers want  to sell  at a given price, holding other factors 
that affect supply, such as the price of inputs,  constant.  The quantity demanded 
is the quantity that buyers want to buy  at a given price, if other factors that affect 
demand are held constant.  The quantity that sellers want to sell and the quantity 
that buyers want to buy at a given price need not equal the actual  quantity that is 
bought and sold.

When the government imposes a binding price ceiling of p  on gasoline, the quan-
tity demanded is greater than the quantity supplied.  Despite the lack of equality 
between the quantity supplied and the quantity demanded, the supply-and-demand 
model is useful in analyzing this market because it predicts the excess demand that 
is observed.

12The minimum wage could raise the wage enough that total wage payments, wL,  rise despite 
the fall in demand for labor services.  If the workers could share the unemploymenteverybody 
works fewer hours than he or she wantsall workers could benefit from the minimum wage.  Card 
and Krueger (1995)  have argued, based on alternatives to the simple supply-and-demand model, 
that minimum wage laws raise wages in some markets (such as fast foods)  without significantly 
reducing employment.  In contrast, Neumark and Wascher (2008)  conclude, based on an extensive 
review of minimum wage research, that increases in the minimum wage often have negative effects 
on employment.
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F I GU re  2. 8  The  Minimum Wage :  a Price  Floor

In  the absence of a  minimum wage,  
the equil ibrium wage is  w* and  the 
equil ibrium number of hours worked 
is L*.  A minimum wage,  w,  set above 
w* ,  l ead s  to  unemployment 
persistent excess  supplybecause 
the quantity demanded,  Ld,  is  less 
than the quantity supplied,  Ls.
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332.5 Effects of Government Interventions

We could have defined the quantity supplied and the quantity demanded so that 
they must be equal.  If we were to define the quantity supplied as the amount firms 
actually  sell at a given price and the quantity demanded as the amount consum-
ers actually  buy, supply must equal demand in all markets because the quantity 
demanded and the quantity supplied are defined  to be the same quantity.

This distinction is important because many people, including politicians and news-
paper reporters, are confused on this point.  Someone who insists that demand must  
equal supply must be defining supply and demand as the actual  quantities sold.

Because we define the quantities supplied and demanded in terms of peoples 
wants  and not actual  quantities bought and sold, we view the statement supply 
equals demand as a theory, not merely a definition.  This theory says that the price 
and quantity in a market are determined by the intersection of the supply curve 
and the demand curve, and the market clears if the government does  not intervene.  
However, the theory also tells us that government intervention can prevent market-
clearing.  For example, the supply-and-demand model predicts that excess demand 
will arise if the government imposes a  price ceiling below the market-clearing 
price or excess supply will result if the government imposes a price floor above the 
 market-clearing price.

Sale s Taxe s
New Jerseys decision  to  eliminate  the  tax on  Botox has users elated.  At least we th ink 

theyre  elatedwe cant really tell.

Governments frequently impose sales taxes on goods, such as the carbon tax dis-
cussed at the beginning of the chapter.13 Sales taxes typically raise the price that 
consumers pay for a good and lower the price that firms receive for it.

A common sales tax is the specific tax,  where the government collects a specified 
dollar amount, t,  per unit of output.  For example, the federal government collects 
t = 18.4.  on each gallon of gas sold in the United States.14

In this section, we examine three questions about the effects of a specific tax:

1.  What effect does a specific tax have on the equilibrium price and quantity?

2.  Do the equilibrium price and quantity depend on whether the government col-
lects the specific tax from suppliers or their customers?

3.  Is it true, as many people claim, that firms pass the entire tax through to their 
customersthe price that consumers pay rises by the full amount of the tax?

equilibrium effe cts of a  Spe cific Tax.  To answer these three questions, we 
must extend the standard supply-and-demand analysis to take account of taxes.  We 
can illustrate the effect of a specific tax using estimated supply and demand func-
tions for the U.S.  corn market.15

Many nutritionists argue that to fight obesity, we should reduce the amount of 
corn syrup (sugar)  we consume.  One way to do that would be to tax corn.  Suppose 

13MyEconLab  has a  Taxes  Experiment  that illustrates the effect of sales taxes.  To participate go to 
the MyEconLab  Multimedia Library, Single Player Experiment, and set the Chapter field to All 
Chapters.
14The other major type of sales tax is an ad valorem tax,  where the government collects a percent-
age of the price that consumers pay.  The analysis of ad valorem taxes is similar to the analysis of 
specific taxes.
15Our linear curves are based on Roberts and Schlenker (2013).
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34 ChaPTer 2   Supply and  Demand

that the government collects a specific tax of t = $2.40 per bushel of corn from sellers 
(farms).  If a customer pays p  to a firm, the government takes t = $2.40, so the firm 
keeps p - t = p - $2.40.

Before the tax, the intersection of the before-tax corn demand curve D1  and the 
before-tax corn supply curve S1  in panel a of Figure 2.9  determines the before-tax 
equilibrium, e1,  where the equilibrium price is p1 = $7.20, and the equilibrium quan-
tity is Q1 = 12 billion bushels of corn per year.

The tax causes the supply curve to shift.  Before the tax, firms were willing to sup-
ply 11 .6 billion bushels of corn per year at a price of $5.60 per bushel, as the pre-tax 
supply curve S1  in panel a shows.  After the tax, if customers pay $5.60, firms keep 
only $5.60 - $2.40 = $3.20, so they are not willing to supply as much corn as before 

(b)  Specic Tax Collected from Customers

(a)  Specic Tax Collected from Producers
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F I GU re  2. 9  effe ct of a $2.40 Spe cific Tax on Corn Colle cte d from Produce rs

(a)  The specific tax of t = $2.40 
per bushel  of corn  col lected 
from producers  sh ifts  the pre-
tax corn  supply curve,  S1 ,  up to 
the post-tax supply curve,  S2.  
The tax causes the equil ibrium 
to shift from e1  (determined by 
the intersection of S1  and  D 1 )  to 
e2 ( intersection  of S

2 with  D 1 ) .  
The equil ibrium pricethe price 
consumers payincreases from 
p1 = $7.20  to  p2 = $8.00.  The 
government col lects tax reve-
nues of T = tQ2 = $27.84  bil l ion 
per year.
(b)  The specific tax col lected 
from customers shifts the demand 
curve down by t = $2.40 from D 1  
to D2.  The new equilibrium is the 
same as when the tax is applied  
to  suppliers in panel a.

MyEconLab Video
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the tax.  For firms to be willing to sell 11 .6 units after the tax, customers must pay 
$8.00 so that the firms receive $8.00 - $2.40 = $5.60 after paying the tax.  As a result, 
the after-tax supply curve, S2, is t = $2.40 above the original supply curve S1  at every 
quantity, as the figure shows.

The after-tax equilibrium e2 is determined by the intersection of S2 and the demand 
curve D1, where consumers pay p2 = $8.00, firms receive p2 - t = p2 - $2.40 = $5.60,  
and Q2 = 11 .6.  Thus, the answer to our first question is that the specific tax causes 
the equilibrium price consumers pay to rise, the equilibrium price that firms receive 
to fall, and the equilibrium quantity to fall.

Although the  customers  pay a  higher  price  and  producers  receive 
less  because  of the  tax,  the  government acquires  new tax  revenue  of 
T = tQ = $2.40 per bushel * 11 .6 billion bushels per year = $27.84 billion per year.  
The length of the shaded rectangle in panel a is Q2 = 11 .6 billion per year, and its 
height is t = $2.40 per bushel, so the area of the rectangle equals the tax revenue.

The  Same  equilibrium No Matte r Who Pays the  Tax.  Does it matter 
whether the government collects the specific tax from firms or consumers? No:  The 
market outcome is the same regardless of who pays the tax.

The amount consumers pay, p + t,  is the price that firms receive, p  ,  plus the tax, t,  
that the government collects.  Thus, if the final price that consumers pay includ-
ing the tax is $8.00, the price that suppliers receive is only $5.60.  Consequently, the 
demand curve as seen by firms shifts downward by $2.40 from D1  to D2 in panel b  
of  Figure 2.9.  The new equilibrium e2 occurs where D2 intersects the supply curve S1.  
The equilibrium quantity, Q2,  is 11 .6.  The equilibrium price, p2,  is $5.60, which is the 
price firms receive.  Consumers pay p2 + $2.40 = $8.00.  Thus, the market outcome 
is the same as in panel a, where the government collects the tax from firms.

Pass-Through.  Many people believe that if the government imposes a tax on 
firms, the firms raise their price by the amount of the tax, so that the entire tax is 
passed through to consumers.  This belief is not accurate in general.  Full pass-through 
can occur, but partial pass-through is more common.

As we just showed for the corn market in panel a of Figure 2.9, the price consum-
ers pay rises from $7.20 to $8.00 after a $2.40 specific tax is imposed on firms.  Thus, 
the firms shift only $0.80 of the $2.40 tax to consumers.  The firms absorb $1 .60 of the 
tax, because the price that firms receive falls from $7.20 to $5.60.  Thus, the fraction 
of the tax that consumers pay is $0.80/$2.40 =

1
3  and the fraction that firms absorb is 

$1 .60/$2.40 =
2
3.  As panel b  shows, the allocation of the tax is the same if the govern-

ment collects it from consumers rather than from firms.  However, as the following 
Q&A shows, the degree of the pass-through depends on the shapes of the supply 
and demand curves.

Q&a  2 . 3
If the supply curve is vertical and demand is linear and downward sloping, what 
is the effect of a $1  specific tax consumers pay on equilibrium price and quantity, 
and what share of the tax do consumers pay? Why?

answe r

1.  Determine the equilibrium in the absence of a  tax.  The supply curve, S  in the graph, 
is vertical at Q1  indicating that suppliers will supply Q1  to the market at any 
price.  The before-tax, downward-sloping linear demand curve, D1,  intersects 
S  at the before-tax equilibrium, e1,  where the price is p1  and the quantity is Q1.

M02_PERL7879_02_SE_C02. indd   35 1 9/1 1 /1 5   1 1 :21  pm
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Managers should use pass-through analysis to predict the effect on their price and 
quantity from not just a new tax but from any per unit increase in costs.  Suppose 
that the cost of producing corn rises $2.40 per bushel because of an increase in 
the cost of labor or other factors of production, rather than because of a tax.  Then, 
the same analysis as in panel a of Figure 2.9  would apply, so a manager would 
know that only 80 of this cost increase could be passed through to consumers.

Cost 

Pass-Through

Manag e rial 
I mp l i cat ion

2.   Show how the tax shifts  the demand curve and 
determine the new equilibrium.  A specific tax of 
$1  shifts the before-tax demand curve down-
ward by $1  to D2.  The intersection of D2 and 
S  determines the after-tax equilibrium, e2,  
where the price firms receive is p2 = p1 - 1,  
the  price  consumers  pay  after  tax  is 
p1 = p2 + 1,  and the quantity is Q2 = Q1.

3.  Compare the before-  and after-tax equilibria .  
The specific  tax doesnt affect the  equilib-
rium quantity or the tax-inclusive price that 
consumers pay,  but it lowers the price that 
firms receive by the full amount of the tax.  
Thus,  the firms do not pass the tax through 
to consumers.  Even though the government 

collects  the  tax from consumers,  consumers  pay the  same price  as  they 
would without the tax because the price firms receive falls  by the amount 
of the tax.

4.  Explain why.  The reason firms must absorb the entire tax is that, because the 
supply curve is vertical, the firms sell the same quantity no matter the price.  
Consumers are willing to buy the entire quantity that firms want to sell only 
if the price they pay does not change.  Therefore, the final price to consumers 
cannot change, so the firms must absorb the tax:  They cannot pass the tax on 
to consumers.

For example, suppose that firms at a farmers  market have a fixed amount 
of melons that will spoil if they do not sell them today.  The firms sell the mel-
ons for the most they can get (p2 in the figure)  because if they do not sell the 
melons, they are worthless.  Consequently, the farmers must absorb the entire 
tax or be left with unsold melons.
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2.6 Whe n to Use  the  Supply-and-Demand Mode l

As we have seen, the supply-and-demand model can help us to understand and 
predict real-world events in many markets.  As with many models, the supply-and-
demand model need not be perfect to be useful.  It is much like a map.  A map can 
leave out many details and still be very valuableindeed, maps are useful in large 
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part because they simplify reality.  Similarly, the supply-and-demand model gains 
much of its power from its simplicity.  The main practical question concerns whether 
the model is close enough to reality to yield useful predictions and conclusions.  We 
have learned that the supply-and-demand model provides a very good description 
of actual events in highly competitive markets.  It is precisely accurate in perfectly 
competitive  markets, which are markets in which all firms and consumers are price 
takers:  no market participant can affect the market price.

Perfectly competitive markets have five characteristics that result in price tak-
ing by firms:  (1 )  many buyers and sellers transact in a market, (2)  all firms produce 
identical products, (3)  all market participants have full information about price and 
product characteristics, (4)  transaction costs are negligible, and (5)  firms can easily 
enter and exit the market over time.

In a market with a very large number of sellers, no single producer or consumer is 
a large enough part of the market to affect the price.  The more firms in a market, the 
less any one firms output affects total market output and hence the market price.  If 
one of the many thousands of wheat farmers stops selling wheat, the price of wheat 
will not change.  Similarly, no individual buyer of wheat can cause price to change 
through a change in buying patterns.

If consumers believe all firms produce identical products, consumers do not pre-
fer one firms good to another s.  Thus, if one firm raised its price, consumers would 
all buy from the other firm.

If consumers know the prices that all firms charge and one firm raises its price, 
that firms customers will buy from other firms.  If consumers have less information 
about product quality than a firm, the firm can take advantage of consumers by 
selling them inferior-quality goods or by charging a much higher price than that 
charged by other firms.  In such a market, the observed price may be higher than 
that predicted by the supply-and-demand model, the market may not exist at all 
(consumers and firms cannot reach agreements), or different firms may charge dif-
ferent prices for the same good.

If it is cheap and easy for a buyer to find a seller and make a trade, and if one firm 
raises its price, consumers can easily arrange to buy from another firm.  That is, per-
fectly competitive markets typically have very low transaction costs:  the expenses, 
over and above the price of the product, of finding a trading partner and making 
a trade for the product.  These costs include the time and money spent gathering 
information on quality and finding someone with whom to trade.  The costs of trav-
eling and the value of the consumer s time are transaction costs.  Other transaction 
costs may include the costs of writing and enforcing a contract, such as the cost of a 
lawyer s time.  If transaction costs are very high, no trades at all might occur.  In less 
extreme cases individual trades may occur, but at a variety of prices.

The ability of firms to enter and exit a market freely leads to a large number of 
firms in a market and promotes price taking.  Suppose a firm could raise its price and 
make a higher profit.  If other firms could not enter the market, this firm would not 
be a price taker.  However, if other firms can enter the market, the higher profit will 
encourage entry until the price reverts to the original level.

In markets without these characteristics, firms may not be price takers.  For exam-
ple, in a market with only one seller of a good or servicea monopolythe seller is 
a price setter  and can affect the market price.  Because demand curves slope down-
ward, a monopoly can increase the price it receives by reducing the amount of a 
good it supplies.  Firms are also price setters in an oligopolya market with only 
a small number of firms.  In markets with price setters, the market price is usually 
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higher than that predicted by the supply-and-demand model.  That does not make 
the model wrong.  It means only that the supply-and-demand model might not be 
the right tool to analyze markets with a small number of buyers and/or sellers.  In 
such markets, we use other models.

As a practical matter, it is rare that we would find a market that fully and com-
pletely satisfies all the conditions needed for perfect competition.  The practical issue 
concerns whether the market is competitive enough for the supply-and-demand 
model to be useful in the sense that it accurately describes the market and predicts 
the effects of changes to the equilibrium.  Experience has shown that the supply-and-
demand model is reliable in a wide range of markets, such as those for agriculture, 
financial products, labor, construction, many services, real estate, wholesale trade, 
and retail trade.  

Carbon Taxe s

Manag e rial 

S o l u t i on

We conclude our analysis of the supply-and-demand model by returning to the 
managerial problem posed in the introduction of this chapter:  What will be the 
effect of imposing a carbon tax on the price of gasoline?

The primary targets of carbon taxes are fossil fuels such as oil, natural gas, and 
coal.  These fuels release carbon-based pollutantsincluding greenhouse gases 
that contribute to global warminginto the environment.  Typically, a carbon tax 
is a specific tax on the amount of carbon produced by consuming fuels or other 
products.  Currently, the carbon tax in Sweden is $150 per ton of carbon.  Because 
the amount of carbon in a gallon or liter of gasoline is fixed, effectively, a carbon 
tax is a specific tax on gasoline.  Consequently, we can analyze the impact of a 
carbon tax on gasoline in the same way that we analyzed the effect of a specific 
tax on corn.

A good manager considers the short-run and long-run price effects of a tax, 
which are likely to differ.  As weve already seen, the degree to which a tax is 
passed through to consumers depends on the shapes of the demand and supply 
curves.  Typically, short-run supply and demand curves differ from the long-run 
curves.

In particular, the long-run supply curve of gasoline differs substantially from 
the short-run curve.  In the long run, the supply curve is upward sloping, as 
in our typical figure.  However, the U.S.  short-run supply curve of gasoline is 
very close to vertical.  The U.S.  refinery capacity has fallen over the last quarter 
century.  Currently the 142 U.S.  refineries can process a maximum of only 17.9 
million barrels of crude oil per day, compared to 1981  when 324 refineries could 
process 18.6 million barrels per day.  Refineries operate at almost full capacity 
during the summer, when the gasoline demand curve shifts to the right because 
families take long car trips during their vacations.  Consequently, refineries can-
not increase their output in the short run, and the supply curve for gasoline is 
nearly vertical at the maximum capacity, Q.  That is, even if the price of gasoline 
rises, producers sell no more gasoline than Q.

From empirical studies, we know that the U.S.  federal gasoline specific tax 
of t = 18.4.  per gallon is shared roughly equally between gasoline companies 
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and consumers in the long run.  However, based on our analysis in Q&A 2.3, we 
expect most of the tax to fall on firms that sell gasoline in the short run.

We contrast the long-run and short-run effects of a carbon tax in the figure.  In 
both panels, the carbon tax is equivalent to a specific gasoline tax of t  per gallon.  
If this tax is  collected from consumers, the before-tax demand curve D1  shifts 
down by t  to the after-tax demand curve D2.  Also in both panels, the equilibrium 
shifts from e1the intersection of D1  and the relevant supply curveto e2the 
intersection of D2 and the relevant supply curve (though these equilibrium points 
are not the same across the two panels).

Panel a shows the effect of the tax in the long run, where the long-run supply 
curve is upward sloping.  The price that firms receive falls from p1  to p2,  and the 
price that consumers pay rises from p1  to p2 + t.  As the figure illustrates, the tax 
is shared roughly equally by consumers and firms in the long run.

In the short run in panel b,  the upward-sloping short-run supply curve 
becomes vertical at full capacity, Q.  The price that consumers pay, p1,  is the same 
before the tax and after the tax.  That is, the price that gasoline firms receive, p2,  
falls by the full amount of the tax.

Manufacturing and other firms that ship goods are consumers of gasoline.  
They can expect to absorb relatively little of a carbon tax when it is first imposed, 
but half of the tax in the long run.16

(b)  Short-Run Gasoline Market
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16An alternative approach to using a carbon tax to control pollution is for the government to restrict 
emissions directly.  The government gives each firm a fixed number of emission permits, where each 
permit allows the owner to release a given quantity of emissions.  A market-based variant allows 
firms to buy or sell these emission permits in a market.  The resulting price of an emission permit 
acts much like a tax on emissions.  See Chapter 16.
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SUMMary

1 . Demand.  The quantity of a  good or service 
demanded by consumers depends on the price of 
a good, the price of goods that are substitutes and 
complements,  consumers  incomes, the informa-
tion they have about the good, their tastes,  gov-
ernment regulations, and other factors.  The Law of 
Demandwhich is based on observationsays that 
demand curves slope downward:  the higher the price, 
the less quantity of the good demanded, holding 
constant other factors that affect demand.  A change 
in price causes a movement along the demand curve.  
A change in income, tastes, or another factor that 
affects demand other than price causes a  shift of 
the demand curve.  To get a total demand curve, we 
horizontally sum the demand curves of individu-
als or other subgroups of consumers.  That is, we 
add the quantities demanded by each individual at 
a given price to get the total quantity demanded.

2.  Supply.  The quantity of a good or service sup-
plied by firms depends on the price,  costs  of 
inputs, the state of technology, government regu-
lations, and other factors.  The market supply curve 
usually but not always slopes upward.  A change 
in price causes a movement along the supply curve.  
A change in the price of an input or in technology 
causes a shift of the supply curve.  The total supply 
curve is the horizontal sum of the supply curves 
for individual firms.

3.  Marke t equilibrium.  Equilibrium arises when 
no market participant has an incentive to change its 
behavior.  In an unregulated supply-and-demand 
model, the market equilibrium is a point:  a price 
and a quantity.  The intersection of the supply curve 
and the demand curve determines the market 
equilibrium.  At the equilibrium price, the market 
for the good clears in the sense that the quantity of 
the good demanded by consumers exactly equals 
the quantity of the good that suppliers supply to 

the market, which is the equilibrium quantity.  The 
actions of buyers and sellers put pressure on price 
and quantity to move toward equilibrium levels 
if the market price is initially too low or too high.

4.  Shocks to the  equilibrium.  A change in an 
underlying factor other than a goods own price 
causes a shift of the supply curve or the demand 
curve, which alters the equilibrium.  For example, 
if the price of coffee rises,  we would expect the 
demand for tea, a substitute, to shift outward, put-
ting upward pressure on the price of tea and lead-
ing to an increase in the quantity of tea sold.

5.  effe cts of Gove rnment Inte rve ntions.  Some 
government policiessuch as restrictions on who 
can buy a productcause a shift in the supply or 
demand curves, thereby altering the equilibrium.  
Other government policies, such as price controls, 
can cause the quantity supplied to be greater or 
less than the quantity demanded, leading to per-
sistent excesses or shortages.  A specific tax, a type 
of sales tax, typically lowers the equilibrium quan-
tity, raises the price paid by consumers, and lowers 
the price received by sellers, so firms are unable to 
pass the entire tax through to consumers.

6.  Whe n  to  Use  the  Supply-and-Demand 
Mode l.  The supply-and-demand model is  a 
powerful tool used to explain what happens in 
a  market and to make predictions about what 
will happen if an underlying factor changes.  This 
model accurately predicts  what occurs in some 
markets but not others.  The supply-and-demand 
model performs best in explaining and predicting 
the behavior of markets with many buyers and 
sellers, with identical or at least very similar prod-
ucts provided by different producers,  with free 
entry and exit by producers, with full information 
about price and other market characteristics, and 
with low transaction costs.

QU eS T I ON S

All exercises  are available on  MyEconLab;  * =  answer at  the back of this  book.

1 .  Demand 

 *1 .1  Does an increase in average income cause a shift of 
the demand curve for coffee or a movement along 
the demand curve? Explain briefly.

 1 .2 Given the estimated demand function Equation 2.2 
for coffee, Q = 8.5 - p + 0.1Y,  use algebra (or cal-
culus)  to show how the demand curve shifts as per 

capita income, Y,  increases by $10,000 a year.  Illus-
trate this shift in a diagram.

 1 .3 Assume that both the U.S.  and Canadian demand 
curves for lumber are linear.  The Canadian demand 
curve lies  inside the  U.S.  curve (the  Canadian 
demand curve hits the axes at a  lower price and 
a  lower quantity than the U.S.  curve) .  Draw the 
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individual country demand curves and the com-
bined (summed)  demand curve for the two coun-
tries.  Explain the relationship between the country 
and summed demand curves in words.  (Hint:  See 
the Mini-Case Summing Corn Demand Curves.)

 *1 .4 The demand function for a truckload of firewood for 
college students in a small town is Qc = 400 - p.  It 
is sometimes convenient to rewrite a demand func-
tion with price on the left side.  We refer to such a 
relationship as the inverse demand function.  Therefore, 
the inverse demand function for college students is 
p = 400 - Qc.  The demand function for other town 
residents is Qr = 400 - 2p.

a.  What is the inverse demand function for other 
town residents?

b.  At a price of $300, will college students buy any 
firewood? What about other town residents? At 
what price is the quantity demanded by other 
town residents zero?

c.  Draw the total demand curve, which sums the 
demand curves for college students and other 
residents.  (Hint:  See the Mini-Case Summing 
Corn Demand Curves.)

2.  Supply 

 2.1  The estimated supply function for avocados is 
Q = 58 + 15p - 20pf,  where pf  is  the price of fer-
tilizer.  Determine how much the supply curve for 
avocados shifts if the price of fertilizer rises by $1 .10 
per lb.  Illustrate this shift in a diagram.

 *2.2 Explain why a change in the price of fertilizer causes 
a shift in the supply curve for avocados rather than 
a movement along the supply curve for avocados.

 *2.3 Holding the price  of fertilizer constant,  by how 
much would the price of avocados need to rise to 
cause an increase of 60 million lbs per month in the 
quantity of avocados supplied?

 2.4 The total U.S.  supply curve for frozen orange juice 
is the sum of the supply curve from Florida and the 
imported supply curve from Brazil.  In a  diagram, 
show the relationship between these three supply 
curves and explain it in words.

3.  Marke t equilibrium 

 *3.1  A large number of firms are capable of producing 
chocolate-covered cockroaches.  The linear, upward-
sloping supply curve starts on the price axis at $6 
per box.  A few hardy consumers are willing to buy 
this product (possibly to use as gag gifts).  Their lin-
ear, downward-sloping demand curve hits the price 
axis at $4 per box.  Draw the supply and demand 
curves.  Does an equilibrium occur at a positive price 
and quantity? Explain your answer.

 3.2 The demand function is Q = 100 - p,  and the sup-
ply function is Q = 20 + 3p.  Determine the equilib-
rium price and quantity.

 3.3 Using the demand function, Equation 2.2, and the 
supply function,  Equation 2.5,  for coffee,  deter-
mine the equilibrium price and quantity of coffee 
if Y = $55,000 and pc = $5.  Draw the demand and 
supply curves and illustrate this equilibrium in a 
diagram.

4.  Shocks to the  equilibrium 

 4.1  Using supply-and-demand diagrams, illustrate and 
explain the effect of an outward shift in the demand 
curve on price and quantity if

a.  The supply curve is horizontal.

b.  The supply curve is vertical.

c.  The supply curve is upward sloping.

 4.2 Use supply-and-demand diagrams to illustrate the 
qualitative effect of the following possible shocks on 
the world coffee market.

a.  A new study shows significant health benefits 
from drinking coffee.

b.  An important new use for cocoa is discovered.

c.  A recession causes  a  decline in per capita 
income.

d.  A new coffee plant that allows for much greater 
output or yield without increasing cost is intro-
duced into the market.

 *4.3 The United States is increasingly outsourcing  jobs to 
India:  having the work done in India rather than in 
the United States.  For example, the Indian firm Tata 
Consultancy Services, which provides information 
technology services,  increased its  work force by 
70,000 workers in 2010 (Outsourcing Firm Hiring 
60,000 Workers in India,  San Francisco Chronicle,  
June 16,  2011 ) .  As a  result of increased outsourc-
ing, wages of some groups of Indian skilled work-
ers  have increased substantially over the years.  
Use a supply-and-demand diagram to explain this 
outcome.

 4.4 The estimated monthly U.S.  demand function for 
avocados is  Q = 144 - 40p + 20pt  where p  is  the 
price of avocados and pt  is  the price of tomatoes, 
a  substitute for avocados.  The estimated supply 
function is given in Question 2.1  where the price of 
fertilizer, pf,  is  $0.40 so the supply function can be 
written as Q = 50 + 15p.  The initial price of toma-
toes is 80  per pound.  Using algebra, determine the 
initial equilibrium price and quantity of avocados, 
and then determine how price and quantity change 
if the price of tomatoes increases by 55  to $1 .35.  
(Hint:  See Q&A 2.1 .)
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 4.5  According to Borjas (2003),  immigration into the 
United States increased the labor supply of work-
ing men by 11 .0% from 1980 to 2000 and reduced 
the wage of the average native U.S.  worker by 3.2%.  
Draw a supply-and-demand diagram and label the 
axes to illustrate what happened.

 *4.6 Given that the U.S.  supply of frozen orange juice 
comes mainly from Florida and Brazil,  what effect 
would a  freeze that damages oranges in Florida 
have on the price and quantity of frozen orange 
juice sold in the United States? What effect would 
the freeze have on the price of grapefruit juice? Use 
supply-and-demand diagrams in your answer.

 4.7 Ethanol,  a  fuel,  is  made from corn.  Ethanol pro-
duction in 2014 was approximately 17 times what 
it was in 1990.  (http://www.ethanolrfa.org/,  June 
2015).  What effect did this increased use of corn for 
producing ethanol have on the price of corn and 
the consumption of corn as food? Illustrate using a 
supply-and-demand diagram.

 4.8 The major BP oil spill in the Gulf of Mexico sub-
stantially reduced the harvest of shrimp and other 
seafood in the Gulf, but had limited impact on the 
prices that U.S.  consumers paid in 2010 (Emmeline 
Zhao, Impact on Seafood Prices Is Limited,  Wall 

Street Journal,  June 20,  2010).  The reason was that 
the United States imports about 83% of its seafood 
and only 2% of domestic supplies come from the 
Gulf.  Use a supply-and-demand diagram to illus-
trate what happened.

 4.9  Increasingly, instead of advertising in newspapers, 
individuals and firms use Web sites that offer free 
or inexpensive classified ads, such as Classified Ads.
com, Craigslist.org, Realtor.com, Jobs.com, Monster.
com, and portals like Google and Yahoo.  Using a 
supply-and-demand model, explain what will hap-
pen to the equilibrium levels of newspaper advertis-
ing as the use of the Internet grows.  Will the growth 
of the Internet affect the supply curve, the demand 
curve, or both? Why?

 4.10 Global warming has had significant negative effects.  
But it has also had some positive effects.  In particu-
lar, wine growing regions in several major produc-
ing countries have expanded, increasing the overall 
world supply of wine.  But the demand for wine 
has also  increased over this  period.  Use supply 
and demand curves to show what happens to price 
and quantity as a result of these two developments.  
(Hint:  See Q&A 2.2.)

 *4.11  Increases  in the  price  of petroleum affect the 
demand curve for aluminum.  Petroleum-based 
chemicals (petrochemicals)  are the main raw mate-
rial used for plastic.  Plastics are used to make many 

products, including beverage containers, auto parts, 
and construction materials.  An alternative to plastic 
in these (and other)  uses is aluminum.  Thus, plas-
tic  and aluminum are substitutes.  An increase in 
petroleum prices increases the cost of petrochemi-
cals.  Petroleum prices also affect the supply curve 
for aluminum.  Increases in petroleum prices tend 
to raise energy prices, including electricity prices.  
Electricity is  a very important input in producing 
aluminum.  Therefore, increasing petroleum prices 
tend to increase the cost of electricity.  In a supply-
and-demand diagram, show how an increase in 
petroleum prices affects the demand curve and sup-
ply curve for aluminum.  If the price of petroleum 
rises, would the price of aluminum rise, fall, remain 
unchanged, or is  the result indeterminate?  Would 
the quantity of aluminum sold rise,  fall,  remain 
unchanged, or is the result indeterminate? Explain 
your answers.

 4.12 Use a figure to explain the fisher s comment about 
the effect of a large catch on the market price in the 
cartoon in this chapter about catching lobsters.  What 
is the supply shock?

5.  effe cts of Gove rnment Inte rve ntions 

 5.1  Use a  supply-and-demand diagram to show the 
effects  of occupational licensing on the equilib-
rium wage and number of workers in an occupa-
tion as described in the Mini-Case Occupational 
Licensing.

 *5.2 After Katrina, a  major hurricane, damaged many 
U.S.  gasoline refineries in 2005, the price of gaso-
line shot up around the country.  The Federal Trade 
Commission announced that it would investigate 
price gougingcharging too muchand several 
members of Congress called for price controls on 
gasoline.  What would have been the likely effect of 
such a law had it been passed?

 5.3 Usury laws place a ceiling on interest rates that lend-
ers such as banks can charge borrowers.  Why would 
we expect low-income households in states with 
usury laws to have significantly lower levels of con-
sumer credit (loans)  than comparable households in 
states without usury laws? (Hint:  The interest rate is 
the price of a loan, and the amount of the loan is the 
quantity measure.)

 5.4 Some cities impose rent control laws, which are price 
controls or limits on the price of rental accommoda-
tions (apartments, houses, and mobile homes).  As of 
2015, New York City alone had approximately one 
million apartments under rent control.  Show the 
effect of a rent control law on the equilibrium rental 
price and the quantity of New York City apartments.  
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Show the amount of excess demand on your supply-
and-demand diagram.

 5.5 If the minimum wage raises the market wage, w,  
but hours worked, L,  fall as a result, total wage pay-
ments, wL,  may rise or fall.  Use supply and demand 
curves to  show that either outcome is  possible 
depending on the shapes (slopes)  of the supply and 
demand curves.  (Hint:  With the wage on the ver-
tical axis and hours worked, L,  on the horizontal 
axis, wage payments equal the area of the box with 
a height of the equilibrium wage and length of the 
equilibrium hours worked.)

 5.6 Use the demand function and the supply function 
for the avocado market (given in Question 4.4)  to 
determine how the equilibrium price and quantity 
change when a 55  per lb specific tax is imposed on 
this market.  (Hint:  See Figure 2.9.)

 5.7 Worried about excessive drinking among young 
people, the British government increased the tax on 
beer by 42% from 2008 to 2012.  Under what condi-
tions would a specific tax substantially reduce the 
equilibrium quantity of alcohol?  Answer in terms 
of the slopes of the demand and supply curves.

 5.8 If the government collects a  $1  specific tax,  what 
share of the tax is paid by consumers and firms in 
each of the following cases? Explain why.  (Hint:  See 
Q&A 2.3.  Depending on the shape of the curves, it 
may be easier to assume that the tax is collected from 
consumers or from firms.)

a.  The demand curve is vertical at quantity Q  and 
the supply curve is upward sloping.

b.  The demand curve is horizontal at price p  and 
the supply curve is upward sloping.

c.  The demand curve is  downward sloping and 
the supply curve is horizontal at price p.

 5.9  As of 2014,  Quebec,  Canada,  offered a  per-child 
 subsidy on day care for young children that lowers 
the price to $7 per child.  (Hint:  A subsidy is a nega-
tive tax.)

a.  What is the effect of this subsidy on the equilib-
rium price and quantity?

b.  Show the incidence of the subsidy on day care 
providers  and parents  using a  supply-and-
demand diagram.

6.  When to Use the Supply-and-Demand Model 

 6.1  List as  many industries  as  you can for which 
the   supply-and-demand model  is  likely to  be 
appropriate.

7.  Managerial  Problem 

 7.1  During the spring and summer of 2008 when gaso-
line prices were rising quickly, politicians in sev-
eral countries proposed a moratorium on some or 
all gasoline taxes to help consumers.  In the United 
States, John McCain, the Republican candidate for 
president, proposed suspending the federal gasoline 
tax of 18.4  for the summer when demand tends to 
be high.  (Hillary Clinton, while an active candidate 
for the Democratic nomination for the president, 
also  pushed this  plan.)  In the United Kingdom, 
Prime Minister Gordon Brown proposed delaying 
a two pence per liter rise in a fuel tax until the fall.  
How would these short-run policies have affected 
the prices consumers would pay in these countries 
if the policies had been enacted?

8.  MyEconLab Spreadsheet Exercises1 7 

 8.1  Suppose  that  the  market  for  video  games 
i s  c omp e t i t i v e  w i th  d emand  func t ion 
Qd = 130 - 4p + 2Y + 3pm - 2pc,  where  Qd  i s  
the quantity demanded, p  is  the market price, Y is  
the monthly budget that an average consumer has 
available for entertainment, pm  is  the average price 
of a movie, and pc  is  the price of a controller that is 
required to play these games.

a.  Given that Y = $100, pm = $30,  and pc = $30, 
use  Excel  to  calculate  quantity demanded 
for p = $10 to p = $80 in $5  increments.  Use 
Excels charting tool to draw the demand curve.

b.  Now,  Y  increases  to  $120.  Recalculate  the 
demand schedule in part a.  Use Excels chart-
ing tool to draw the new demand curve in the 
same diagram.

c.  Let Y = $100  and pc = $30 again,  but let pm
increase to $40.  Recalculate the demand sched-
ule in part a.  Use Excels charting tool to draw 
the graph of the new demand curve.

d.  Let Y = $100, pm = $30, and pc  increases to $40.  
Recalculate the demand schedule in part a and 
use Excel to draw the new demand curve.

 8.2 In Smalltown,  Pennsylvania,  the demand func-
tion for mens haircuts is Qd = 500 - 30p + 0.08Y,  
where Qd  is  quantity demanded per month, p  the 
price of a haircut, and Y  the average monthly income 
in the town.  The supply function for mens haircuts 
is Qs = 100 + 20p - 20w,  where Qs  is  the quantity 
supplied and w  the average hourly wage of barbers.

a.  If Y = $5000 and w = $10, use Excel to calcu-
late quantity demanded and quantity supplied 

17The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .
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for p = $5, $10, $15, $20, $25,  and $30.  Calcu-
late excess demand for each price.  (Note that 
an excess supply is  negative excess demand.)  
Determine the equilibrium price and quantity.  
Use Excels charting tool to draw the demand 
and supply curves.

b.  Assume that Y  increases  to  $6,875  and w  
increases to $15.  Use Excel to recalculate quan-
tity demanded, quantity supplied, and excess 
demand for p = $5, $10, $15, $20, $25,  and $30.  
Determine the new equilibrium price and quan-
tity.  Use Excel to draw the new demand and 
supply curves.  How can you explain the change 
in equilibrium?

 8.3 The demand and supply functions for oil  in a 
small isolated country are  Qd = 210 - 1.5p  and 
Qs = -140 + 2p,  where p  is  the price per barrel and 
quantities are in millions of barrels per year.

a.  Use  Exce l  to  ca lcula te  the  quantity 
demanded  and  quantity  supp lied  for 
p = $70, $75, $80, p ,  $140 (in $5  increments).  
Determine the equilibrium price and quantity.

b.  Use Excels charting tool to draw the demand 
and supply curves you derived in part a  and 
graphically determine the equilibrium calcu-
lated in part a.

c.  Now, assume that the government imposes a 
price ceiling of $80 per barrel.  Use the spread-
sheet from part a to determine the amount of 
any excess  demand or excess  supply.  How 
much oil is sold?

d.  The government abandons the price  ceiling 
described in part c and imposes a price floor of 
$110 per barrel instead.  Use your spreadsheet to 
determine any excess demand or excess supply 
now.  How much oil is sold?
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Lea rn i n g  Ob jec t i ve s

98% of all statistics are  made up.

1 .  Define and  calculate elasticities.

2.  Estimate demand functions using regression analysis.

3.  Know how to evaluate the reliabil ity of regression analyses.

4.  Use regression methods to forecast.

Empirical  Methods 
for Demand Analysis 3

From the time Apple launched iTunes in  mid-2003 through early 2009,  it charged 99 

for each song on its U .S.  site.  In  early 2009 Apple reconsidered its pricing strategy.  

Music producers wanted Apple to charge more,  but price competition  from rivals 

such as Amazon created pressure on Apple to lower its  price.  In  April  2009,  Apple 

changed to a  new U.S.  pricing scheme:  69 a  song for the older catalog,  99 for 

most new songs,  and $1 .29 for the most popular tracks.

In  June 201 5,  Apple introduced a  streaming audio service,  Apple Music,  which 

allows customers to play as many songs as they want as often as they want for 

$9.99 per month. This service competes with traditional music 

downloads,  but Apple decided not to change the price of 

those downloads, keeping a price of $1 .29 for hit songs.

Before Apple managers change an iTunes price they pre-

dict the l ikely effect of the price change on  sa les.  Rather 

than run  a  potential ly costly experiment of trying different 

possible prices to see how the quantity demanded changes,  

iTunes managers could  ask a  focus group consisting  of a  

random sample of music buyers how they would  react to 

a  price hike.  After collecting their responses,  the managers 

could  analyze the data to predict the l ikely effects of a  price 

change.  How could  the managers use the data  to estimate 

the demand curve facing iTunes?  How could  the manag-

ers determine if a  price increase would  be l ikely to ra ise 

 revenue,  even though the quantity demanded would  fal l?  

Estimating the  

Effect of an  

iTunes Price  

Change

Manager ia l  
P rob l em

M
anagers commonly use data to estimate economic relationships, such as 
the relationship between price and quantity shown by a demand curve, or 
to examine whether a particular economic theory applies in their markets.  

Data-based analysis of economic relationships is often referred to as empirical  analy-
sis.  This chapter discusses empirical methods that can be used to analyze economic 
relationships, focusing particularly on the empirical analysis of demand.

M03_PERL7879_02_SE_C03. indd   45 1 9/1 1 /1 5   1 1 :22 pm



46 ChAPTEr 3   Empirical  Methods for Demand Analysis

In Chapter 2,  we focused on market demand curves in highly competitive mar-
kets, such as most agricultural markets.  In highly competitive markets with many 
firms selling identical products, each individual firm is a price taker.  In such markets, 
no one firm can significantly influence the market price.  Any firm that tried to raise 
its price above the market equilibrium price would lose all of its sales.  However, 
many firms, such as Apple, operate in markets that are not as competitive.  Such 
firms are price setters  that can raise their prices without losing all their sales.  In the 
market for music downloads, Apple is  a price setter.

A price-setting firm is concerned about the demand curve facing the firm rather 
than a market demand curve.  In particular, the manager of a price-setting firm often 
wants to know how responsive its quantity demanded is to changes in its price or 
in other variables that affect demand.  For example, in deciding whether to raise 
the price of iTunes songs by 30, an Apple manager would want to know how the 
number of iTunes downloads would fall in response to a 30  increase in price.  This 
responsiveness can be measured empirically using the price elasticity of demand.

A manager might also wish to estimate the entire demand function to decide how 
to set the firms optimal price, plan an advertising campaign, or choose how large a 
plant to build.  In Chapter 2, we used estimated demand (and supply)  functions to 
determine the equilibrium price and to analyze the effects of government policies on 
the market.  This chapter describes how to estimate demand functions using regres-
sion analysis,  which is an empirical method used to estimate a mathematical relation-
ship between a dependent variable, such as quantity demanded, and explanatory 
variables, such as price and income.

Further, managers often wish to use data to forecast the future value of an impor-
tant economic quantity such as future sales.  This chapter describes major forecasting 
methods, focusing particularly on the role of regression analysis in forecasting.

In  this chapter, 

we examine five 

main topics

Ma in  Top ic s
1 .  Elasticity:  An elasticity measures  the responsiveness  of one variable,  such 

as  quantity demanded,  to  a  change in  another variable,  such  as  price.

2.  regression  Analysis:  Regression  analysis  is  a  method  used  to estimate a  

mathematical  relationship between a  dependent variable,  such as quantity 

demanded,  and explanatory variables,  such as price and income.

3.  Properties and Statistical  Significance of Estimated Coefficients:  A regression 

analysis  provides information  for assessing  how much  confidence can  be 

placed in  the coefficients of an  estimated regression relationship,  a l lowing us 

to infer whether one variable has a  meaningful  influence on another.

4.  regression Specification:  For a  regression analysis to be reliable,  the specifi-

cationthe number and identity of explanatory variables and the functional  

form of the mathematical  relationship (such as l inear or quadratic)must be 

chosen appropriately.

5.  Forecasting:  Future values of important variables such  as sales or revenues 

can be predicted  using regression analysis.

3.1  Elasticity
Managers commonly summarize the responsiveness of one variablesuch as the 
quantity demandedto a change in anothersuch as  priceusing a  measure 
called an elasticity,  which is the percentage change in one variable divided by the 
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associated percentage change in the other variable.  In particular, a manager can use 
the elasticity of demand to determine how the quantity demanded varies with price.

The Price Elasticity of Demand
In making critical decisions about pricing, a manager needs to know how a change in 
price affects the quantity sold.  The price elasticity of demand  (or simply the elasticity 
of demand  or the demand elasticity)  is the percentage change in quantity demanded, Q,  
divided by the percentage change in price, p.  That is, the price elasticity of demand 
(which we represent by e,  the Greek letter epsilon)  is

 e =

percentage change in quantity demanded

percentage change in price
=

Q/Q

p/p
.  (3.1 )

The symbol   (the Greek letter delta)  indicates a change, so Q  is  the change in 
the quantity demanded; Q/Q  is  the percentage change in the quantity demanded; 
p  is  the change in price; and p/p  is  the percentage change in price.  According to 
Equation 3.1 , if a 1% increase in the price of a product results in a 3% decrease in the 
quantity demanded of that product, the elasticity of demand is e = -3,/1, = -3.

The elasticity of demand is a pure number:  It is not measured in any particular 
units like dollars or tons.  A useful way to think about elasticity is to consider the 
effect of a 1% change.  If the price elasticity of demand is -2,  a 1% decrease in price 
would cause quantity demanded to increase by 2%.

Arc Elasticity.  Very often, a manager has observed the quantity demanded at 
two different prices.  The manager can use this information to calculate an arc price 
elasticity of demand, which is a price elasticity of demand calculated using two distinct 
price-quantity pairs.1

Suppose a manager observes that when the price of coffee rises from $1 .80 to 
$2.20, the global quantity of coffee demanded falls from 10.2 million tons to 9.8 mil-
lion tons per year.  To use Equation 3.1 , the manager needs to determine the percent-
age change in the quantity, Q/Q,  and the percentage change in price, p/p.

The change in the quantity demanded as the price falls is Q = 9.8 - 10.2 = -0.4 
million tons.  To determine the percentage change in quantity, the manager needs to 
divide this change by a quantity, Q.  Should the manager use the initial quantity, 10.2, 
the final quantity, 9.8, or something else?  When calculating a percentage change, 
this choice of the base quantity makes a difference.  If the manager uses the initial 
quantity as the base, then the percentage change in quantity is -0.4/10.2 -3.9,  
(where  means approximately equal to).  If the manager uses the final quantity 
as the base, the percentage change is -0.4/9.8 -4.1, .

Another approach is to use the average quantity as the base.  The average quantity 
is (9.8 + 10.2)/2 = 10,  so the associated percentage change is -0.4/10 = -4.0, .  
Many analysts use the average quantity because the elasticity is the same regardless 
of whether we start at a quantity of 10.2 and move to 9.8 or start at 9.8 and move 
to 10.2.  If,  instead, the manager consistently uses the initial quantity as the base, or 
consistently uses the final quantity as the base, then the percentage change would 
vary depending on the direction of movement.

1In mathematics an arc is any segment of a smooth curve, so the arc price elasticity of demand is 
the elasticity along some segment of the demand curve.
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48 ChAPTEr 3   Empirical  Methods for Demand Analysis

The percentage change in price can also be calculated by using the average 
price as the base.  The price change is $2.20 - $1.80 = $0.40.  The average price is 
($1.80 + $2.20)/2 = $2.00.  Thus, the percentage change in price is $0.40/$2.00 = 20, .

An arc price elasticity  is  an elasticity that uses the average price and average 
quantity as the denominator for percentage calculations.2 Using Equation 3.1 ,  the 
arc price elasticity is

 e =

percentage change in quantity demanded

percentage change in price
=

Q/Q

p/p
,  (3.2)

where the bars over Q  and p  indicate average values.  In our example, the arc price 
elasticity is - (Q/Q)/(p/p) = -4,/20, = -0.2.

One of the easiest and most straightforward ways for a manager to determine 
the elasticity of demand for a firms product is to conduct an experiment.  If the 
firm is  a  price setter  and can vary the price of its  productas Apple,  Toyota, 
Kraft Foods, and many other firms canthe manager can change the price and 
observe how the quantity sold varies.  Armed with two observationsthe quan-
tity sold at the original price and the quantity sold at the new pricethe manager 
can calculate an arc elasticity.  Depending on the size of the calculated elasticity, 
the manager may continue to sell at the new price or revert back to the original 
price.  It is often possible to obtain very useful information from an experiment 
in a few markets or even just one small submarketin one country, in one city, 
or even in one supermarket.  Managers of price-setting firms should consider 
using such experiments to assess the effect of price changes on quantity sold.

Changing Prices 

to Calculate an 

Arc Elasticity

Manageria l  
I mp l i ca t i on

2Because the arc elasticity of demand uses the average price and quantity as the base for percentage 
calculations it is sometimes called the midpoint  elasticity.
3Glenn Peoples, iTunes Price Change:  Sales Down, Revenue Up in Week 1 ,  Billboard, April 15, 2009.

Q&A  3 . 1
In the first week after Apples iTunes raised the price on its most popular songs 
from 99  to $1 .29, the quantity demanded of Akons Beautiful  fell approxi-
mately 9.4% to 52,760 units from the 57,941  units sold in the previous week.3 
What is the arc elasticity of demand for Beautiful  based on the average price 
and quantity?

Answer
Use Equation 3.2  to calculate the arc elasticity.  The change in the price is p = $0.30
=  $1 .29 - $0.99, and the change in quantity is Q = -5,181 = 57,941 - 52,760.  
The average price is p = $1.14 = ($0.99 + $1.29)/2, and the average quantity is 
Q = 55,350.5 = (52,760 + 57,941)/2.  Plugging these values into Equation 3.2, we 
find that the arc price elasticity of demand for this song is

e =

Q/Q

p/p
=

-5,181/55,350.5

0.30/1.14
-
0.094

0.263
-0.36.

When price rose by 26.3%, the quantity demanded fell by 9.4%, so the arc elastic-
ity of demand was e = -0.36.  Based on this elasticity, a 1% rise in price would 
cause the quantity demanded to fall by roughly one-third of a percent.
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Point Elasticity.  An arc elasticity is based on a discrete change between two dis-
tinct price-quantity combinations on a demand curve.  If we let the distance between 
these two points become infinitesimally small, we are effectively evaluating the elas-
ticity at a  single point.  We call an elasticity evaluated at a specific price-quantity 
combination a point elasticity.

If a manager knows only two specific price-quantity points on a demand curve, 
then the manager s best summary of how quantity demanded responds to price 
changes is the arc elasticity of demand for the movement between these two points.  
If,  on the other hand, the manager has information about the entire demand curve, 
it is possible to calculate the point elasticity of demand at any point on the demand 
curve.  The point elasticity indicates the effect on the quantity demanded arising from 
a very small change in price.

To calculate a point elasticity, we first rewrite the price elasticity formula, Equa-
tion 3.1 , as

 e =

Q/Q

p/p
=

Q

p
 
p

Q
 (3.3)

where we are evaluating the elasticity at the point (Q,  p)  and Q/ p  is the ratio of 
the change in quantity to the change in price.

Holding other variables that affect demand fixed, we can use Equation 3.3 to cal-
culate the elasticity of demand for a general linear demand curve.  The mathematical 
function corresponding to a linear demand curve is

 Q = a + bp,  (3.4)

where a  and b  are parameters or coefficients.  We assume that a  is  a positive constant 
and b  is  a negative constant.  The parameter a  is  the quantity that is  demanded if 
the price is  zero.  The parameter b  shows how much the quantity demanded falls 
if the price is  increased by one unit (such as a dollar).  As we showed in Chapter 2, 
if the price changes from p1  to p2,  then

 Q = Q2 - Q1 = (a + bp2) - (a + bp1) = b(p2 - p1) = b p,  (3.5)

so if p = 1,  the change in the quantity demanded, Q = b,  is negative.
Rearranging Equation 3.5, we see that Q/ p = b.  Thus, the elasticity of demand 

for a linear demand curve is

 e =

Q

p
 
p

Q
= b  

p

Q
.  (3.6)

As we discussed in Chapter 2, our estimated linear demand function for coffee is

 Q = 12 - p,  

where Q  is  the quantity of coffee in millions of tons and p  is  the price in dollars per 
lb.  For this specific linear demand function, a = 12 and b = -1 .  Substituting these 
values into Equation 3.6, we find that the point elasticity of demand for coffee is

 e = -1  
p

Q
.  (3.7)

Equation 3.7 allows us to determine the elasticity of demand at any point (any 
price-quantity combination)  on the demand curve.  In particular,  we can find 
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50 ChAPTEr 3   Empirical  Methods for Demand Analysis

the point elasticity of demand at p = $2.20,  where the quantity demanded is 
Q = 12 - (1 * 2.20) = 9.8,  by substituting these values into Equation 3.7:

 e = -b  
p

Q
= -

2.20

9.8
-0.22.  

We previously used the estimated demand function for coffee to calculate the arc 
elasticity of demand for a price change from $2.20 to $1 .80.  That elasticity was -0.2,  
which is different from the point elasticity of -0.22 just calculated.  Although these 
two elasticities are different, neither is incorrect.  Both are appropriate measures
they are just measuring different elasticities.  The arc elasticity correctly measures the 
elasticity associated with a discrete change from a price of $2.20 to a price of $1 .80, 
while the point elasticity correctly measures the elasticity at a price of $2.20 for an 
infinitesimal change in the price.  Both elasticity measures are useful.  To keep our 
discussion as short and clear as possible, the subsequent analysis will deal just with 
point elasticities unless explicitly stated otherwise.

Min i - Ca se The Apple App Store (iOS)  and Google Play (Android)  each have about 1 .4 mil-
lion apps (mobile applications for smartphones and tablets)  as of early 2015.  
How price sensitive are consumers of apps (mobile applications)?  Are Apple 
aficionados more or less price sensitive than people who use Android devices?

Ghose and Han (2014)  estimated the demand for an app in the Apple App 
Store as -2.0.  That is,  a 1% increase in price causes a 2% drop in the quantity 
demanded for an Apple app.  Thus, demand is elastic in the Apple App Store.  
The estimated demand elasticity for an app in Google Play is -3.7.  Thus, an 
Android app has a nearly twice as elastic demand as does an Apple app.  That is, 
Google Play consumers are more price sensitive than are Apple App consumers.

Demand 

Elasticities for 

Google Play and 

Apple Apps

The Point Elasticity 

of Demand

Using  Calculus
As the change in price becomes very small, pS 0, the ratio Q/p  converges 
to the derivative dQ/dp.  Thus, the point elasticity of demand in Equation 3.3 
may be written as

 e =

dQ

dp
 
p

Q
.  (3.8)

Elasticity Along the Demand Curve
The shape of the demand curve determines whether the elasticity of demand var-
ies or is the same at every price along the demand curve.  The only type of demand 
curve where the elasticity of demand is the same at every price has the functional 
form Q = Ape,  which is called the constant-elasticity demand  form.  Along a constant-
elasticity demand curve, the elasticity of demand is the same at every price and is 
equal to the exponent e,  as Q&A 3.2 demonstrates.  The constant A  for a constant-
elasticity demand curve varies with the type of units used to measure the quantity 
demanded.  For example, A  is  2,000 times bigger if quantity demanded is measured 
in pounds rather than in tons, because a ton is 2,000 pounds.

We now turn to three types of linear demand curves:  downward-sloping demand 
curves that are neither horizontal nor vertical,  horizontal demand curves, and 
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vertical demand curves.  Except for constant-elasticity demand curves, the elasticity 
of demand varies with price along downward-sloping demand curves.  In particular, 
the elasticity of demand is different at every point along a downward-sloping linear 
demand curve.

Horizontal and vertical demand curves are linear, but they have the same price 
elasticity at every point.  Horizontal and vertical demand curves are therefore also 
special cases of the constant-elasticity demand curve.  If the demand curve is hori-
zontal, e = -  at every point; if the demand curve is vertical, e = 0 at every point.

Downward-Sloping Linear Demand Curves.  We can show that the elas-
ticity of demand is different at every point along a downward-sloping linear demand 
curve.  According to Equation 3.6, the elasticity of demand on a linear demand curve 
is e = b(p/Q) .  Although b  is  a constant, the price-quantity ratio, p/Q,  varies as we 
move along the demand curve, so the elasticity must also vary.  The elasticity of 
demand is a more negative number the higher the price is and hence the smaller the 
quantity.  A 1% increase in price causes a larger percentage fall in quantity near the 
top (left)  of the demand curve than near the bottom (right).

We use the linear coffee demand curve in Figure 3.1  to illustrate how the elasticity 
varies with price.  At the lower right corner of Figure 3.1, where the coffee demand 
curve hits the quantity axis (p = 0 and Q = 12), the elasticity of demand for coffee, 
Equation 3.7,  is  e = -1(p/Q) = -1(0/12) = 0.  At a  point where the elasticity of 
demand is zero, the demand curve is said to be perfectly inelastic.

For quantities between the midpoint of the linear demand curve and the lower 
end where p = 0,  the demand elasticity lies  between zero and negative one:   
0 7 e 7 -1 .  A point along the demand curve where the elasticity is between 0 and 
-1  is inelastic  (but not perfectly inelastic):  A 1% increase in price leads to a fall in 
quantity of less than 1%.  For example, when the coffee price is $3 so that the quan-
tity demanded is 9, the elasticity of demand is e = - (3/9) = -

1
3,  so a 1% increase 

in price causes quantity to fall by one-third of a percent.

Q&A  3 . 2
Use calculus to show that the elasticity of demand is a constant e  at all prices if 
the demand function is exponential, Q = Ape,  where A  is  a constant.  Ghose and 
Han (2014)  estimated that the demand function for Google apps is Q = Ap-3.7.  
What is the (constant)  elasticity of demand?

Answer

1.  Differentiate the exponential demand function  with respect to  price to  determine  
dQ/dp,  and substitute that expression into the definition of the elasticity of demand.  
Differentiating the demand function Q = Ape,  we find that dQ/dp = eApe - 1.  
Substituting that expression into the point elasticity definition, Equation 3.8, 
we learn that the elasticity is

dQ

dp
 
p

Q
= eApe - 1  

p

Q
= eApe - 1  

p

Ape
= e.

Because the elasticity is a constant, it does not depend on a particular value of 
p  or Q  and is therefore the same at every point along the demand curve.

2.  Use the rule just derived to determine the demand elasticity for Google appsthe 
elasticity is  the exponent on price in  the demand formula.  The elasticity of demand, 
e,  for Google apps is -3.7 (the exponent on price in the demand equation).

MyEconLab Q&A
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Rearranging the elasticity formula in Equation 3.1 ,  the percentage change in Q  
is  e  times the percentage change in price:  Q/Q = e(p/p) .  If the elasticity e  lies 
between 0 and -1,  the percentage change in quantity is smaller than the percent-
age change in price.  Thus, demand is inelastic in the sense that it changes little in 
response to a price change.  As a physical analogy, if you try to stretch a rope, it 
stretches only slightly.  The change in the price is the force pulling at demand, just as 
your effort provides the force pulling at the rope.  If the quantity demanded does not 
change much in response to this force, the demand curve is called inelastic.

At the midpoint of the linear demand curve, a 1% increase in price causes a 1% 
fall in quantity, so the elasticity equals -1, which is called unitary elasticity. 4 At prices 
higher than at the midpoint of the demand curve ($6 on the coffee demand curve), the 
elasticity of demand is less than negative one, e 6 -1 .  That is, the elasticity is a more 
negative number because it is  larger in absolute value.  In this range, the demand 
curve is called elastic.  A physical analogy is a rubber band that stretches substantially 
when you pull on it.  A 1% increase in price causes a more than 1% fall in quantity.  
Figure 3.1  shows that the coffee demand elasticity is -3 where the price is $9 and 
3 million tons are demanded:  a 1% increase in price causes a 3% drop in quantity.

Where the demand curve hits the price axis at p = $12 and Q = 0, the elasticity 
of demand is e = - (12/0), which is not defined.  As Q  approaches zero, the elasticity 
becomes a larger and larger negative number that approaches negative infinity, - .  
The demand curve is perfectly elastic  at the point where Q = 0.  Because quantity is 
zero at p = 12, if we lower the price even slightly so that the quantity demanded 
becomes positive, the percentage increase in quantity demanded is infinite.

horizontal  Demand  Curves.  Horizontal demand curves have constant 
elasticity (as do vertical demand curves).  The demand curve that is  horizontal at 
p* in panel a  of Figure 3.2 implies that people are willing to buy as much as firms 
want to sell at any price less than or equal to p*.  If the price increases even slightly 

4At the midpoint of a general linear demand curve, Q = a/2 and p = -a/(2b), so, using Equation 3.6, 
e = bp/Q = -b(a/[2b] )/ (a/2) = -1 .

F I GU rE  3 . 1   The Elasticity of Demand Varies Along the Linear Coffee 

Demand Curve

With  a  l inear demand  curve,  such 
as  the  coffee demand  curve,  the 
h igher the  price,  the  more  e la s-
tic  the demand curve (e  is  larger in  
absolute va lue:  it  becomes a  more 
negative number as we move up the 
demand curve) .  The demand curve 
is  perfectly inelastic (e = 0)  where the 
demand curve hits the horizontal  axis,  
is  perfectly elastic where the demand 
curve h its  the vertical  axis,  and  has 
unitary elasticity at the midpoint of 
the demand curve.
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F I GU rE  3 . 2  Vertical and horizontal  Demand Curves

(a)  A horizontal  demand curve is  perfectly elastic 
at p*.  
(b)  A vertical  demand curve is  perfectly inelastic 
at every price.

(c)  The demand curve for insul in  of an  individual  
who is  d iabetic is  perfectly inelastic below p* and 
perfectly elastic at p*,  which is  the maximum price 
the individual  can afford  to pay.

above p*,  however, demand falls  to  zero.  Thus, a  small increase in price causes an 
infinite drop in quantity, so the demand curve is  perfectly elastic.5

A horizontal demand curve is an extreme case of a linear demand curve:  It is 
the flattest possible linear demand curve.  Unlike downward-sloping linear demand 
curves, a horizontal demand curve does not have the property that the elasticity 
changes along the demand curve.  For a horizontal demand curve, the elasticity is 
negative infinity at every point.

Why would a goods demand curve be horizontal? One reason is that consumers 
view this good as identical to another good and do not care which one they buy.  If 
consumers view Delicious apples grown in Washington and Delicious apples grown 
in Oregon as identical, they wont buy Washington apples if these sell at a higher 
price than apples from Oregon.  Similarly, they wont buy Oregon apples if their price 
is higher than that of Washington apples.  If the two prices are equal, consumers do 
not care which type of Delicious apple they buy.  Thus, the demand curve for Oregon 
apples is horizontal at the price of Washington apples.

Vertical  Demand  Curves.  A vertical demand curve,  as  in panel b  in 
 Figure 3.2,  is  perfectly inelastic everywhere.  Such a demand curve is an extreme 
case of a linear demand curvethe opposite extreme from the horizontal demand 
curve.  A vertical demand curve has an infinite (vertical)  slope.  A vertical demand 
function is also a special case of the constant-elasticity demand function.  If e  takes 
on the value 0,  then the demand function is Q = Ap0 = A,  so the demand curve 
is  a  vertical line at quantity A .  If the price goes up,  the quantity demanded is 
unchanged, so Q = 0.  The elasticity of demand as given by Equation 3.1  must be 
zero:  ( Q/ p)(p/Q) = (0/ p)(p/Q) = 0.

A demand curve is vertical for essential goodsgoods that people feel they must 
have and will pay anything to get.  Because Jerry has diabetes, his demand curve 
for insulin could be vertical at a days dose, Q*.  Panel c of Figure 3.2 assumes that 
the maximum feasible price is  p*  and illustrates that the quantity demanded is 
unchanged at Q* for all possible prices less than p*.

5Using the constant-elasticity demand function, as e  becomes a very large negative number, the 
demand curve becomes increasingly flat and approaches a horizontal line.
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54 ChAPTEr 3   Empirical  Methods for Demand Analysis

Other Demand Elasticities
In addition to the price elasticity of demand, we can also use elasticities to summa-
rize how quantity demanded changes in response to changes in variables other than 
the goods price.  Two such elasticities are the income elasticity of demand and the 
cross-price elasticity of demand.

The income elasticity of demand  is  the percentage change in the quantity 
demanded divided by the percentage change in income, Y:

 
percentage change in quantity demanded

percentage change in income
=

Q/Q

Y/Y
=

Q

Y
 
Y

Q
.  

We say a good is normal good  if the quantity demanded increases as income rises.  
That is, a normal good has a positive income elasticity of demand.  Goods like coffee 
or music downloads are normal goods:  people buy more of them when their incomes 
rise.  Conversely, a good is an inferior good  if the quantity demanded falls as income 
rises.  Inferior goods have negative income elasticities.  For many college students, Kraft 
 Macaroni & Cheese (food in a box) is an inferior goodthey buy it when their incomes 
are low but switch to more appealing and expensive foods when their incomes rise.

The cross-price elasticity of demand  is  the percentage change in the quantity 
demanded divided by the percentage change in the price of another good, po  :

 
percentage change in quantity demanded

percentage change in other price
=

Q/Q

po/po
=

Q

po
 
po

Q
.  

The cross-price elasticity of demand determines whether goods are complements, sub-
stitutes, or unrelated goods.  When the cross-price elasticity is negative, people buy less 
of the good if the price of the other good rises.  Such goods are complements.  For example, 
if some people insist on having sugar in their coffee, then, as the price of sugar rises, 
they consume less coffee.  The cross-price elasticity of coffee demanded with respect to 
the price of sugar is therefore negative and coffee and sugar are complements.

If, alternatively, the cross-price elasticity is positive, the goods are substitutes.  As 
the price of one good rises, people buy more of the substitute good.  For example, cot-
ton and wool are substitutes, and so the quantity of cotton demanded increases if the 
price of wool rises.  If the cross-price elasticity is zero, then the goods are unrelated.  
Coffee and wool are unrelated goods.  An increase in the price of wool has no effect 
on the quantity of coffee demanded (see Chapter 2).

Min i - Ca se Anyone who has seen bar scenes in old movies will know that smoking and 
drinking apparently go together:  theyre complements.  Recent research has 
examined this relationship more rigorously, showing clearly that cigarettes and 
alcohol are complements.  When the price of cigarettes rises or when smoking 
becomes more difficult (due to smoking bans, for example)  people smoke less 
and  drink less.  The cross-elasticity of demand for alcohol with respect to cigarette 
prices is substantial.  Krauss et al.  (2014)  found that a 1% increase in the price of 
cigarettes gives rise to almost a 1% decline in alcohol consumption.  That is, the 
cross-price elasticity between alcoholic beverages and cigarettes is almost -1 .

Over the past two decades smoking bans in workplaces, restaurants, bars, 
and other public places have become increasingly common.  In 1995, California 
introduced one of the United Statess first statewide bans on smoking in public 

Anti-Smoking 

Policies May 

reduce Drunk 

Driving
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places, including bars and restaurants.  Many other states followed suit,  mostly 
about a  decade later,  although some, such as Texas and Alaska,  still do not 
have statewide bans on smoking in public places.  Smoking bans are common 
in much of world, including in Australia, Canada, and most of Europe.  China 
introduced a  nationwide ban on smoking in enclosed public  spaces in 2011 , 
although enforcement is  apparently very inconsistent.  South Korea introduced 
a general ban on smoking in most public places in 2013 and extended the ban 
to include all bars and restaurants in 2015.

The complementarity between smoking and drinking implies that tobacco 
taxes (which raise the price of cigarettes)  and restrictions on smoking have two 
health benefits.  First,  the tax reduces the negative health effects of smoking.  
Second, the tax reduces the negative effects of excessive drinking, including the 
very serious health risks created by drunk driving.

Demand Elasticities over Time
The shape of a demand curve depends on the time period under consideration.  Often 
consumers substitute between products in the long run but not in the short run.  
When U.S.  gasoline prices fell sharply from $3.62 per gallon in July 2014 to $2.12 in 
January 2015, most consumers did not greatly alter the amount of gasoline that they 
demanded in the short run.  Someone who drove 27 miles to and from work every 
day in a recently purchased Ford Focus did not suddenly start using more gasoline.  
However, if gas prices were to remain low in the long run, the share of consumers 
buying large cars would rise, many people would take jobs further from home, and 
more families would take driving vacations.

Liddle (2012)  estimated the gasoline demand elasticities across many countries 
and found that the short-run elasticity for gasoline was -0.16  and the long-run 
elasticity was -0.43.  Thus, a 1% increase in price lowers the quantity demanded by 
only 0.16% in the short run but by more than twice as much, 0.43%, in the long run.

Other Elasticities
The relationship between any two related variables can be summarized by an elas-
ticity.  In addition to the various demand elasticities that weve mentioned, other 
elasticities are also important.  For example, just as we might measure the price elas-
ticity of demand, we might also measure the price elasticity of supply,  which is the 
percentage change in quantity supplied divided by the percentage change in price.  
It shows the percentage increase in quantity supplied arising from a 1% increase in 
price.  A manager might be very interested in the elasticity of cost with respect to 
output, which shows the percentage increase in cost arising from a 1% increase in 
output.  Or, during labor negotiations, a manager might cite the elasticity of output 
with respect to labor, which would show the percentage increase in output arising 
from a 1% increase in labor input, holding other inputs constant.

Estimating Demand Elasticities
Price, income, and cross-price demand elasticities are important managerial tools.  
Managers can use them to predict how the quantity demanded will respond to changes 
in consumer income, the products own price, or the price of a related good.  Managers 
use this information to set prices, as in the iTunes example, and in many other ways.
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56 ChAPTEr 3   Empirical  Methods for Demand Analysis

Managers use data to calculate or estimate elasticities.  For example, Q&A 3.1  shows 
how a manager can observe the quantity effect of a change in price to determine the 
elasticity of demand for iTunes downloads of Akons Beautiful.  Such a before-and-
after price change calculation uses data from before the price change and after the 
price change to calculate an arc elasticity.  By comparing quantities just before and 
just after a price change, managers can be reasonably sure that other variables that 
might affect the quantity demanded, such as income, have not changed appreciably.

Managers at iTunes could do such calculations for many songs and obtain an esti-
mate of how the iTunes price change affected overall sales.  They could then use this 
information to make other decisions about iTunessuch as how quickly to expand 
and upgrade server capacity or whether to charge different prices for various songs.

However, it may not always be feasible or desirable for a manager to calculate 
a before-and-after arc elasticity.  A manager often wants an estimate of the demand 
elasticity before actually making a price change, so as to avoid a potentially expensive 
mistake.  Similarly, a manager may fear a reaction by a rival firm in response to a pric-
ing experiment.  A manager wants to know the effect on demand of many possible 
price changes rather than focusing on just one price change.  The manager can use 
such information to select the best possible price rather than just choose between two 
particular prices.  In effect, the manager would like an estimate of the entire demand 
curve.  Regression analysis is an empirical technique that can be used to estimate an 
entire demand curve in addition to estimating other important economic relationships.

3.2 regression Analysis
Regression analysis  is a statistical technique used to estimate the mathematical rela-
tionship between a dependent variable,  such as quantity demanded, and one or more 
explanatory variables,  such as price and income.  The dependent variable  is  the vari-
able whose variation is to be explained.  The explanatory variables  are the factors 
that are thought to affect the value of the dependent variable.

We focus on using regression analysis to estimate demand functions.  However, 
regression analysis is a powerful tool that is also used to estimate many other rela-
tionships of interest to managers.  For example, it is possible to use regressions to 
estimate the relationships between cost and output or between wages and productiv-
ity.  The use of regression analysis and related statistical methods in economics and 
business is called econometrics.

A Demand Function Example
To illustrate the use of regression, we estimate a demand function, where the depen-
dent variable is the quantity demanded.  In general, a demand function may include 
a number of explanatory variables.  However, we initially focus on the case with only 
one explanatory variable,  the price.  We assume that other factors that might affect the 
quantity demanded, such as income and prices of related goods, remain constant 
during the relevant period.  A demand function with price as the only explanatory 
variable defines a demand curve.

We also assume initially that the demand function curve is linear.  That is, the true rela-
tionship between the quantity demanded and the price is a straight line, as in Figure 3.1.

The Demand Function and the Inverse Demand Function.  We can 
write the relationship between the quantity demanded and the price in two ways.  
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573.2 Regression Analysis

Quantity is a function of price in a demand function,  while price is a function of quan-
tity in an inverse demand function.  An example of a linear demand function with only 
one explanatory variable is Equation 3.4:  Q = a + bp.

We can use algebra to rearrange this linear demand equation so that the price 
is on the left side and the quantity is on the right side.  By subtracting a  from both 
sides to obtain Q - a = bp,  dividing both sides of the equation by b  to  obtain 
(1/b)Q - a/b = p,  and rearranging the terms in the equation, we obtain

 p = -
a

b
+

1

b
 Q = g + hQ,  (3.9)

where g = -a/b 7 0 and h = 1/b 6 0, because b  is negative.  This equation, with p  
on the left side, is called the inverse demand function.  If a demand function is a linear 
function of p,  as in Equation 3.4, then the inverse demand function, Equation 3.9, is 
a linear function of Q  with constant coefficients g  and h.

The inverse demand function and the demand function contain exactly the same 
information.  Both versions of the demand relationship yield the same straight line 
when plotted on a diagram and both versions are commonly used.  Indeed, many 
people ignore the distinction between the inverse and direct forms and use the term 
demand function  to describe both.

However, when doing regression analysis it is necessary to be clear about which 
version of the demand function we are estimating.  In regression analysis, we put 
the dependent variable on the left side of the equation and the explanatory variable 
on the right side.

For example, Bill,  the manager of the only lawn care firm in town, surveys cus-
tomers about how many lawn treatments they will buy at various prices.  He views 
the price as the explanatory variable and the quantity as the dependent variable, so 
he uses the survey to estimate a demand function.  If instead his survey asked how 
much customers were willing to pay for various numbers of lawn treatments, he 
would estimate the inverse demand function.

random Errors.  For illustrative purposes, we have so far treated the estimated 
coffee demand function, Q = 12 - p,  as if it is precisely accurate.  This demand func-
tion tells us that if price is $2, then the quantity demanded is 10 (million tons), and 
if price rises to $3, then quantity demanded falls to 9.  The real world is  not that 
precise.  When we look at actual data, we might see that in a year when price was 
$2, quantity demanded was slightly less than 10, while in a year when price was 
$3, quantity demanded was slightly more than 9.  In practical terms, an estimated 
demand function is only an estimate; it does not necessarily match actual data per-
fectly.  The imperfection in our estimate arises because we can never hold constant 
all the possible non-price factors that affect demand.

For example, if a new study reporting that coffee has previously unknown health ben-
efits appeared during the period covered by our data, it might have caused the quantity 
demanded to increase for reasons unrelated to price.  And conversely, another study sug-
gesting negative health effects might have had the opposite effect.  Many other factors, 
including random changes in consumer tastes, might also play a role.  Or the data may 
contain errors.  For instance, one year someone may have failed to record a large coffee 
shipment so that it never showed up in the official data.  Thus, the quantity demanded 
from year to year may vary in the data for many reasons aside from price changes.

If these other factors that affect demand are observed, such as consumers income, 
we can include these variables as  explanatory variables when we estimate our 
demand function.  However, we do not observe many other factors and hence cannot 
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58 ChAPTEr 3   Empirical  Methods for Demand Analysis

include them.  When we estimate a demand function using regression analysis, we 
capture the effect of these unobserved variables by adding a random error term,  e,  to 
the demand equation:

 Q = a + bp + e.  (3.10)

The random error term  captures the effects of unobserved influences on the depen-
dent variable that are not included as explanatory variables.  The error is  called 
random  because these factors that might affect demand are unpredictable or even 
unknowable from the manager s point of view.

Regression analysis seeks to estimate the underlying straight line showing the 
true effect of price on the quantity demanded by estimating a  and b  in Equation 3.4 
while taking account of the random error term.  If we could somehow hold e  constant 
at zero, we could obtain various combinations of Q  and p  and trace out the straight 
line given by Equation 3.4, Q = a + bp.  However, if e  does not equal zero, then the 
observed Q  is not on this line.  For example, if e  takes on a positive value for one year ,  
corresponding to some positive random effect on demand, then the actual Q  is larger 
than the value implied by the linear demand curve Q = a + bp.

Min i - Ca se We use data from the Portland Fish Exchange of Portland, Maine, to illustrate 
how to estimate a demand function using regression analysis.  At the Exchange, 
fishing boats unload thousands of pounds of cod and many other types of fish 
on a daily basis.  The fish are weighed and put on display in the Exchanges 

22,000-square-foot refrigerated  warehouse.  
Buyers inspect the quality of the days catch.  At 
noon, an auction is held in a room overlooking 
the fish in the warehouse.  Fleece-clad buyers 
representing fish dealers and restaurants sit fac-
ing a screen, an auctioneer, and representatives 
of the sellers.  Bid information is posted on the 
screen at the front of the room.  Thousands of 
pounds of fish are sold rapidly.

The quantity of fish delivered each day, Q,  
varies due to fluctuations in weather and other 
factors.  Because fish spoils rapidly, all the fish 
must be sold immediately.  Therefore, the daily 
auction price for cod adjusts to induce buyers 
to demand the amount of cod available on that 
particular day.  Thus, the price-quantity combi-
nation for cod on any particular day represents 
a point on the cod demand curve.

For each day it operates, the Portland Fish Exchange reports the quantity (in 
pounds)  of each particular type of fish sold and the price for that type of fish.  
For example, on June 8,  2015, 2,946 lbs of large white hake were sold at $0.97 
per lb.  A collection of such observations provides a data set that can be used for 
demand analysis using regression.

Here, quantity is  the explanatory variable.  Whatever quantity is  brought to 
market is  sold that day.  Price adjusts to insure that the amount of fish available 
is  demanded by the buyers.  As price is  explained by the quantity brought to 
market, we can estimate an inverse demand curve.

The Portland Fish 

Exchange
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regression Analysis Using Microsoft Excel.  We illustrate how to estimate 
a linear regression based on data for cod from the Portland Fish Exchange using 
Microsoft Excel.  Table 3.1  shows a data set (or sample)  based on reports published 
online by the Portland Fish Exchange.  Each data point is a pair of numbers:  the price 
(dollars per pound)  and the quantity of cod (thousands of pounds)  bought on a 
particular day.  Our analysis uses eight daily observations.  We have ordered the data 
from the smallest quantity to the largest to make the table easy to read.

Figure 3.3 shows the data points in this sample.  Estimating this linear regression 
is equivalent to drawing a straight line through these data points such that the data 
points are as close as possible to the line.  To fit this line through the quantity-price 
observations for cod, we estimate the linear inverse demand curve, Equation 3.9, 
with an error term attached:

 p = g + hQ + e.  (3.11)

The error term, e, captures random fluctuations in factors other than quantity that affect 
the price on a given day, such as random variations in the number of buyers who show 
up from day to day.6 We expect that the error term averages zero in large samples.7

In Equation 3.11 , g  and h  are the true coefficients, which describe the actual rela-
tionship between price and quantity along the cod inverse demand function.  The 
regression provides us with estimates of these coefficients, gn  and hn,  which we can 
use to predict the expected price, pn,  for a given quantity:

 pn = gn + hnQ.  (3.12)

TAb LE  3 . 1   Data Used to Estimate the Cod Demand Curve  

at the Portland Fish Exchange

MyEconLab Video

Price, dollars per pound Quantity, thousand pounds per day

1 .90 1 .5

1 .35 2.2

1 .25 4.4

1 .20 5.9

0.95 6.5

0.85 7.0

0.73 8.8

0.25 10.1

6The cod supply curve each day is vertical at Q  and is largely determined by weather and govern-
ment regulations on fishing.  Because the quantity is determined independent of the price, it is said 
to be exogenous.  As a result, we can use quantity to help explain the movement of the dependent 
variable, price, in our regression equation.  Where the supply curve intersects the demand curve 
determines the equilibrium price for that day.  Thus, the fluctuations in the quantityshifts in the 
vertical supply curvetrace out the demand curve.  The dependent variable, price, is endogenous:  it 
is determined inside the system by quantity and by the unobserved variables incorporated in the 
error term.  If quantity and price are simultaneously determinedthat is, both are endogenous vari-
ablesthe demand curve should be estimated using different techniques than those we discuss here.

7We use a small data set in this and later examples to keep the presentation short and clear.  In prac-
tice, regression analysis would normally involve many more observations.  Although some studies 
use only 30 or 40 observations, most regression studies would normally involve hundreds or even 
thousands of observations, depending on the availability of data.
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60 ChAPTEr 3   Empirical  Methods for Demand Analysis

One way to estimate gn  and hn  is  to use the Microsoft Excel Trendline option for 
scatterplots.8

1.  Enter the quantity data in column A and the price data in column B.

2.  Select the data, click on the Insert tab, and select the Scatter option in the Chart 
area of the toolbar.  A menu of scatterplot types will appear,  as  the following 
screenshot shows.

8The following screenshots and detailed instructions are for the Windows version of Excel 2013.  
The Macintosh versions and other Windows versions of Excel are similar.  Helpful instructions can 
be found in the Excel Help facility.

1 08642.20

Q,  Thousand lbs of cod per day
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1 .35

1 .63

1 .90

F I GU rE  3 . 3   Observed Price-Quantity Data Points for the Portland Fish Exchange

Each  dot indicates a  particular price 
and the quantity of cod demanded at 
that price on  a  particular day at the 
Portland Fish  Exchange.

MyEconLab Video
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613.2 Regression Analysis

3.  Click on the first scatterplot type, which is Scatter with markers only.  A chart 
appears in the spreadsheet.

4.  Click on the chart, and then click on the plus sign that appears just outside the 
upper right corner to obtain the dropdown menu titled Chart Elements.

5. Place the cursor over the Trendline option in the Chart Elements menu.  An arrow 
appears beside the Trendline option.  Click on this arrow.  An additional menu drops 
down.  Click on More Options in this menu.  A Format Trendline dialog box opens 
at the right of the screen.

6.  In the Format Trendline dialog box select the options Linear,  Display Equation 
on chart,  and Display R-squared value on chart,  as the following screenshot 
shows.  The estimated regression line appears in the diagram.

9The price is  pn1 = gn + hnQ  when quantity is Q  and pn2 = gn + hn(Q + 1)  when quantity is Q + 1.  
Thus, the change in price is p2 - p1 = (gn + hn[Q + 1]) - (gn + hnQ) - hn .  Similarly, using calculus, 
dpn/dQ = hn .

By default, Excel refers to the variable on the vertical axis as y  (which is our p)  and 
the variable on the horizontal axis as x  (which is our Q).  Rounding the coefficient 
estimates to two decimal places, we obtain the estimated inverse demand function

 pn = 1 .96 - 0.15Q,  (3.13)

where gn = 1 .96 and hn = -0.15  are the estimated coefficients.
The estimated inverse function implies a demand curve that hits the price axis at 

gn = 1 .96, where the price is high enough to drive the quantity demanded to zero.  
The estimated coefficient hn = -0.15  is the slope of the demand curve.  As the quan-
tity increases by one unit (that is, by 1 ,000 pounds), the estimated change in price 
needed to induce buyers to purchase this larger quantity is hn = -$0.15 = -15.. 9

Ordinary Least Squares regression.  How does the regression routine in 
Excel estimate the parameters gn  and hn?  The objective of the regression procedure is 
to select a regression line that fits  the data well in the sense that the line is as close as 
possible to all the observed points.

As Figure 3.4 shows, it would be impossible to draw a single straight line that 
fits the data perfectly by going through all eight points.  Figure 3.4 shows that the 
actual prices and the prices predicted by the regression line differ.  The second data 

MyEconLab Video
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F I GU rE  3 . 4  An Estimated Demand Curve for Cod at the Portland Fish Exchange

The dots  show the actua l  quantity-
price pair data  points.  The l ine is  the 
estimated regression l ine of the l inear 
relationship between the price and the 
quantity:  pn = gn + hnQ = 1 .96 - 0.1 5Q.
The gap between  the actua l  price,  
p ,  at a  g iven  quantity and  the esti-
mated  price,  pn ,  i s  the  residua l  for 
Day i,  en i = pi - pn i.  The figure  shows 
the  res idua l  for the  second  day,  
where  Q = 2.2,  the  observed  price 
i s  p2 = $1 .35,  and  the  est ima ted 
price is  pn 2 = $1 .63,  so  the residual  is  
en2 = -$0.28 = $1 .35 - $1 .63.

point from the left (p = $1.35 and Q = 2.2)  has the largest gap between the actual 
and predicted prices.  The predicted price, given by Equation 3.13, for Q = 2.2 is 
pn = 1.96 - 0.15Q = 1 .96 - (0.15 * 2.2) = 1 .63.

The gap between the actual value of the dependent variable (price) and the predicted 
value is called a residual.  For this observation, the residual is $1 .35 - $1.63 = -$0.28,  
indicating that the actual price is 28  below the estimated price.

The objective of a regression method is to fit the line to the data such that the residu-
als are collectively small in some sense.  However, there are different criteria that might 
be used to measure the quality of the fit, leading to different regression methods.

The most commonly used regression method is ordinary least squares  (OLS).  Excel 
uses this method in its scatterplot Trendline option.  The OLS regression method fits 
the line to minimize the sum of the squared residuals.  If en1  is the residual for the first 
data point, en2 is the residual for the second data point, and so on, then OLS minimizes 
the sum en1

2
+ en2

2
+ p + en8

2.10

Multivariate regression
A regression with two or more explanatory variables is called a multivariate regres-
sion  or multiple regression.  In our cod example, if the price consumers are willing 
to pay for a given quantity increases with income, Y,  then we would estimate an 

10If we have a regression equation of the form Y = a + bX + e,  the formulas used by spreadsheets 
and statistical programs to determine the OLS parameters are:

bn =
a
n

i = 1

(Xi - X)(Yi - Y)

a
n

i = 1

(Xi - X)2
, and an = Y - bnX,

where the observations are indexed by i,  the data set has n  observations, a bar above a variable 

indicates the average value of that variable, and the symbol a
n

i = 1

 indicates that the following expres-

sion should be summed from observation 1  through observation n.
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633.2 Regression Analysis

inverse demand function that incorporates both quantity and income as explana-
tory variables as

 p = g + hQ + iY + e,  (3.14)

where g,  h,  and i  are coefficients to be estimated, and e  is  a random error.
Using OLS, we would estimate the regression line:

 pn = gn + hnQ + inY,  

where gn,  hn,  and in  are the estimated coefficients and pn  is the predicted value  of p  for any 
given levels of Q  and Y.  The objective of an OLS multivariate regression is to fit the 
data so that the sum of squared residuals is as small as possible, where the residual 
for any data point is the difference between actual price, p,  and predicted price, pn .

A multivariate regression is able to isolate the effects of each explanatory vari-
able holding the other explanatory variables constant.  We use a linear regression to 
estimate the U.S.  market demand function for avocados, which depends on the price 
of avocados and income:

 Qn = 120 - 40p + 0.01Y,  (3.15)

where quantity is measured in millions of lbs per month, price is measured in dollars 
per lb and Y is the average monthly household income in dollars.  According to this 
estimated equation, if average income rises by $200 per month and the price of avoca-
dos stays constant, then the estimated quantity would rise by 0.01 * 200 = 2 million 
lbs per month.  The regression equation allows us to estimate the effect of changing 
only one variable, like income, while holding other explanatory variables constant.  
Similarly, if income remains constant and the price increases by 5.  (=$0.05)  per lb, then 
the estimated quantity demanded change by -40 * 0.05 = -2 million lbs per month.

Goodness of Fit and the R2 Statistic
Because an estimated regression line rarely goes through all the data points, managers 
want some measure of how well the estimated regression line fits the data.  One mea-
sure of the goodness of fit  of the regression line to the data is the R2 (R-squared) statistic.  
The R2 statistic  is the share of the dependent variables variation that is explained by 

Q&A  3 . 3
The manager of a trucking company that specializes in avocado transport uses 
the estimated demand function, Equation 3.15, to predict the quantity of avocados 
demanded at price of $2.70 and a monthly income level of $6,000.  What is the 
predicted quantity? If the actual quantity turns out to be 76 (million lbs)  what is 
the residual?  Why would the predicted quantity differ from the actual quantity?

Answer

1.  Use the estimated demand function Equation 3. 15 to predict the quantity of avocados 
demanded.  Substitute the price of $2.70 and the income of $6,000 into the esti-
mated demand function to obtain the predicted quantity demanded:

Qn = 120 - 40(2.70) + 0.01(6,000) = 72.

2. Take the difference between the actual and the predicted quantity demanded to determine 
the residual.  Given that the actual quantity is 76, the residual is 76 - 72 = 4.  The 
actual quantity differs from the predicted quantity because of the random error 
reflecting other variables not explicitly included in the regression equation.
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64 ChAPTEr 3   Empirical  Methods for Demand Analysis

the regressionthat is, accounted for by the explanatory variables in the estimated 
regression equation.  The highest possible value for R2 is 1 , which indicates that 100% 
of the variation in the dependent variable is explained by the regression.  Such an out-
come occurs if the dependent variable lies on the regression line for every observation.

If some observations do not lie on the regression line, as in Figure 3.4, then the R2 
is less than 1 .  The variation in the dependent variable that is not explained by the 
regression line is due to the error term in the regression.  Given that the regression 
includes a constant term, the lowest possible value for R2 is zero, where the estimated 
regression explains none of the variation in the dependent variable.  The R2 is zero 
if we try to fit a line through a cloud of points with no obvious slope.  Thus, the R2 
statistic must lie between 0 and 1 .

For example, Mai owns bakeries in two different small towns, where she faces no 
competition.  She wants to know how many fewer pies she will sell if she raises her 
price, so she runs experiments in each town.  At each bakery, she sets a new price each 
week for 14 consecutive weeks, so that she observes 14 weekly price-quantity com-
binations for each town.  She then runs a regression to estimate the weekly demand 
function, Q = a + bp,  Equation 3.4, in each town, where we expect that a  is  positive 
and b  is  negative.

Figure 3.5 illustrates these two regressions based on different data sets.  In panel a, all 
the data points are very close to the estimated demand curve.  That is, almost all of the 
variation in the number of pies demanded is explained by the regression. The R2 statistic 
is 0.98, which is very close to 1, indicating that the regression line provides very good 
predictions of the amount demanded at any given price.  (As the Portland cod regression 
screenshot illustrates, Excels Trendline includes an option to calculate the R2.)

In contrast, the regression line in panel b  does not fit the data as well.  This panel 
shows some large divergences between data points and the predicted values on the 
regression line due to large random errors, and the R2 statistic is only 0.54.  Thus, Mai 
is more confident that she can predict the effect of a price change in the first town 
than in the second.

(a)  R2  = 0.98
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(b)  R2  = 0.54
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F I GU rE  3 . 5  Two Estimated Apple Pie Demand Curves with Different R2 Statistics

Mai,  a  bakery owner,  changes  the  price  of 
apple pie every Friday for 1 4 weeks to determine 
the  weekly demand  curve for apple  pie.  The 
observed  price-quantity data  points  l ie  close to 

the estimated  demand  curve in  panel  a  where 
R
2
= 0.98.  In  panel  b,  where R2

= 0.54,  the data  
points are more widely scattered around the esti-
mated demand curve.

M03_PERL7879_02_SE_C03. indd   64 1 9/1 1 /1 5   1 1 :22 pm



653.3 Properties and Statistical  S ignificance of Estimated Coefficients

A recent survey of North  American  males found that 41 % were  overweight,  32% 

were  critically obese,  and 7% ate  the  survey.  

Managers interested in estimating market demand curves often can obtain data 
from published sources, as in our Portland Fish Exchange example.  However, 
if Mai, the baker, wants to estimate the demand function for her firm, she must 
collect the relevant data herself.  To estimate her firms demand curve, she needs 
information about how many units customers would demand at various prices.

Mai can hire a specialized marketing firm to recruit and question a focus group,  
which consists of a number of her actual or potential consumers.  Members of 
the group are asked how many pies per week they would want to buy at vari-
ous prices.  Alternatively, the marketing firm might conduct an online or written 
survey of potential customers designed to elicit similar information, which can 
be used to estimate a demand curve.  Mai should use a focus group if its the least 
costly method of learning about the demand curve she faces.

Focus Groups

Manageria l  
I mp l i ca t i on

3.3  Properties and Statistical  Significance 
of Estimated Coefficients

Mai is  particularly concerned about how close the estimated coefficients of the 
demand function Equation 3.4,  an  and bn,  are to the true values.  She cares because 
they determine how reliably she can predict the reduction in the number of pies she 
sells if she raises her price.

We now discuss the properties of these estimated coefficients and describe sta-
tistics that indicate the degree of confidence we can place in these estimated coef-
ficients.  These statistics can be obtained using most regression software, including 
the regression tools in Excel.

repeated Samples
The intuition underlying statistical measures of confidence and significance is based 
on repeated samples.  For example, Mai could use another focus group to generate 
an additional sample of data.  She could then run a new regression and compare the 
regression for the first sample to that from this new focus group.  If the results from 
the second sample were similar to those from the first,  she would be more confi-
dent in the results.  If,  on the other hand, the results of the second sample were very 
 different from those of the first, she might have significant doubts about whether 
the estimated demand parameters an  and bn  from either focus group were close to the 
true values.

Often it is costly, difficult, or impossible to gather repeated samples to assess the 
reliability of regression estimates.  However, we can do something similarwe can 
divide a large data set into two subsamples and treat each subsample like a separate 
experiment.  We can use each subsample to calculate regression parameter estimates.  
For that matter, we can take many random subsamples of the data set and generate 
estimates for each subsample.  We can then assess whether the different parameter 
estimates for the different subsamples tend to be similar or widely dispersed.

Although analysts sometimes run regressions on random subsets of the data and 
use them to construct a set of parameter estimates, it may be unnecessary.  Given cer-
tain (usually reasonable)  assumptions, we can use statistical formulas to determine 

M03_PERL7879_02_SE_C03. indd   65 1 9/1 1 /1 5   1 1 :22 pm



66 ChAPTEr 3   Empirical  Methods for Demand Analysis

how much we would expect the parameter estimates to vary across samples.  The 
nature of this potential variation allows us to assess how much confidence to place 
in particular regression results.

Desirable Properties for Estimated Coefficients
We would like our regression estimation method to have two properties.  First, we 
would like the estimation technique to be unbiased  in the sense that the estimated 
coefficients are not systematically lower or systematically higher than the true coef-
ficients.  An estimation method is unbiased  if it produces an estimated coefficient, bn,  
that equals the true coefficient, b,  on average.  The ordinary least squares regression 
method is unbiased under mild conditions.11

The second property we would like an estimation technique to have is that the 
estimates should not vary greatly if we repeat the analysis many times using other 
samples.  If we have two proposed unbiased estimation methods, we prefer the 
method that yields estimates that are consistently closer to the true values rather 
than a method that produces widely dispersed estimates in repeated samples.  An 
important theoretical result in statistics is that under a wide range of conditions, the 
ordinary least squares estimation method produces estimates that vary less than 
other relevant unbiased estimation methods.

For each estimated coefficient, the regression program calculates a standard error.  
The standard error  is  a measure of how much each estimated coefficient would vary 
if we re-estimated the same underlying true demand relation with many different 
random samples of observations.  The smaller the standard error of an estimated 
coefficient, the smaller the expected variation in the estimates obtained from differ-
ent samples.  A small standard error means that the various estimated coefficients 
would be tightly bunched around the true coefficient.  If the standard error is large, 
the estimated coefficients are imprecise indicators of the true values.

A Focus Group Example
Consumers are  statistics.  Customers are  people.  Stanley Marcus (early president 

of Neiman Marcus)

To illustrate these ideas, suppose that Toyota has asked us to conduct a focus group 
to predict how the number of Toyota Camry vehicles demanded would change if the 
price changes.  We arrange a focus group of 50 prospective car buyers to illustrate 
how Toyota could answer this question.  We ask members of the group if they would 
be willing to buy a Camry at various prices.  As a result, for each of eight prices rang-
ing from $5,000 to $40,000, we have information on how many Camry vehicles would 
be demanded by this group.

We estimate a linear demand function of the form Q = a + bp + e  and obtain 
standard errors to assess the reliability of the estimated parameters.  The Excel Trend-
line does not provide standard errors.  However, they are provided by Excels Regres-
sion tool.12 We demonstrate how to use this tool in the following Excel screenshot 
and step-by-step instructions.

12The Regression tool uses ordinary least squares to estimate the regression line and can accom-
modate multiple explanatory variables.  This tool is  available in all Windows versions of Excel and 
in Excel for the Mac as of the 2016 version.  An alternative method of running regressions is Excels 
LINEST function.  See Excel Help  for information.

11One important condition for OLS estimation to be unbiased is that the equation be properly speci-
fied so that all relevant explanatory variables are included and the functional form is appropriate.
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1.  Enter the data in an Excel spreadsheet as shown in the screenshot.  Title the col-
umns Quantity  and Price  and put the quantities in cells A2 through A9 and the 
prices (in thousands of dollars)  in cells B2 through B9.

2.  Click on the Data  tab, then on the Data Analysis  icon at the upper right of the 
spreadsheet.13 The Data Analysis dialog displays as shown.  Select the Regression  
tool and click OK.

3.  In the Regression dialog that displays, fill in the Input Y Range  field (the dependent 
variable)  by selecting cells A2 through A9 or by typing A2:A9  into the box.

4.  Fill in the Input X Range  field (the explanatory variable)  by selecting the cells 
containing the prices or by typing B2:B9.

5.  Click the Output Range  button, enter A12  in the associated box, and then click OK.

Excel displays the regression results.  The coefficients indicate that the estimated 
regression line is Q = 53.857 - 1.438p.  This estimated demand function can be 
used to estimate the quantity demanded for any price.  According to our estimated 
demand function, if the price is 27 ($27,000), we expect the focus group consumers to 
buy Qn = 53.857 - 1 .438 p = 15.03 Camrys.  We would round this estimate to 15 cars, 
given that cars are sold in discrete units.  However, if this focus group represented 
a large group, perhaps a thousand times larger (50,000 consumers),  the quantity 
demanded estimate would be 15,030 vehicles.

The Regression tool also displays other regression output.  The R2 statistic (called 
R Square  by Excel)  is 0.977, which is close to the maximum possible value.  This high 
R2 indicates that the regression line explains almost all the variation in the observed 
quantity.  Excel also displays standard errors and confidence intervals.

13If you do not see the Data Analysis  icon, the Analysis Toolpak is not installed in your version of 
Excel.  See Excel Help  for installation instructions.
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Confidence Intervals
We know that an estimated coefficient is not likely to exactly equal the true value.  
Therefore, it is  useful to construct a confidence interval,  which provides a range of 
likely values for the true value of a coefficient, centered on the estimated coefficient.  
For example, a 95% confidence interval is a range of coefficient values constructed 
using a method such that the true value of the coefficient would lie in the specified 
interval 95% of the time in repeated samples.

The length of a confidence interval depends on the estimated standard error of 
the coefficient and the number of degrees of freedom,  which is the number of observa-
tions minus the number of coefficients estimated.  In our Camry example, we have 
eight observations and estimate two coefficients, so we have six degrees of freedom.

If the sample has more than 30 degrees of freedom, the lower end of a 95% confi-
dence interval is (approximately)  the estimated coefficient minus twice its estimated 
standard error, and the upper end of the interval is the estimated coefficient plus 
twice its estimated standard error.

With smaller sample sizes, the confidence interval is larger. 14 With the six degrees 
of freedom of the Camry demand function regression, the confidence interval is  the 
estimated coefficient plus or minus 2.447 times the standard error.  In this regression, 
the slope coefficient,  bn  on the price is  -1 .438 and its standard error is  0.090.  There-
fore, the 95% confidence interval for bn  is  centered on -1.438 and goes approximately 
from -1 .658 (= -1 .438 - [2.447 * 0.090])  to -1.218 (= -1 .438 + [2.447 * 0.090]).

If the confidence interval is  small,  then we are reasonably sure that the true 
parameter lies close to the estimated coefficient.  If the confidence interval is large, 
then we believe that parameter is not very precisely estimated.  Typically, the more 
observations we have, the smaller the estimated standard errors and the tighter the 
confidence interval.  Thus, having a larger data set tends to increase our confidence 
in our results.

hypothesis Testing and Statistical  Significance
There  are  two possible  outcomes:  if the  result confirms the  hypothesis,  then  youve 

made a measurement.  If the  result is  contrary to  the  hypothesis,  then  youve made 

a discovery.  Enrico Fermi

A manager can use estimated coefficients and standard errors to test important 
hypotheses.  Very often, the crucial issue for a manager is to determine whether a 
certain variable really influences another.  For example, suppose a firms manager 
runs a regression where the demand for the firms product is a function of the prod-
ucts price and the prices charged by several possible rivals.  If the true coefficient on 
a rivals price is zero, then the potential rivals product is not in the same market as 
the manager s product, and the manager can ignore that firm when making deci-
sions.  Thus, the manager wants to formally test the null  hypothesis that the rivals 
coefficient is equal to zero.

One approach is to determine whether the 95% confidence interval for that coef-
ficient includes zero.  If the entire confidence interval for the coefficient on a rivals 
price contains only positive values, the manager can be 95% confident that the 
explanatory variable has a positive effect:  the higher the rivals prices, the greater 
the demand for the manager s product.

14The relevant number can be found in a t-statistic distribution table.
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Equivalently, the manager can test the null  hypothesis  that the coefficient is zero 
using a t-statistic.  The Excel Regression tool reports t-statistics automatically.  The 
t-statistic equals the estimated coefficient divided by its estimated standard error.  
That is, the t-statistic measures whether the estimated coefficient is large relative to 
the standard error.  In the Camry example, the t-statistic for the constant or inter-
cept coefficient is 53.857/2.260 23.8,  and the t-statistic on the price coefficient is 
-1.438/0.0895 -16.1 .

If the absolute value of the t-statistic is larger than a critical value,  then we know 
that the confidence interval does not include zero, so we reject the null hypothesis 
that the coefficient is zero.  For samples with more than 30 observations, this critical 
value is about 2, while in our Camry example it is 2.447.

That is, our rule is that we reject the null hypothesis at a 95% level of confidence 
if the absolute value of the t-statistic exceeds the critical value.  An equivalent state-
ment is that, given a t-statistic with a magnitude exceeding the critical value, we will 
be wrong less than 5% of the time if we reject the hypothesis that the explanatory 
variable has no effect.  The chance that we are wrong when we use a test statistic to 
reject the null hypothesis is often referred to as the significance level  of the hypothesis 
test.  Thus, in a large sample, if the t-statistic is greater than about 2, we reject the null 
hypothesis that the proposed explanatory variable has no effect at the 5% signifi-
cance level or 95% confidence level.  Rather than use this rather convoluted formal 
statement, many analysts say simply that the explanatory variable is statistically 
significant or statistically significantly different from zero.

3.4 regression Specification
Far better an  approximate answer to  the  right  question,  which  is  often  vague,  than  

an  exact  answer to  the  wrong question,  which  can  always be  made precise.   

John Tukey

The first step in a regression analysis is  to select a  regression equation.  We must 
determine the regression specification,  which includes the choice of the dependent 
variable, the explanatory variables, and the functional relationship between them 
(such as linear, quadratic, or exponential).  For example, in the Camry demand func-
tion regression, the dependent variable is the quantity of Camrys demanded, the 
only explanatory variable is price, measured in thousands of dollars, and the func-
tional relationship between the variables is linear:  Q = a + bp + e.

A regression analysis is valid only if the regression equation is correctly specified.  
In particular, the specification should include the appropriate explanatory variables, 
it must closely approximate the true functional form, and the underlying assump-
tions about its error term should be correct.

Selecting Explanatory Variables
When selecting variables to include in a regression, we must take care in choosing 
which explanatory variables to include.  The explanatory variables should include all 
the observable variables that are likely to have a meaningful effect on the dependent 
variable.  We use our understanding of causal relationships, including those that 
derive from economic theory, to select explanatory variables.  In the Camry focus 
group example, we used our knowledge of demand theory to conclude that the price 
was likely to affect the quantity demanded.
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Min i - Ca se
It is  unfortunate  we cant buy many business executives for what they are  worth  

and sell them for what they th ink they are  worth .  Malcolm Forbes

Human resources managers often use regression studies to determine if their 
employees are paid comparably to individuals in similar positions in other 
firms.15 During the major economic crisis of 20072009, the very high compen-
sation that chief executive officers (CEOs)  of major corporations received was 
a source of much controversy, and many large banks and other corporations 
were under pressure to provide evidence to justify their payments.  We use mul-
tivariate regression to analyze the determinants of CEO compensation.  We use 
economic theory and previous studies to choose the variables that we believe 
are important determinants of CEO compensation.  Then, we test whether these 
variables belong in the equation.

In our regression analysis, we use data from Standard & Poor s Compustat 
database on CEO compensation for the 19922014 period for corporations in 
the S&P 500, which is Standard & Poor s list of the 500 largest publicly traded 
U.S.  corporations.  We have over 8,300 observations in our data set,  where the 
dependent variable in each observation is the CEOs annual compensation in 
a particular S&P 500 corporation in a particular year, along with the values of 
the proposed explanatory variables.  Well over half of this compensation was 
in the form of stock options, which give the holder the right to buy stock in the 
company at an attractive price far below the market value.  The rest consisted 
primarily of salary and bonuses.

In our multivariate regression, the dependent variable,  Y,  is  CEO compen-
sation in thousands of dollars.  We expect the compensation to be greater for 
CEOs who manage large firms because that requires more work and respon-
sibility.  We use two measures of firm size:  assets,  A  (in $  billions),  which are 
related to the firms capital input, and employees, L  (thousands of workers) .  
Presumably a CEO is  paid more when the company does well.  One measure 
of a  companys success is  shareholders  average return over the previous three 
years,  S  (in percentage points per year).  This return includes dividends, which 
are direct payments to shareholders,  and capital gains, which are increases in 
the value of the shares of the shareholders.  A CEO may also be worth more to 
a firm as the CEOs experience, X  (the number of years that the CEO has held 
this job),  rises.

We use ordinary least squares to estimate a multivariate regression equation 
that relates a CEOs salary to these explanatory variables:

Y = a + bA + cL + dS + fX + e,

where a  is  a  constant and the other coefficients show how much a one unit 
increase in the corresponding explanatory variable affects  CEO compensa-
tion.  For example, one extra unit of employees (1 ,000 employees)  raises the 
CEO  salary by c.  The estimated compensation as a function of the explanatory 
 variables is Yn = 6,787 + 11 .4A + 14.0L + 35.1S + 79.9X,  as the following table 
of regression results shows.

Determinants 

of CEO 

Compensation

15Another use is in union negotiations.  One of us was retained by a large firm to perform a regres-
sion analysis to determine how their unionized employees  wages compared to wages of compa-
rable unionized and nonunionized workers in other firms.  The firm used this study to bargain 
with its union.
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Based on these t-statistics, we reject the null hypothesis that the coefficients 
on our four variables are zero at the 5% significance level.  Each of these four 
t-statistics is larger than 2.  For example, the t-statistic on the total assets coef-
ficient is  10.1 ,  which is substantially larger than 2.  Thus, we conclude that these 
variables belong in our specification.

The estimated effect of increasing total assets by $1  billion is to increase the 
CEOs compensation by $11,400 ($11 .4 thousand).  If average annual shareholder 
return over three years increases by one percentage point (say, rising from 6% 
to 7% per year),  a CEOs annual compensation is higher by $35.1  thousand.

Although these variables are statistically significantly different than zero,  not 
all of them are economically significant.  That is,  they do not have a large impact 
on CEO compensation.  For example, the effect of the companys financial per-
formanceshareholders  average returnon CEO salary is  relatively small.  
Most S&P 500 companies have equity values of several billion dollars or more.  
An increase in shareholder return of one percentage point would apply to the 
overall equity value and would therefore imply additional returns to sharehold-
ers of tens of millions of dollars.  However, the difference in CEO salary would 
be about $35,000 per year.  Although $35,000 is  a significant amount to most us, 
CEOs of S&P 500 companies have annual compensation well into the millions 
of dollars.  Thus, although the shareholder return variable is statistically signifi-
cant, it has only a modest effect on a CEOs compensation.

CEO Compensation regression results

Explanatory Variable Coefficient Standard Error t-Statistic

Constant 6,787 250 27.2

Assets ($billions), A 11 .4 1 .13 10.1*

Employees (000s), L 14.0 1 .60 8.77*

Shareholder return, S 35.1 6.70 5.25*

Experience (years), X 79.9 23.5 3.40*

*indicates that we can reject the null hypothesis that the coefficient is  zero at the 5% 
 significance level.

Q&A  3 . 4
In the Mini-Case just considered, what is the estimated effect of more employees 
on CEO compensation? Is this effect statistically significant?

Answer

1.  Use the regression coefficient in the estimated CEO compensation function to identify 
the estimated effect of more employees.  The regression table in the CEO compensa-
tion Mini-Case shows that if a firms workforce increases by 1 ,000 employees, 
the CEOs compensation is estimated to rise by about $14 thousand per year.

2.  Use the t-statistic shown in the regression table to assess  statistical significance.  The 
t-statistic for the employees is  8.77.  The asterisk in the table indicates that 
this coefficient is significantly different from zero at the 5% significance level, 
which is the normal standard applied to infer that a coefficient is statistically 
significant.  Thus, we can say that the number of employees is  estimated to 
have a statistically significant effect on CEO compensation.
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Correlation  and Causation.  When selecting explanatory variables,  it is 
important to distinguish between correlation and causation.  Two variables, X  and 
Y,  are said to be correlated  if they move together.  The quantity demanded and price 
are negatively correlated:  when price goes up, quantity goes down.  This correlation 
is causal  as changes in price directly affect the quantity demanded.

However, correlation does not necessarily imply causation.  
For example, monthly sales of gasoline and the monthly inci-
dence of sunburn have a strong positive correlation in U.S.  
data.  Both are relatively high in the summer months of July 
and August and low in winter months.

Does this correlation mean that a sunburn somehow increases 
a consumers demand for gasoline? Should we use the incidence 
of sunburn as an explanatory variable for gasoline demand? The 
answer to both these questions is no.  The correlation between 
gasoline sales and sunburn is caused mainly by a third variable, 
sunshine.  During sunny summer months people drive more, 
in part because they take more vacations that involve driving.  
They also spend more time in the sun and are therefore more 
likely to get sunburned.  If our gasoline demand regression 
equation included the incidence of sunburn as an explanatory 
variable, we would find a high R2 statistic and a statistically sig-
nificant positive coefficient on sunburn.  However, these results 
would be spurious.  Any interpretation that getting sunburned 
increases the demand for gasoline would be incorrect.

Thus, it is critical that we do not include explanatory vari-
ables that have only a spurious relationship  to the depen-
dent variable in a regression equation.  In estimating gasoline 
demand we would include price and income as explanatory 
variables, and we might include sunshine hours or temper-
ature,  but we would not include sunburn incidence as an 
explanatory variable.

If two variables have a causal relationship, we should treat 
the causal variable as the explanatory variable.  Suppose that 
a store selling umbrellas collects weekly data on rainfall and 
on umbrella sales.  It would be incorrect to run a regression 
with umbrella sales as the explanatory variable and rainfall as 
the dependent variable.  While such a regression would likely 
yield a statistically significant coefficient on umbrella sales, it 
makes no sense to think of umbrella sales as affecting rainfall.16 
Because rainfall increases the demand for umbrellas, rainfall 

should be the explanatory variable and the demand for umbrellas should be the 
dependent variable.

Omitted Variables.  Often, a manager has an otherwise appropriately specified 
regression but lacks information about one or more potential explanatory variables.  
Because these variables are not included in the regression specification, they are 
called omitted variables.  If a key explanatory variable is missing, then the resulting 
coefficient estimates and hypothesis tests may be unreliable.

16Of course, many people believe that the failure to carry an umbrella causes rain.
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Suppose Jacob and Santiago are managers in the same firm.  Jacob wants to esti-
mate the effect of price on quantity demanded and therefore experiments with the 
price over some time interval,  starting with a low price and trying successively 
higher prices as time proceeds.  Santiago, on the other hand, is  interested in the 
effect of advertising on demand andwithout telling Jacobvaries the advertising 
level over the same time interval, starting with a low advertising level and moving 
to a high level as time passes.  As the higher prices offset the increased advertising 
 activity, the quantity demanded stays fairly stable.

Because Jacob does not know about the advertising experiment, after he regresses 
quantity on price, he is amazed to discover that price increases have no effect on demand.  
Clearly a regression of quantity demanded on price alone would be highly misleading in 
this situation, steering Jacob to an incorrect conclusion about the firms demand function.  
If only the price increase occurred, the quantity demanded would have fallen.  In this 
example, it is important to include both price and advertising as explanatory variables.

Functional  Form

If at first it doesnt fit,  fit,  fit again.  John McPhee

So far, we have assumed that our regression equations were linear.  However, we can-
not assume that demand functions or other economic relationships are always linear.

Choosing the correct functional form may be difficult.  One useful step, especially 
with a regression involving only one explanatory variable, is to plot the data and the 
estimated regression line for each functional form under consideration.  We illustrate 
this approach with an advertising example.  A large food manufacturing firm sells 
its products in many cities throughout the country.  To determine the importance of 
advertising, it holds its price constant across cities but varies the number of com-
mercials per week on local television in each city.17

Figure 3.6 shows the relationship between the quantity demanded and advertising, 
holding price and other relevant explanatory variables constant.  Both panels contain 
the same data points.  The vertical axis shows the quantity demanded per family per 
week, and the horizontal axis is the number of commercials per week on local television.

The two panels have different estimated regression lines based on different func-
tional form specifications.  Panel a shows an estimated linear regression, which is 
based on the assumption that the relationship between the quantity demanded and 
advertising is linear:  Q = a + bA + e,  where Q  is quantity demanded, A  is  a mea-
sure of the amount of advertising, e  is  a random error term, and a  and b  are the 
parameters to be estimated.

Panel b  shows an estimate based on a quadratic regression specification:

Q = a + bA + cA2
+ e.

The only difference between this specification and the linear specification is that we 
have added an extra term, the coefficient c  times the advertising index squared:  cA2.  
If c 0, the plot of the relationship between Q  and A  is curved.  If c = 0, this extra 
quadratic term drops out and the equation reverts to a linear form.  Therefore, the 
test of whether c  is  statistically significantly different from zero can be used as a test 
of whether the quadratic form is better than the linear form.

Table 3.2 shows OLS estimates of both the linear and quadratic specifications.  The 
estimation of the linear specification does not look bad when considered by itself.  

17For example, Campbell Soup Company has conducted these types of experiments (Eastlack and 
Rao, 1989).
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(a)  Linear regression l ine
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(b)  Quadratic regression
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F I GU rE  3 . 6  The Effect of Advertising on Demand

The l inear regression l ine in  panel  a  does not fit the data points as well  as does the quadratic curve in  
panel  b.

MyEconLab Video

The coefficient on advertising is statistically significantly different from zero, and 
the R2 is 0.85, which implies that the line explains most of the variation in quan-
tity.  However, the data points in panel a of Figure 3.6 are not randomly distributed 
around the regression line.  Instead, they are first below the line, then above the line, 
and then below the line again.  This pattern of residuals signals that the linear model 
is not the proper specification.

The estimated quadratic specification fits the data much better than the linear 
model:  R2

= 0.99.  All the coefficients are statistically significantly different from 
zero.  In particular, cn,  the estimated coefficient on A2,  is statistically significant, so we 
reject the linear specification.

The data points appear randomly distributed around the quadratic regression 
curve in panel b of Figure 3.6, as they should for an appropriate specification.  Because 
the quadratic functional form allows for a curved relationship between quantity 
and advertising, it captures two important phenomena that the linear specification 
misses.  First, at high levels of advertising intensity, it becomes increasingly difficult 
to generate more demand, as virtually all potential consumers have purchased the 
product.  The market becomes saturated:  No more consumers can be convinced to 
buy the product.  This saturation effect is  captured by the declining slope of the 
regression line in panel b.  The linear specification misses this effect.

Linear Specification Quadratic Specification

Coefficient Standard Error t-Statistic Coefficient Standard Error t-Statistic

Constant 5.43 0.54 10.05* 3.95 0.30 13.18*

Advertising, A 0.53 0.06 8.47* 1 .20 0.10 12.18*

Advertising, A2
-0.04 0.01 -7.05*

*indicates that we can reject the null hypothesis that the coefficient is zero at the 5%  significance level.

TAbLE 3.2.  regressions of Quantity on Advertising MyEconLab Video

M03_PERL7879_02_SE_C03. indd   74 1 9/1 1 /1 5   1 1 :22 pm



76 ChAPTEr 3   Empirical  Methods for Demand Analysis

3.5 Forecasting
Predictions about the future are often referred to as forecasts.  Managers frequently 
seek forecasts of important variables related to demand such as sales or revenues.  
Large banks and other financial institutions commonly make forecasts regarding 
macroeconomic variables such as interest rates, gross domestic product, unemploy-
ment, and inflation.  Governments make forecasts of revenues, expenditures, and 
budget balances, among other things, and we are all familiar with weather forecasts.

Managers use many different methods to forecast.  We concentrate on two com-
monly used regression-based methods of forecasting:  extrapolation and theory-
based econometric forecasting.19

Extrapolation
Extrapolation seeks to forecast a variable of interest, like revenue or sales, as a func-
tion of time.  Extrapolation starts with a series of observations collected over time, 
referred to as a time series.  For example, a firm might have monthly sales data for 
a new product for several years and be interested in projecting future sales based 
on this historical data.  In extrapolation, the time series is smoothed  in some way to 
reveal the underlying pattern, and this pattern is then extended or extrapolated into 
the future to forecast future sales.  This type of forecasting is called pure  time-series 
analysis because it seeks to forecast future values of some variable, like sales, purely 
on the basis of past values of that variable and the passage of time.

Trends.  Most of us automatically use our eyes to fit a trend line when we look at 
a plot of data points over time.  We now use a regression technique to plot such a 
trend line formally.

Figure 3.7 shows quarterly revenue (=  price times quantity)  for Nike, a 
leading producer of athletic footwear and clothing, for the first quarter of 
2009 through the second quarter of 2015.20 The quarters are JanuaryMarch, 
AprilJune, JulySeptember, and OctoberDecember, corresponding roughly 
to winter, spring, summer, and fall in the northern hemisphere, where the vast 
majority of Nike sales occur.

Nike could estimate its worldwide revenue, R  (in billions of dollars), as a 
linear function of time, t,  which equals 1  in the first quarter (winter)  of 2009, 
2 in the second quarter of 2009, and so on, up to 26 for the second quarter of 
2015, which is the final period in our sample.  The linear regression equation is 
R = a + bt + e,  where e  is  the error term and a  and b  are the coefficients to be 
estimated.  The estimated trend line is R = 4.139 + 0.138t,  and the coefficient 
on the time trend is statistically significant.  This line is plotted in Figure 3.7.  
Based on this regression, Nike could forecast its sales in the third quarter of 
2017, which is quarter 35, as 4.139 + (0.138 * 35) = $8.969 billion, which is 

19An alternative approach is to rely on subjective judgments.  One judgment-based approach is the 
Delphi technique.  A group of experts are asked to make initial forecasts, which are then made known 
to the group, and the reasoning behind them is discussed.  The experts then make new forecasts, 
and the process is repeated until broad consensus is reached or until the differences in opinion have 
converged as much as reasonably possible.  The resulting forecasts reflect the collective judgment 
of the group.
20The data are from Nike annual reports as provided by Compustat.  These data refer to worldwide 
revenues, about half of which come from North America.
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Second, the linear form overstates the amount of demand that would occur at very 
low levels of advertising.  If advertising activity is very low, small increases have a 
large payoffan effect that is captured by the quadratic functional form but not by 
the linear functional form.  A manager using the linear form to assess what would 
happen at either very high levels or very low levels of advertising would make a 
serious mistake.  And even at intermediate levels of advertising, the linear regres-
sion model would consistently understate demand, albeit by only a modest amount.

Although we have focused on linear and quadratic functional forms, many other 
functional forms are available.  Selecting among possible functional forms is  an 
important part of regression analysis.  In this example, we were able to formally test 
whether to use a quadratic functional form or a linear functional form in the regres-
sion specification.  However, it is not always possible to compare functional forms 
in this way, and it may be necessary to use advanced statistical techniques that are 
covered in statistics or econometrics courses to assist in making decisions about 
functional form specification.

If you need a statistician  to  interpret your results,  you havent designed your 

experiment properly.

Given the challenges in obtaining data and producing a regression that is prop-
erly specified, many firms turn to controlled experiments.  For example, a firm 
can vary its price and observe how consumers react.  Unfortunately, firms cannot 
control all important elements of an experiment as is done in a chemistry or phys-
ics lab.  As a result, firms often use regressions to hold constant some variables 
that they could not control explicitly and to analyze their results.

In 1988, the credit card company Capital One was founded with the plan to 
apply experimental methods to all aspects of its business.  For example, if the 
company wanted to know whether a credit card solicitation would be more suc-
cessful if mailed in a blue envelope or in a white one, it ran an experiment.  By 
2014, Capital One was running more than 80,000 experiments per year.

Similarly,  Harrahs  Entertainment relies  on randomized tests  of various 
hypotheses to design its  marketing.  It might send an attractive hotel offer for 
a  Tuesday night to a  randomly selected group of customers and compare the 
responses of that test  group to those of other customers who received the usual 
offer and who serve as a control  group.

The Internet now allows many firms to run very low-cost experiments involving 
tens of thousands of customers.  During the 2012 U.S.  presidential election, the Obama 
campaign ran experiments on each type of e-mail fundraising solicitation it used.

Google runs thousands of experiments per year.  By randomly making small 
changes in the appearance of a particular search, Google can determine, for exam-
ple, whether potential consumers are more likely to click on a green icon or a blue 
icon when investigating a particular product.  Google has posted on its Web site 
illustrations of how a firm can run randomized experiments on the effectiveness 
of advertising while controlling for geographic or other differences.  In an asso-
ciated article, Google illustrates one such experiment and the linear regression 
models they used to analyze it and the hypothesis tests they conducted.18 Manag-
ers should take advantage of the low cost of Internet experiments.

Experiments

Manager ia l  
I mp l i ca t i on

18See http://services.google.com/fh/files/blogs/geo_experiments_final_version.pdf.
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the red point at the right end of the trend line.  Of course, the further into the future 
we forecast, the less reliable is the forecast.

Seasonal Variation.  If we look at the trend line through the data in Figure 3.7, 
we notice a distinct pattern of the observations around the trend line.  If this variation 
were purely random, we could not do much about it except to note that our forecasts 
have potential random errors associated with them.  However, because this pattern 
looks systematic, we may be able to adjust for it.  Revenue in every third quarter 
(summer in the northern hemisphere)  and most spring quarters is above the trend 
line while revenue in every fall quarter and most winter quarters is below the trend 
line.  It appears that the demand for Nike products varies seasonally.  This pattern is 
not surprising as we expect higher athletic footwear and clothing sales in the spring 
and summer than in the fall or winter.

In making forecasts, we should adjust for these seasonal effects.  We can add vari-
ables to our regression that capture the seasonal effects.  These variables, often called 
seasonal dummy variables,  equal one in the relevant season and zero otherwise.  For 
example, the second quarter dummy variable is  one in the second quarter of the 
year and zero in the other quarters.  We include these indicator variables only for 
quarters one through three.  The fourth quarter is then interpreted as the base case, 
and the coefficient on each of the other quarters shows us the difference between 
that quarter and the base case.

We estimate R = a + bt + c1D1 + c2D2 + c3D3 + e,  where D1, D2,  and D3  are 
quarterly dummy variables for spring, summer, and fall,  respectively.  The new 

F I GU rE  3 . 7  Nikes Quarterly revenue:  2009201 5

Each point shows Nike s worldwide revenue in  bil-
l ions of dollars for a  particular quarter.  A regression 
is  used  to fit a  trend  l ine through these points.  The 

dashed portion of the l ine indicates a  forecast.  The 
red  point at the end  of the trend  l ine shows the 
forecast revenue for the third  quarter of 201 7.
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estimated equation is R = 3.820 + 0.139t + 0.168D1 + 0.482D2 + 0.594D3,  and all 
the coefficients are statistically significant.

Our failure to include the seasonal dummy variables in our original regression may 
have led to a biased estimate.  Based on this new regression model, the forecast value 
for the third quarter in of 2017 is 3.820 + (0.139 * 35) + (0.168 * 0) + (0.482 * 0)  +
(0.594 * 1) = $9.28 billion.  This adjusted forecast is $310 million (about 3.5%)  more 
than our previous forecast that ignored seasonal effects.  Properly incorporating sea-
sonal effects allows us to adjust for the fact that revenues tend to be relatively high 
in the third quarter.

Nonlinear Trends.  Although Nikes revenue follows a linear trend, not all time 
trends are linear.  In particular, the revenue growth of new products is often nonlin-
ear.  After it is first introduced, a new products market share often grows slowly, as 
it takes a while for consumers to become familiar with the product.  At some point, 
a successful product takes off and sales grow very rapidly.  Then, when the product 
eventually approaches market saturation, sales grow slowly in line with underlying 
population or real income growth.  Ultimately, if the product is displaced by other 
products,  its sales will fall sharply.  For example, the revenue of early generation 
mobile phones experienced exponential growth until smartphones began to domi-
nate the market.

Theory-based Econometric Forecasting
Revenue is determined in large part by the consumers  demand function.  We know 
that the demand is affected by variables such as income, population, and advertis-
ing.  Yet our forecast based on extrapolation (pure time-series analysis)  ignored these 
structural (causal)  variables.  The role of such variables may be implicit in an extrapo-
lation.  For example, one reason why revenue may have grown smoothly over some 
time period is that population increased smoothly over that period.

As a first approximation, extrapolation is often useful, especially if seasonal effects 
are properly addressed.  However, the problem with such forecasts is that they are 
not based on a causal understanding of how the variable of interest is actually deter-
mined.  As a result,  it is  difficult for the forecaster to understand the underlying 
causal structure that determines revenue and to anticipate the effects of changes in 
causal variables such as income or population.  If we are interested in underlying 
economic structure, we need to use a different approach.

An alternative forecasting approach uses economic theory, such as a  demand 
framework, to derive the causal relationships between economic variables.  For exam-
ple, in forecasting Nikes sales or revenue, we could estimate the effect of changes in 
income on demand for Nikes products and then take the expected pattern of income 
growth into account in forecasting sales.

Forecasts based on a regression specification that incorporates underlying causal 
factors is  called causal  econometric forecasting  or theory-based econometric forecasting.  
Such forecasting methods incorporate both extrapolation and estimation of causal or 
explanatory economic relationships.  Thus, to forecast sales, we might use both previ-
ous values of sales and time as explanatory variables, and we would also use causal 
variables such as income.  That is, with theory-based (causal)  econometric forecast-
ing, we predict the dependent variable based on the underlying causal  factorsnot 
just on the time-series pattern of the dependent variable.
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We use these estimates to make conditional forecasts,  where our forecast is based 
on specified values for the explanatory variables.  For example, a manager might 
make one conditional forecast of sales based on the assumption that income will be 
5% higher next year than this year and another conditional forecast based on the 
assumption that income next year will be the same as this year.

In our extrapolation analysis,  we assumed that Nikes  revenue would grow 
steadily over time.  However, it is possible that underlying causal or structural factors 
affect its revenue.  We would expect Nikes revenue to deviate from the trend line if a 
rival entered the business, if Nike added a new major product to its product line or 
acquired another large company, if the cost of transportation changed dramatically, 
or if a major recession occurred.  Nike could regress its revenue on these economic 
factors.  It could then use that regression to make forecasts that are conditional on 
how it expects these other factors to evolve over time.

Forecasting using theory-based econometric  modeling is  more difficult than 
employing extrapolation.  However, it often provides a better chance of identifying 
sudden deviations from a simple trend line, and it may contribute more to a firms 
understanding of the underlying business interactions.

Estimating the 

Effect of an iTunes 

Price Change

Manage r ia l  

S o l u t i on

How could Apple use a focus group to estimate the demand function for iTunes to 
determine if raising its price would raise or lower its revenue? To answer this ques-
tion, we asked a focus group of 20 Canadian college students in 2008 how many 
popular tracks they downloaded from iTunes when the price was 99 and how 
many they would have downloaded at various other prices assuming that their 
incomes and the prices of other goods remained constant.  The responses were:

Price, $ per song Quantity, Songs per year

1.49 441

1.29 493

1.19 502

1.09 536

0.99 615

0.89 643

0.79 740

0.69 757

0.49 810

The iTunes managers would first estimate a linear demand function of song 
downloads on price, obtaining demand coefficient estimates, the R2 statistic, and 
standard errors, and then calculate the t-statistics (dividing each coefficient by 
its standard error).

Based  on these  results ,  the  estimated  linear  demand  function is 
Qn = 1,024 - 413p,  where Qn  is  the estimated number of downloads per year and 
price p  is in dollars per song.  The price coefficient is -413, which means that a $1  
increase in price would reduce estimated quantity demanded by 413 downloads.  
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21Because the estimated demand function is Q = 1,024 - 413p,  the corresponding inverse demand 
function is p 2.48 - 0.00242Q.  Thus, the revenue function is R = p * Q 2.48Q - 0.00242Q2.

Converting this result to cents, a 1  increase in price would reduce estimated 
quantity demanded by 4.13 downloads per year.  The t-statistic is -12.6,  so this 
coefficient is significantly different from zero.  The R2 statistic is 0.96, indicating 
that the regression line fits the data closely.

Apples manager could use such an estimated demand function to determine 
how revenue, R,  which is price times quantity (R = p * Q),  varies with price.  
Panel a of Figure 3.8 shows the estimated iTunes demand curve.  At p = 99.,  615 
songs were downloaded by the focus group according to this estimated demand 
curve.  The corresponding revenue is the rectangle consisting of areas A + B .  
The height of this rectangle is the price, p = 99..  The length of the rectangle is 
the quantity of songs downloaded, Q = 615, so the area of the rectangle equals 
R = p * Q = $0.99 * 615 $609.

If the price were increased to $1 .24, the quantity demanded would drop to 
512.  The corresponding revenue would be the rectangle = A + C,  where the 
height is  $1 .24 and the length is  512.  According to the focus groups  responses, 
Apple would lose revenue equal to  area B  but gain the revenue equal to area 
C.  Area B  shows how much Apple loses from selling 103 (=615 - 512)  fewer 
units at the original price.  Area C  is  the extra amount it makes on the 512 units 
it sells,  because it sells  each song for $0.25 (=$1.24 - $0.99)  more than it did 
originally.

An increase in price has two offsetting effects on revenue.  Revenue tends 
to fall because the price increase causes fewer units to be sold.  However, rev-
enue tends to rise because a higher price is collected on every unit that is  sold.  
Because these two effects have opposite effects on revenue, management would 
not know in general whether a particular price increase would raise or lower 
revenue.

However, because we have estimated the demand curve, we can calculate 
the size of these two effects and determine the net effect of a price increase on 
iTuness revenue.  The lost revenue from fewer sales is area B,  which is $102.  The 
revenue gain due to the higher price on the units sold is area C,  which is $128.  
Therefore, revenue increases by $26 (=$128 - $102).

Panel b  corresponds to panel a.  Its horizontal axis measures quantity as in 
panel a, but its vertical axis measures revenue (rather than price as in panel a).  
Panel b shows the revenue curve, which relates revenue to the quantity sold.21  At 
the original price of 99, where Q = 615,  the revenue curve shows that revenue 
is $609, consistent with panel a.  This curve shows that the revenue curve reaches 
its maximum where Q = 512 and p = $1.24.

Given that the cost to Apple of selling an extra song is probably very close 
to zero, it seems that Apple would like to maximize its revenue.  If the general 
population has similar tastes to the focus group, then Apples revenue would 
increase if it raised its price to $1 .24 per song.22

22See the Mini-Case Available for a Song in Chapter 10 for a larger-scale, more detailed study of 
Apples pricing.
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F I GU rE  3 . 8  iTunes Focus Group Demand and revenue Curves

Based on a  focus group s responses,  we estimate 
the iTunes demand curve and calculate a  revenue 
(=  price * quantity)  curve.  
(a)  According to the estimated demand curve, if the 
price were 99,  the focus group would  download 
61 5 songs per year and  revenue would  be areas 
A +  B  =  $507  +  $1 02  =  $609  =  p  *  Q  =  $0.99  *  61 5.  At  

a  price of $1 .24,  the  songs  demanded  would  
fa l l  to  51 2,  and  the  revenue wou ld  be  areas 
A + C = $507 + $1 28 = $635 = p * Q = $1 .24 * 51 2.
(b)  Accord ing  to  the  correspond ing  revenue 
curve,  revenue is  greatest for this  focus group at 
p = $1 .24,  where R = $635.

Q,  Songs per year

Q,  Songs per year
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0.99
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SUMMAry

1 . Elasticity.  An elasticity shows how responsive 
one variable is to changes in another variable.  The 
price  elasticity of demand, e,  summarizes  how 
much the quantity demanded changes when the 
price changes.  The responsiveness of quantity is 
related to the shape of a demand curve at a particu-
lar point or over a particular interval.  Specifically, 
the  price  elasticity of demand is  the percent-
age change in the quantity demanded divided 
by an associated percentage change in price.  For 
example, a 1% increase in price causes the quan-
tity demanded to fall by e, .  Downward-sloping 
demand curves have a negative elasticity.

The demand curve is perfectly inelastic if e = 0, is 
inelastic if e  is  between 0 and -1, has unitary elas-
ticity if e = -1,  is elastic if e 6 -1,  and becomes 
perfectly elastic as e  approaches negative infinity.  
The quantity demanded varies less than in pro-
portion to a 1% change in the price if the demand 
curve is inelastic, but varies more than in propor-
tion if the demand curve is elastic.  The elasticity of 
demand varies along a downward-sloping linear 
demand curve.  A vertical demand curve is  per-
fectly inelastic and a horizontal demand curve is 
perfectly elastic.

2.  regression Analysis.  Regression analysis fits 
an economic relationship to data.  It explains vari-
ations in a dependent variable, such as the quan-
tity demanded, using explanatory variables, such 
as price and income.  A linear regression with just 
one explanatory variable corresponds to putting 
the dependent variable on the vertical axis and 
the explanatory variable on the horizontal axis, 
plotting the data points,  and drawing the best 
possible  straight line through these points.  One 
method for finding a suitable estimated relation-
ship is ordinary least squares (OLS), which chooses 
parameter estimates or draws the regression line 
such that the sum of squared deviations of the data 
points from the regression line is as small as pos-
sible.  To help assess the fit of the regression line to 
the data, statistical packages report the R2 statistic, 
which is the fraction of the actual variation in the 
dependent variable explained by the estimated 
regression equation.

3.  Properties and Statistical  Significance of 
Estimated  Coefficients.  A good estimation 
method should yield coefficient estimates  that 
are unbiasedthat would average out to the true 
value in repeated samples.  It is also desirable that 
an estimation method not produce very different 
coefficient estimates in different random samples.  
Regression software produces statistics that can be 
used to assess how much confidence to place in 
regression coefficient estimates.  Standard errors 
tell us how much we might expect coefficient esti-
mates to differ from their true values.  A t-statistic 
allows us  to  test whether an estimated regres-
sion coefficient is  different from zero.  We obtain 
a  t-statistic  for each coefficient by dividing the 
coefficient by its  standard error.  If the t-statistic 
exceeds  a  critical  value that is  approximately 
equal to 2,  we can be confident that the coefficient 
differs from zero.

4.  regression Specification.  Regression analy-
sis is reliable only if the equation to be estimated 
is  properly specified.  One important aspect of 
specification is that all relevant explanatory vari-
ables should be included.  A second specification 
issue is that a regression equation must have an 
appropriate functional form.  Excluding relevant 
explanatory variables,  including inappropriate 
explanatory variables,  or using the wrong func-
tional form can lead to misleading results.

5.  Forecasting.  One method of forecasting is  to 
extrapolate a  time series into the future.  As a first 
step  in extrapolation, a  manager can regress the 
variable to  be forecast,  such as  sales,  on a  time-
trend variable.  Next,  using the estimated trend 
line,  a  manager can forecast the  future  value 
by substituting future times  into the estimated 
regression equation.  When extrapolating,  it  is 
often necessary to  adjust for seasonal or other 
patterns.  A second method of forecasting uses 
causal economic relationships,  where economic 
variables  are  used  as  explanatory variables 
instead of or in addition to  a  time trend.  Here, 
forecasting the dependent  variable may require 
the manager to use expected values of the explan-
atory variables.
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QU ES T I ON S

All exercises  are available on  MyEconLab;  * =  answer at  the back of this  book;  C  =  use of calculus  may be necessary.

1 .  Elasticity 

 1 .1  The U.S.  Tobacco Settlement between the major 
tobacco companies and 46 states caused the price 
of cigarettes to jump 45 (21%)  in November 1998.  
Levy and Meara (2005)  found only a 2.65% drop in 
prenatal smoking 15 months later.  What is the elas-
ticity of demand for this group?

 1 .2 When Apple raised the price of iTunes from 99 to 
$1 .29, GS Boyzs Stanky Legg sales dropped from 
22,686 units to 19,692 units (Glenn Peoples, iTunes 
Price Change:  Sales Down, Revenue Up in Week 1 ,  
Billboard,  April 15, 2009).  What was the songs arc 
elasticity of demand? (Hint:  See Q&A 3.1 .)

 *1 .3 The demand function for a good is Q = 100 - 2p.  
What is the elasticity at the point p = 10 and Q = 80?

 1 .4 Luchansky and Monks (2009)  estimated that the U.S.  
demand function for ethanol is Q = p-0.504pg

1 .269v2.226,  
where Q  is  the quantity of ethanol, p  is  the price of 
ethanol, pg  is  the price of gasoline, and v  is  the num-
ber of registered vehicles.  What is the elasticity of 
demand for ethanol? (Hint:  See Q&A 3.2.)  C

 1 .5  The demand curve for a  good is  Q = 1,000 - 2p2.  
What is  the  elasticity at the  point p = 10  and 
Q = 800? C

 1 .6 Which section of a  straight-line demand curve is 
elastic?

 *1 .7 According to Duffy-Deno (2003),  when the price 
of broadband access capacity (the amount of infor-
mation one can send over an Internet connection)  
increases 10%, commercial customers buy about 
3.8% less capacity.  What is the elasticity of demand 
for broadband access capacity for these firms?  Is 
demand at the current price inelastic?

 1 .8 Suppose that the demand curve for wheat in each 
country is inelastic up to some choke price p*a 
price so high that nothing is  boughtso that the 
demand curve is vertical at Q* at prices below p* and 
horizontal at p*.  If p* and Q* vary across countries, 
what does the worlds demand curve look like? Dis-
cuss how the elasticity of demand varies with price 
along the worlds demand curve.

 *1 .9  Calculate the price and cross-price elasticities of 
demand for coconut oil.  The coconut oil demand 
function (Buschena and Perloff, 1991)  is

Q = 1,200 - 9.5p + 16.2pp + 0.2Y,

where Q  is  the quantity of coconut oil demanded 
in thousands of metric tons per year, p  is  the price 
of coconut oil in cents per pound, pp  is  the price of 

palm oil in cents per pound, and Y  is  the income of 
consumers.  Assume that p  is  initially 45 per pound, 
pp  is  31  per pound, and Q  is  1 ,275 thousand metric 
tons per year.

 1 .10 Using the coconut oil demand function from Ques-
tion 1 .9,  calculate the income elasticity of demand 
for coconut oil.  (If you do not have all the numbers 
necessary to  calculate  numerical answers,  write 
your answers in terms of variables.)

 1 .11  The Mini-Case, Anti-Smoking Policies May Reduce 
Drunk Driving  describes  how the  equilibrium 
changed in the market for alcoholic beverages when 
tobacco taxes rose.  Use a supply-and-demand dia-
gram to illustrate what happened.

 1 .12 Ghose and Han (2014)  found that the elasticity 
of demand for Google Play apps is  -3.7.  (See the 
Mini-Case:  Demand Elasticities  for Google Play 
and Apple Apps.)  This elasticity applies to a small 
college town where approximately 1 ,000 apps per 
month are sold.  If price rises by 5%, what would be 
the effect on quantity demanded? Would revenue 
rise or fall?  What is the percentage change in rev-
enue (=  price * quantity)?

2.  regression Analysis 

 2.1  At the Portland Fish Exchange,  each day some 
amount of cod is brought to market.  Supply is per-
fectly inelastic at that amount.  The quantity of cod 
caught and brought to  market varies day to day.  
Assuming the demand curve does not vary over 
time, use the supply-demand framework to illus-
trate how the price is determined on different days.  
Explain how this process allows us to identify dif-
ferent points on the demand curve.

 2.2 Suppose that a  restaurant uses  a  focus group of 
regular customers to determine how many custom-
ers would buy a proposed new menu item at vari-
ous prices.  Can this information be used to estimate 
an inverse demand function? A demand function? 
Explain briefly.  Would it be possible to use a focus 
group to generate data that could be used to esti-
mate a demand function including both price and 
income as explanatory variables?

 *2.3 The estimated demand function for popsicles on a 
particular beach on a sunny summer day is given by 
Q = 130 - $3.5p,  where p  is  measured in dollars.  
What is the predicted quantity if p = $2.00?  If the 
actual quantity demanded is 129, what is the resid-
ual? Suggest at least two unobserved variables incor-
porated in the random error.  (Hint:  See Q&A 3.3.)
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 2.4 A producer of outdoor clothing used a focus group 
to obtain information about the demand for fleece 
jackets with built-in, battery-operated warming pan-
els.  At prices of $100, $90, $80, $70, $60, and $50, the 
focus group demanded 23, 31 , 40, 44, 48, and 60 jack-
ets, respectively.  Use the Excel Trendline option to 
estimate a linear demand function and to determine 
the associated R2 statistic.  (Hint:  Put price in the first 
column.  Price will appear on the horizontal axis in 
this case.)

3.  Properties and Statistical  Significance of Esti-

mated Coefficients 

 3.1  Using the data in Table 3.1 , estimate the cod demand 
function if we use only the first seven observations.

 3.2 How sensitive are your regression results in Ques-
tion 3.1  to small changes in the data? In particular, 
how do your regression results change if

a.  The quantity in the first row of Table 3.1  were 
2.0 instead of 1 .5?

b.  The quantity in the second row of Table 3.1  
were 2.7 instead of 2.2?

 *3.3 In the Camry focus group analysis in this chapter, 
we use a  regression to  estimate the demand for 
Camrys.  Using that equation,  how many fewer 
Camrys would the focus group buy if the price were 
increased by $1 ,000? How many Camrys would we 
expect the focus group to purchase if the price is 
$20,000? What is the elasticity of demand if the price 
is $20,000?

 3.4 Using the data in Question 2.4, determine the stan-
dard error and t-statistic for the price coefficient.  Is 
price statistically significantly different from zero 
at the 0.05 level of significance?  (Hint:  Use Excels 
Regression tool.)

4.  regression Specification 

 4.1  According to the regression results for CEO com-
pensation, is the effect of experience on CEO com-
pensation statistically significant? Is it economically 
significant? Explain.  (Hint:  See Q&A 3.4.)

 4.2 Suppose that you believe the demand function 
has  a  constant-elasticity:  Q = Ape,  where A  is  a 
positive constant and e  is  the constant elasticity of 
demand.  You have some data and want to estimate 
the  constant-elasticity demand function Q = Apeu,  
where A  is  a  positive constant,  e  is  the constant 
elasticity of demand, and u  is  an error term.  Take 
logarithms of both sides of this equation and show 
that you get an equation that is linear in logarithmic 
terms (called a log-linear equation).  Explain how you 
can estimate this equation in Excel or other programs 
using the OLS techniques that we have discussed.

 *4.3 You work for a firm producing fitness equipment.  
You have been told that the demand curve for the 
firms main producta multi-station home gym
is linear.  You have been provided with price and 
quantity data obtained from focus groups and have 
been asked to run a regression of revenue on price.  
Should you use a linear functional formwith reve-
nue as a linear function of priceor something else? 
Explain.

5.  Forecasting 

 5.1  Heinz makes most of its money from ketchup and 
other prepared, packaged foods that are substitutes 
for fresh foods.  Its  revenue tends to be low in the 
summer quarter and high in the winter quarter.  Can 
you provide a possible reason for this pattern? (Hint:  
Fresh fruits and vegetables are substitutes for many 
of Heinzs prepared foods.)

 5.2 As reported in the text, we estimated Nikes quar-
terly revenue (in billions of dollars)  function as 
R = 3.820 + 0.139t + 0.168D1 + 0.482D2 + 0.594D3.  
What does this  estimated equation tell us  about 
Nikes second quarter revenue compared to the rev-
enue in other quarters?

 5.3 Some companies, such as Heinz, can reliably forecast 
revenues using pure time-series analysis (that is, by 
extrapolation of prior data, accounting for seasonal 
effects) .  Other companies,  such as  FedEx (which 
makes  money by shipping packages) ,  or  Sony 
(which sells  consumer electronics),  find that they 
cannot rely on pure time-series analysis for reliable 
forecasting.  They are strongly affected by recessions 
and need to use theory-based methods, including 
such explanatory variables as income in their fore-
casting models.  Why are they different from Heinz?

6.  Managerial  Problem 

 6.1  In the Managerial Solution, we estimated a focus 
groups demand function for iTunes downloads.  
The estimated coefficient on price is -413, and the 
t-statistic is -12.6.

a.  Using these values, what is the standard error 
of this estimated coefficient?

b.  Suppose we had another focus group sample, 
ran a regression on that sample, and obtained 
the same coefficient on price but with a stan-
dard error 10 times as large.  What can you say 
about the statistical significance of the price 
coefficient in this second sample?

 *6.2 Using Excel or another program, estimate the lin-
ear OLS demand regression for the iTunes focus 
group data in the Managerial Solution.  What is 
the R2?  What are the coefficient estimates, the stan-
dard errors, and the t-statistics for each coefficient? 
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23The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .

Using a 95% confidence criterion, would you reject 
the hypothesis that the price coefficient is zero? (You 
can compare most of your answers to those in the 
Managerial Solution.)

7.  MyEconLab Spreadsheet Exercises23 

 7.1  The marketing department of Acme Inc.  has esti-
mated the following demand function for its popu-
lar carpet deodorizer,  Freshbreeze:  Q = 100 - 5p,  
where Q  is  the quantity of an 8-ounce box (sold in 
thousand units)  and p  the price of an 8-ounce box.  
Using Excel,  calculate the point price elasticity of 
demand, e,  for price, p = 1, 2, 3, p , 19.  Describe the 
pattern of price elasticity of demand that you have 
calculated along the demand curve.

 7.2 The ice cream store Cool Stuff sells exotic ice creams, 
including Tropical Cream and Green Mango.  Cool 
Stuff has been varying the prices of these two flavors 
over the past 12 weeks and has recorded the sales 
data.  The table shows the quantity sold of Tropical 
Cream, Q,  given the price of a half-gallon of Tropi-
cal Cream, p, and the price of the other flavor, Green 
Mango, po.  Use these data to estimate the demand 
function for Tropical Cream.  Are the coefficients on 
the two prices statistically significantly different from 
zero at the 5% significance level? What is the R2?

 7.3 Bob Kehoe runs a small business clearing snow in 
the winter and cutting grass in the other seasons.  
For the last three years he has kept his prices con-
stant but has experienced an upward trend in his 
income as new households move into his growing 
community and seek his services.  However, Bobs 
income is subject to seasonal fluctuations.  Dividing 
the year into four seasons, the following data show 
Bobs seasonal income in thousands of dollars for 
the past three years.

Bobs Income  

(in thousands of dollars)

Year JanMar AprJun JulSep OctDec Total

1 22 20 25 13 80

2 24 21 24 16 85

3 30 22 22 17 91

  Bob is still happy to take on more work.  Assuming 
his prices remain unchanged and his community 
continues to  grow, use Excel s  Regression  tool to 
forecast Bobs income in the four seasons of the next 
year and his total income for the year.  Use seasonal 
dummy variables in your analysis.

Exercise 7.2

Q 84 82 85 83 82 84 87 81 82 79 82 78

p 8.50 9.00 8.75 9.25 9.50 9.25 8.25 10.00 10.00 10.50 9.50 10.25

po 5.25 6.00 6.00 6.50 6.25 6.25 5.25 7.00 7.25 7.25 6.75 7.25
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Lea rn i n g  Ob jec t i ve s

If th is  is  coffee,  Id like  some tea;  but if th is  is  tea,  please  bring me some coffee.

1 .  Show how rationality l imits a  consumer s possible choices.

2.  Predict the effects of price and income changes on  consumer choice.

3.  Derive demand curves from underlying consumer preferences.

4.  Explain  the role of behavioral  biases in  consumer choice.

Consumer Choice4

When Google wants to transfer an  employee from its Washington,  D.C.,  office to its 

London branch,  it has to decide how much compensation to offer the worker to 

move.  International  firms are increasingly relocating workers throughout their home 

countries and internationally.

As you  might expect,  workers are not a lways enthusiastic  about being  relo-

cated.  In  a  survey by Runzheimer International,  79% of firms  relocation managers 

responded that they experienced resistance from employees who were asked to 

relocate to high-cost locations.  A survey of some of their employees found that 81 % 

objected to moving because of fear of a  lowered standard of l iving.

One possible approach to enticing employees to 

relocate is for the firm to assess the goods and services 

consumed by employees in  the original  location and 

then pay those employees enough to al low them to 

consume essential ly the same items in  the new loca-

tion.  According to a  survey by Mercer,  79% of interna-

tional  firms reported  that they provided their workers 

with  enough income abroad to maintain  their home 

l ifestyle.

However,  economists  who advise on  compensa-

tion  packages point out that such  an  approach wil l  

typica l ly overcompensate  employees  by paying 

them more than they need to obtain  the same level  

of economic well-being they have in  the original  city.  

How can a  firm s human resources (HR)  manager use 

consumer theory to optimally compensate employees 

who are transferred to other cities?  

Paying Employees 

to Relocate

Manager ia l  
P rob l em
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E
conomists use the theory of consumer choice to analyze consumers  decisions 
and to derive demand curves.  To answer questions about individual consumer 
choice (or any kind of individual decision making)  we need a model of indi-

vidual behavior.  The standard economic model of consumer behavior is based on 
the following premises or assumptions.

 Individual tastes  or preferences  determine the pleasure or satisfaction people derive 
from the goods and services they consume.

 Consumers face constraints  or limits on their choices, particularly because their 
budgets limit how much they can buy.

 Consumers seek to maximize  the level of satisfaction they obtain from consump-
tion, subject to the constraints they face.  People seek to do the best they can with 
what they have.

Consumers spend their money on the bundles of products that give them the 
most pleasure or satisfaction.  Someone who likes music and does not have much of 
a sweet tooth might spend a lot of money on concerts and relatively little on sweet 
desserts.  By contrast, a consumer who loves chocolate and has little interest in music 
might spend a significant amount on gourmet chocolate and never go to a concert.

Consumers must make choices about which goods to buy.  Limits on the amount 
they can spend (called budget constraints)  prevent them from buying everything 
that catches their fancy.  Other constraints such as legal restrictions on items such as 
alcohol and recreational drugs may also restrain their choices.  Therefore, consumers 
buy the bundles of goods they like best subject to their budget constraints and subject 
to legal or other relevant constraints.

In economic analysis designed to explain behavior, economists assume that the 
consumer is  the boss  (sometimes referred to as consumer sovereignty) .  If Jason gets 
pleasure from smoking, an economist does not confuse the economic analysis of 
Jasons choices by interjecting his or her own personal judgment that smoking is 
undesirable.  Economists accept the consumer s tastes and seek to predict the result-
ing behavior.  Accepting each consumer s tastes is  not the same as condoning the 
resulting behaviors.  An economist might reasonably believe that smoking should be 
avoided.  However, if the economist wants to know whether Jason will smoke more 
next year if the price of cigarettes decreases by 10%, any prediction is unlikely to be 
correct if the economist says, He should not smoke; therefore, we predict he will 
stop smoking next year.  A prediction based on Jasons actual tastes is more likely 
to be correct:  Given that Jason likes cigarettes, he is likely to smoke more next year 
if the price of cigarettes falls.

In  this chapter,  

we examine six 

main topics

Main  top ic s
1 .  Consumer Preferences:  We use three properties  of preferences to  predict 

which  combinations  or bund les  of goods  an  ind ividua l  prefers  to  other 

combinations.

2.  Utility:  We summarize a  consumer s preferences using a  utility  function,  which 

assigns to each possible bundle of goods a  numerical  value,  utility,  that reflects 

the consumer s relative ranking of these bundles.

3.  the Budget Constraint:  Prices and  consumers  l imited  budgets constrain  how 

much they can buy and determine the rate at which a  consumer can substi-

tute one good for another.

4.  Constrained Consumer Choice:  Consumers maximize their util ity from con-

suming various possible bundles of goods given their available budgets.
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4.1  Consumer Preferences

I  have forced myself to  contradict myself in  order to  avoid conforming to  my own  

taste.  Marcel  Duchamp,  Dada artist

We start our analysis of consumer behavior by examining consumer preferences.  
Once we know about consumers preferences, we will combine that knowledge with 
information about the constraints consumers face to answer many questions of inter-
est, such as the managerial problem posed at the beginning of this chapter.

A consumer faces choices involving many goods.  Would ice cream or cake make a 
better dessert? Is it better to rent a large apartment or rent a single room and use the 
savings to pay for trips and concerts?  In short, a consumer must allocate his or her 
available budget to buy a bundle  (also called a market basket  or combination)  of goods.

How do consumers choose the bundles of goods they buy? One possibility is that 
consumers behave randomly and blindly choose one good or another without any 
thought.  However, consumers appear to make systematic choices.  For example, most 
consumers buy very similar items each time they visit a grocery store.  A consumer 
typically ignores most items and buys a few particular items repeatedly.  A consumer 
who likes apple juice and dislikes orange juice repeatedly buys apple juice and rarely 
if ever buys orange juice.  In contrast, a consumer who chose randomly would be 
as likely to buy apple juice as orange juice.  By observing a consumer s consistent 
purchase of apple juice rather than orange juice, we can reject the hypothesis of 
random choices.

To explain consumer behavior, economists assume that consumers have a set of 
tastes or preferences that they use to guide them in choosing between goods.  These 
tastes differ substantially among individuals.  Lets start by specifying the underlying 
assumptions in the economists model of consumer behavior.

Properties of Consumer Preferences
Do not do  unto  others as you would that they should do  unto  you.  Their tastes may 

not be  the  same.  George Bernard Shaw

Economists make three critical assumptions about the properties of consumers pref-
erences.  For brevity, these properties are referred to as completeness,  transitivity,  and 
more is  better  (or, alternatively, nonsatiation) .

Completeness.  The completeness property holds that, when facing a choice 
between any two bundles of goods, a consumer can rank them so that one and only 
one of the following three relationships is true.

1.  The consumer prefers the first bundle to the second.

2.  The consumer prefers the second bundle to the first.

3.  The consumer likes the two bundles equally and therefore is indifferent between 
the two bundles.

5.  Deriving Demand Curves:  We use consumer theory to derive demand curves 

and show how a change in  price causes a  movement along a  demand curve.

6.  Behavioral Economics:  Experiments indicate that people sometimes deviate 

from rational,  maximizing behavior.
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This property rules out the possibility that the consumer cannot decide on his or her 
preferences.  Indifference is allowed, but indecision is not.

transitivity.  We assume that preferences are transitive.  More specifically, we say 
that if a consumer weakly prefers  Bundle a  to Bundle blikes a  at least as much as b
and weakly prefers Bundle b  to Bundle c,  the consumer also weakly prefers Bundle 
a  to Bundle c.

Transitivity of weak preference implies that indifference is  also transitive:  If a 
consumer is indifferent between Bundle a  and Bundle b,  and is indifferent between 
Bundle b  and Bundle c,  then the consumer must also be indifferent between Bundle 
a  and  Bundle c.  Strict preference must also be transitive:  If a  is  strictly preferred to b  
and b  is strictly preferred to c,  it follows that a  must be strictly preferred to c.  Also, if 
a  is preferred to b  and the consumer is indifferent between b  and c,  then the consumer 
must also prefer a  to c.

Transitivity is a necessary condition for what most 
people view as rational behavior.  Suppose Amy told you 
she would prefer a scoop of ice cream to a piece of cake 
but would prefer a piece of cake to a chocolate bar, and 
then added that she would prefer a chocolate bar to a 
scoop of ice cream.  She might reasonably be accused 
of being irrational or inconsistent.  At the very least, it 
would be difficult to know which dessert to serve her.

More Is Better.  The more-is-better property holds 
that, all else being the same, more of a good is better 
than less.  This property is  really just a  statement of 
what we mean by a good:  a commodity for which more 
is preferred to less, at least at some levels of consump-
tion.  In contrast, a bad  is  something for which less is 
preferred to more, as with pollution (which we study 
in Chapter 16).  Because managers primarily care about 
goods, we will concentrate on them.

The more-is-better property is not essential for the 
following analysis of consumer preferencesour most 
important results would hold even without this prop-
erty.  These results would, if properly interpreted, apply 
to bads and to items we do not care about one way or 
the other, as well as for goods.  However, the more-is-
better assumption greatly simplifies the analysis.

Min i - Ca se Not surprisingly, studies based on data from many nations find that richer peo-
ple are happier on average than poorer people (Helliwell et al. ,  2012).  But, do 
people become satiated? Can people be so rich that they can buy everything they 
want so that additional income does not increase their feelings of well-being? 
Using data from many countries, Stevenson and Wolfers (2013)  found no evi-
dence of a satiation point beyond which wealthier countries or wealthier indi-
viduals have no further increases in subjective well-being.  Moreover, they found 

You Cant have 

too Much Money
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Preference Maps
Surprisingly, with just these three properties, we can say a lot about consumer pref-
erences.  One of the simplest ways to summarize information about a consumer s 
preferences is to create a graphical interpretationsometimes called a preference map.  
For graphical simplicity, we concentrate on choices between only two goods, but the 
model can be generalized algebraically to handle any number of goods.

Each semester, Lisa, who lives for fast food, decides how many pizzas and burri-
tos to eat.  The various bundles of pizzas and burritos she might consume are shown 
in panel a of Figure 4.1 , with (individual-size)  pizzas per semester on the horizontal 
axis and burritos per semester on the vertical axis.

At Bundle e,  for example, Lisa consumes 25 pizzas and 15 burritos per semester.  
By the more-is-better property, Lisa prefers all the bundles that lie above and to the 
right (area A)  to Bundle e  because they contain at least as much or more of both piz-
zas and burritos as Bundle e.  Thus, she prefers Bundle f (30 pizzas and 20 burritos)  
in that region.

By using the more-is-better property, we know that Lisa prefers e  to all the bundles 
that lie in area B,  below and to the left of e,  such as Bundle d  (15 pizzas and 10 bur-
ritos).  All the bundles in area B  contain fewer pizzas or fewer burritos or fewer of 
both than does Bundle e.

From panel a, we do not know whether Lisa prefers Bundle e  to bundles such as 
b  (30 pizzas and 10 burritos)  in area D,  which is the region below and to the right of 
e,  or c  (15 pizzas and 25 burritos)  in area C,  which is the region above and to the left 
of Bundle e.  We cant use the more-is-better property to determine which bundle is 
preferred because each of these bundles contains more of one good and less of the 
other than e  does.  To be able to state with certainty whether Lisa prefers particular 
bundles in areas C  or D  to Bundle e,  we have to know more about her tastes for pizza 
and burritos.

Preferences and Indifference Curves.  Suppose we asked Lisa to identify 
all the bundles that give her the same amount of pleasure she gets from consuming 
Bundle e.  In panel b  of Figure 4.1 , we use her answers to draw curve I 1  through all 
bundles she likes as much as she likes e.  Curve I 1  is an indifference curve:  the set of 
all bundles of goods that a consumer views as being equally desirable.

Indifference curve I 1  includes Bundles c,  e,  and a,  so Lisa is  indifferent about 
consuming Bundles c,  e,  and a .  From this indifference curve, we also know that 
Lisa prefers e  (25 pizzas and 15 burritos)  to b  (30 pizzas and 10 burritos).  How do 
we know that?  Bundle b  lies below and to the left of Bundle a,  so Bundle a  is  pre-
ferred to Bundle b  by the more-is-better property.  Both Bundle a  and Bundle e  are 

a clear positive relationship between average levels of self-reported feelings of 
happiness or satisfaction and income per capita within and across countries, 
although this effect is small at very high income levels.

Less scientific,  but perhaps more compelling, is  a  survey of wealthy U.S.  
citizens who were asked, How much wealth do you need to live comfortably? 
On average, those with a net worth of over $1  million said that they needed 
$2.4 million to live comfortably,  those with at least $5  million in net worth 
said that they needed $10.4 million, and those with at least $10 million wanted 
$18.1   million.  Apparently, most people never have enough.
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914.1  Consumer Preferences

on indifference curve I 1,  so Lisa likes Bundle e  as much as Bundle a.  Because Lisa is 
indifferent between e  and a  and she prefers a  to b,  she must prefer e  to b  by transitivity.

If we asked Lisa many, many questions, we could, in principle, draw an entire set 
of indifference curves through every possible bundle of burritos and pizzas.  Lisas 
preferences are summarized in an indifference map  or preference map,  which is a 
complete set of indifference curves that summarize a consumers tastes.  It is referred 
to as a map  because it uses the same principle as a topographical or contour map, in 
which each line shows all points with the same height or elevation.  With an indiffer-
ence map, each line shows points (combinations of goods)  with the same utility or 

F I gU RE  4 . 1  Bundles of Pizzas and Burritos that Lisa Might Consume

Pizzas  per semester are  on  the horizonta l  axis,  
and  burritos per semester are on  the vertical  axis.  
(a)  Lisa  prefers more to less,  so she prefers Bundle 
e  to  any bundle in  area  B ,  including  d.  S imilarly,  
she prefers any bundle in  area A ,  including f,  to e .  
(b)  The indifference curve,  I 1 ,  shows a  set of bundles 

(including c,  e ,  and  a)  among which she is  indiffer-
ent:  She l ikes al l  three bundles on this curve equally.  
(c)  The  three ind ifference curves,  I 1 ,  I2,  and  I3,   
are part of Lisa s preference map,  which summa-
rizes her preferences.
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92 ChaPtER 4   Consumer Choice

well-being.  Panel c of Figure 4.1  shows three of Lisas indifference curves:  I 1, I 2, and I 3.   
In this figure, the indifference curves are parallel, but they need not be.

We can demonstrate that all indifference curve maps must have the following 
four properties.

1.  Bundles on indifference curves farther from the origin are preferred to those on 
indifference curves closer to the origin.

2.  An indifference curve goes through every possible bundle.

3.  Indifference curves cannot cross.

4.  Indifference curves slope downward.

First,  we show that bundles on indifference curves farther from the origin are 
preferred to those on indifference curves closer to the origin.  By the more-is-better 
property, Lisa prefers Bundle f to Bundle e  in panel c of Figure 4.1 .  She is indifferent 
among all the bundles on indifference curve I3 and Bundle f,  just as she is indiffer-
ent among all the bundles, such as Bundle c,  on indifference curve I 2,  and Bundle e.  
By the more-is-better property, she prefers Bundle f to Bundle e,  which she likes as 
much as Bundle c,  so she also prefers Bundle f to Bundle c.  By this type of reasoning, 
she prefers all bundles on I3  to all bundles on I 2.

Second, we show that an indifference curve goes through every possible bundle.  
This property is a consequence of the completeness assumption:  The consumer can 
compare any bundle to another.  Compared to a given bundle, some bundles are 
preferred to it,  some are enjoyed equally, and some are inferior to it.  Connecting the 
bundles that give the same well-being produces an indifference curve that includes 
the given bundle.

Third, we show that indifference curves cannot cross.  If two indifference curves 
did cross,  the bundle at the point of intersection would be on both indifference 
curves.  But a given bundle cannot be on two indifference curves.  Suppose that two 
indifference curves crossed at Bundle e  as in panel a of Figure 4.2.  Because Bundles 
e  and a  lie  on the same indifference curve I 1,  Lisa is  indifferent between e  and a .  

B
, 
B
u
rr
it
o
s
 p
e
r 
s
e
m
e
s
te
r

(a)  Crossing

Z,  Pizzas per semester

I
2

I
1

a

b

e

B
, 
B
u
rr
it
o
s
 p
e
r 
s
e
m
e
s
te
r

(b)  Upward Sloping

Z,  Pizzas per semester

I

a

b

F I gU RE  4 . 2  Impossible Indifference Curves

(a )  Suppose  that  the  ind ifference 
curves cross at Bundle e .  Lisa  is indiffer-
ent between e  and  a  on  indifference 
curve I 1  and between e  and  b  on  I2.  I f 
Lisa  is  indifferent between e  and  a  and  
she is  indifferent between e  and  b ,  she 
must be indifferent between a  and  b  
by transitivity.  But b  has more of both  
pizzas and burritos than a ,  so she must  
prefer a  to b.  Because of this contradic-
tion,  indifference curves cannot cross.  
(b)  Suppose that indifference curve I  
s lopes upward.  The consumer is  indif-
ferent between b  and  a  because they 
l ie on I  but prefers b  to a  by the more-is-
better assumption.  Because of this con-
tradiction,  indifference curves cannot 
be upward sloping.
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934.1  Consumer Preferences

Similarly, she is indifferent between e  and b  because both are on I 2.  By transitivity, if 
Lisa is indifferent between e  and a,  and she is indifferent between e  and b,  she must be 
indifferent between a  and b.  But thats impossible!  Bundle b  is  above and to the right 
of bundle a,  which means it contains more of both goods.  Thus, Lisa must  prefer b  to 
a  by the more-is-better property.  Because preferences are transitive and consumers 
prefer more to less, indifference curves cannot cross.

Finally, we show that indifference curves must be downward sloping.  Suppose 
to the contrary that an indifference curve sloped upward, as in panel b  of Figure 4.2.  
The consumer is indifferent between Bundles a  and b  because both lie on the same 
indifference curve, I.  But the consumer must prefer b  to a  by the more-is-better prop-
erty:  Bundle a  lies below and to the left of Bundle b.  Because of this contradiction
the consumer cannot both be indifferent between a  and b  and strictly prefer b  to 
aindifference curves cannot be upward sloping.  For example, if Lisa views pizza 
and burritos as goods, she cannot be indifferent between a bundle of one pizza and 
one burrito and another bundle with two of each.

Willingness to Substitute Between goods.  Lisa is willing to make some 
trade-offs between goods.  The downward slope of her indifference curves shows that 
Lisa is willing to give up some burritos for more pizza or vice versa.  She is indiffer-
ent between Bundles a  and b  on her indifference curve I in panel a of Figure 4.3.  If 
she initially has Bundle a  (eight burritos and three pizzas), she could get to Bundle 
b  (five burritos and four pizzas)  by trading three burritos for one more pizza.  She is 
indifferent as to whether or not she makes this trade.

Lisas willingness to trade one good for another is measured by her marginal rate 
of substitution (MRS) .  The MRS  shows the rate at which a consumer can substitute 

F I gU RE  4 . 3  Marginal Rate of Substitution

(a)  At Bundle a ,  Lisa  is  wil l ing to give up three bur-
ritos for one more pizza;  at b ,  she is wil l ing to give 
up only two burritos to obtain  another pizza.  That is,  
the relatively more burritos she has,  the more she is  
wil l ing to trade for another pizza.
(b)  An  indifference curve of this  shape is  unl ikely 
to be observed.  Lisa  would  be wil l ing  to give up 

more burritos to get one more pizza,  the fewer the 
burritos she has.  Moving from Bundle c  to b,  she wil l  
trade one pizza  for three burritos,  whereas moving 
from b  to a,  she wil l  trade one pizza for two burritos,  
even though she now has relatively more burritos 
to pizzas.
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94 ChaPtER 4   Consumer Choice

1The slope  of a straight line is the rise over the run:  It describes how much we move along the 
vertical axis (rise)  as we move along the horizontal axis (run).  The slope of an indifference curve at 
a particular point is the slope of a straight line that is tangent to the indifference curve at that point.

one good for another while remaining on the same 
indifference curve.  Graphically, the MRS  is  the slope 
of the indifference curve.1  If pizza is on the horizon-
tal axis, Lisas marginal rate of substitution of bur-
ritos for pizza is

MRS =

B

Z
,

where B  is  the number of burritos Lisa will give 
up to get Z  more pizzas while staying on the same 
indifference curve.  Roughly speaking, we can say 
that the MRS  is  the amount of one good a consumer 
will sacrifice to obtain one more unit of another good 
while staying on the same indifference curve.  If Z  is 
1 ,  then the associated value of B  is  the MRS .  Thus, 
if Lisa is willing to give up three burritos ( B = -3)  
to  get one more pizza ( Z = 1),  then the MRS  is  
-3/1 = -3.  We can illustrate why the MRS  is  nega-
tive by moving from Bundle a  to Bundle b  in panel 
a of Figure 4.3.  The negative sign shows that Lisa is 

willing to give up some of one good to get more of the other:  Her indifference curve 
slopes downward.

In specifying the MRS,  we must be clear about which good is on the horizontal 
axis.  Because pizza is on the horizontal axis in our figure, the MRS  of burritos for 
pizza is -3, which is the slope of the indifference curve.  If we were to switch axes 
so that burritos were on the horizontal axis, we could calculate the MRS  of pizza 
for burritos,  which measures how much pizza Lisa would give up to get one more 
burrito while staying on the same indifference curve.  In this case, the MRS  of pizza 
for burritos would be Z/ B,  which is - 1

3.  From Lisas point of view, one pizza is 
worth 3 burritos (the MRS  of burritos for pizza is -3)  or, equivalently, 1  burrito is 
worth about 13  of a pizza (the MRS  of pizza for burritos is - 1

3).

Curvature of Indifference Curves.  The indifference curves we have used 
so far, such as I in panel a of Figure 4.3, are convex  to the origin of the graph:  That is, 
the indifference curves are bowed in toward the origin.

Because the indifference curve in panel a is convex, when Lisa has a large amount 
of burritos, B ,  she is willing to give up more of that good to get one more pizza, Z,  
than she would if she had only a small number of burritos.  Starting at point a  in panel 
a of Figure 4.3, Lisa is willing to give up three burritos to obtain one more pizza.  At 
b,  she is willing to trade only two burritos for a pizza.  At c,  she is even less willing to 
trade; she will give up only one burrito for another pizza.  This willingness to trade 
fewer burritos for one more pizza as we move down and to the right along the indif-
ference curve reflects a diminishing marginal rate of substitution.

An indifference curve doesnt have to be convex, but casual observation suggests 
that most peoples indifference curves over most pairs of products are convex.  It is 
unlikely, for example, that Lisas indifference curves would be concave,  as in panel b  

We are out of tickets for Swan Lake.

Do you want tickets for Wrestlemania?
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954.1  Consumer Preferences

of Figure 4.3.  If her indifference curve were concave, Lisa would be willing to give 
up more burritos to get one more pizza when she has fewer burritos.  In panel b, she 
trades one pizza for three burritos moving from c  to b,  and she trades one pizza for 
only two burritos moving from b  to a,  even though her ratio of burritos to pizza is 
greater.

Two extreme types of indifference curves are plausible:  straight-line indifference 
curves and right-angle indifference curves.  Straight-line indifference curves reflect 
perfect substitutes,  which are goods that are essentially equivalent from the con-
sumer s point of view.  The consumer is  completely indifferent between the two 
goods.  For example, if Bill cannot taste any difference between Coca-Cola and Pepsi-
Cola, he views them as perfect substitutes:  He is indifferent between one additional 
can of Coke and one additional can of Pepsi.  His indifference curves for these two 
goods are straight, parallel lines with a slope of -1  everywhere along the curve, as 
in panel a of Figure 4.4.  Thus, Bill s marginal rate of substitution is -1  at every point 
along these indifference curves.

The slope of indifference curves of perfect substitutes need not always be -1;  it 
can be any constant rate.  For example, Helen knows from reading the labels that 
Clorox bleach is twice as strong as a generic brand, but otherwise no different.  As 
a result, she is indifferent between one cup of Clorox and two cups of the generic 
bleach.  If the generic bleach is on the vertical axis, the slope of her indifference curve 
is -2.2

2Sometimes it is difficult to guess which goods are close substitutes.  According to Harper s Index 
1994, flowers, perfume, and fire extinguishers rank 1 , 2, and 3 among appropriate Mother s Day 
gifts.  Few would guess that perfume and fire extinguishers are substitutes.

F I gU RE  4 . 4  Perfect Substitutes,  Perfect Complements,  Imperfect Substitutes

(a)  Bil l  views Coke and Pepsi as perfect substitutes.  
H is  indifference curves are straight,  paral lel  l ines 
with  a  marginal  rate of substitution (slope)  of - 1 .  
Bil l  is  wil l ing  to exchange one can of Coke for one 
can of Pepsi.  
(b)  Cathy l ikes pie   la  mode but does not l ike pie 
or ice cream by themselves:  She views ice cream 

and pie as perfect complements.  She wil l  not sub-
stitute between the two;  she consumes them only 
in  equal  quantities.  
(c)  Lisa  views burritos and  pizza  as imperfect sub-
stitutes.  Her indifference curve l ies  between the 
extreme cases of perfect substitutes and  perfect 
complements.
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The other extreme case is perfect complements:  goods that an individual wants 
to consume only in fixed proportions.  Cathy doesnt like pie by itself or vanilla ice 
cream by itself, but she loves pie  la mode (a slice of pie with a scoop of vanilla ice 
cream on top).  Her indifference curves have right angles in panel b  of Figure 4.4.  
Bundle a  consists of one piece of pie and one scoop of ice cream, combining to make 
one serving of pie  la mode.  If she gets an additional scoop of ice cream but no pie 
to go with it (Bundle d)  she remains on the same indifference curve:  the extra scoop 
of ice cream by itself provides no additional benefit to Cathy.  Adding a third scoop 
of ice cream (shown as Bundle e)  is also a matter of indifference to Cathy.  She gets 
no extra benefit and remains on the same indifference curve.  Similarly, if Cathy has 
only one scoop of ice cream, additional pieces of pie beyond the first leave her on 
the same indifference curve.

With preferences like this, Cathy consumes only bundles like a,  b,  and c,  in which 
pie and ice cream are in equal proportions.  She would never want to pay for any 
additional ice cream that was not matched by a piece of pie, and she would never 
want to pay for a piece of pie without a scoop of ice cream to go with it.  She will only 
consume ice cream and pie in equal proportions.

With a bundle like a,  b,  or c,  she will not substitute a piece of pie for an extra scoop 
of ice cream.  For example, if she were at b,  she would be unwilling to give up an 
extra slice of pie to get, say, two extra scoops of ice cream, as at point e.  Indeed, she 
wouldnt give up the slice of pie even for a virtually unlimited amount of extra ice 
cream because the extra ice cream is worthless to her.

The standard-shaped, convex indifference curve in panel c  of Figure 4.4 lies 
between these two extreme examples.  Convex indifference curves show that a con-
sumer views two goods as imperfect substitutes.

4.2 Utility
Underlying our model of consumer behavior is the belief that consumers can com-
pare various bundles of goods and decide which one gives them the greatest pleasure 
or satisfaction.  It is possible to summarize a consumer s preferences by assigning a 
numerical value to each possible bundle to reflect the consumer s relative ranking 
of these bundles.

Following Jeremy Bentham, John Stuart Mill, and other nineteenth-century British 
economist-philosophers, economists apply the term utility  to this set of numerical 
values that reflect the relative rankings of various bundles of goods.  The statement 
that Lorna prefers Bundle x  to Bundle y is equivalent to the statement that con-
suming Bundle x  gives Lorna more utility than consuming Bundle y.  For example, 
Lorna prefers x  to y  if Bundle x  gives Lorna a utility level of 10 and Bundle y  gives 
her a utility level of 8.

Utility Functions
If we knew the utility functionthe relationship between utility measures and 
every possible bundle of goodswe could summarize the information in indiffer-
ence maps succinctly.  Lisas utility function, U(B,  Z),  tells us how much utility she 
gets from B  burritos and Z  pizzas.  Given that her utility function reflects her prefer-
ences, if Lisa prefers Bundle 1 , (B1, Z1),  to Bundle 2, (B2, Z2),  then the utility she gets 
from the first bundle exceeds that from the second bundle:  U(B1, Z1) 7 U(B2, Z2).
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974.2 Util ity

For example, suppose that the utility, U,  that Lisa gets from burritos and pizzas is

 U = 2BZ.  

From this function, we know that the more she consumes of either good, the greater 
the utility she receives.  Using this function, we can determine whether Lisa would 
be happier if she had Bundle x  with 9  burritos and 16 pizzas or Bundle y  with 13 
of each.  The utility she gets from x  is  12 (=29 * 16).  The utility she gets from y  is  
13 (=213 * 13).  Therefore, she prefers y  to x.

The utility function is a concept that economists use to help them think about 
consumer behavior; utility functions do not exist in any fundamental sense.  If you 
asked your mother what her utility function is, she would be puzzledunless, of 
course, she is an economist.  But if you asked her enough questions about choices of 
bundles of goods, you could construct a function that accurately summarizes her 
preferences.  For example, by questioning people,  Rousseas and Hart (1951)  con-
structed indifference curves between eggs and bacon, and MacCrimmon and Toda 
(1969)  constructed indifference curves between French pastries and money (which 
can be used to buy all other goods).

Typically, consumers can easily answer questions about whether they prefer one 
bundle to another, such as Do you prefer a bundle with one scoop of ice cream and 
two pieces of cake to another bundle with two scoops of ice cream and one piece 
of cake? But they have difficulty answering questions about how much more they 
prefer one bundle to another because they dont have a measure to describe how 
their pleasure from two goods or bundles differs.  Therefore, we may know a con-
sumer s rank-ordering of bundles even if we do not have a good idea of how much 
that consumer prefers one bundle to another.

Ordinal and Cardinal Utility
The term ordinal  is  used to describe a measure that contains information only about 
rankings or orderings.  For example, a movie critic might give a movie between one 
and four stars.  However, a 4-star movie is not necessarily twice as good as a 2-star 
movie or four times as good as a 1 -star movie.  All we can say is that the critic likes 
the 4-star movie better than the 2-star movie, which in turn is preferred to the 1-star 
movie:  We really know only the critics relative rankings.  Thus, movie rankings are 
an ordinal measure, even though numbers (the number of stars)  might be used to 
represent the rankings.  With utility, if we know only a consumer s relative rankings 
of bundles, our measure of utility is ordinal.

A cardinal  measure is based on absolute numerical comparisons, as with length 
or weight.  Cardinal measures contain more information than ordinal measures.  For 
example, money is a cardinal measure.  If Sofia has $100 and Hu has $50, we know 
not only that Sofia has more money than Hu (an ordinal comparison), but that she 
has precisely twice as much as Hu (a cardinal comparison).

Economists sometimes treat utility as a cardinal measure, allowing for statements 
like Bundle A  is  twice as good as Bundle B ,  instead of just saying that Bundle A  is  
preferred to Bundle B .  However, most of our discussion of consumer choice in this 
chapter holds if utility has only ordinal properties.  If utility is an ordinal measure, 
we should not put any weight on the absolute difference between the utility associ-
ated with one bundle and another.  We care only about the relative utility or ranking 
of the two bundles.
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Marginal Utility
Using Lisas utility function over burritos and pizza, we can show how her utility 
changes if she gets to consume more of one of the goods.  Suppose that Lisa has the 
utility function in Figure 4.5.  The curve in panel a shows how Lisas utility rises as 
she consumes more pizzas while we hold her consumption of burritos fixed at 10.  
Because pizza is a good,  Lisas utility rises as she consumes more pizza.

If her consumption of pizzas increases from Z = 4 to 5,  Z = 5 - 4 = 1,  and 
her utility increases from U = 230 to 250, U = 250 - 230 = 20.  The extra utility 
( U)  that she gets from consuming one more unit of a good ( Z = 1)  is the marginal 
utility  from that good.  Thus, marginal utility is the slope of the utility function as we 
hold the quantity of the other good constant.

 MUZ =
U

Z
.  

F I gU RE  4 . 5  Utility and Marginal Utility

As Lisa  consumes more pizza,  holding 
her consumption of burritos constant 
at 1 0,  her tota l  u ti l ity,  U ,  increases 
and  her marg ina l  u ti l i ty of  p izza ,  
MUZ,  decreases  (though  it  remains 
positive) .  
(a)  I f she increases her consumption 
of pizza from 4 to 5 per semester while 
holding  her consumption  of burritos 
fixed at 1 0,  her utility increases from 230 
to 250.  Her marginal  util ity is  the extra  
util ity she gets,  U = 250 - 230 = 20 
from an extra  pizza,  Z = 1 ,  which  is  
MUZ = U/ Z = 20/1 = 20.  
(b)  At  Z = 5,  the  height of  Lisa  s 
 marginal  util ity curve is  20.
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994.3 The Budget Constraint

Lisas marginal utility from increasing her consumption of pizza from 4 to 5  is

 MUZ =

U

Z
=

20

1
= 20.  

Panel b in Figure 4.5 shows that Lisas marginal utility from consuming one more 
pizza varies with the number of pizzas she consumes, holding her consumption of 
burritos constant.  Her marginal utility of pizza curve falls as her consumption of pizza 
increases, but the marginal utility remains positive:  Each extra pizza gives Lisa plea-
sure, but it gives her less pleasure relative to other goods than did the previous pizza.

Marginal Utility

Using  Calculus
The marginal utility from a particular good is the partial derivative of the utility 
function with respect to that good, which measures how utility changes as we 
change one good while holding consumption of other goods constant.  Thus, if 
Lisas utility function is U(B,  Z),  her marginal utility from Z  is  the partial deriva-
tive of U with respect to Z:  MUZ = 0U(B,  Z)/0Z.

Marginal Rates of Substitution
Earlier we learned that the marginal rate of substitution (MRS)  is the slope of the 
indifference curve.  The marginal rate of substitution can also be expressed using 
marginal utilities.  If Lisa has 10 burritos and 4 pizzas in a semester and gets one 
more pizza, her utility rises.  That extra utility is  the marginal utility from the last 
pizza, MUZ.  Similarly, if she receives one extra burrito instead, her marginal utility 
from the last burrito is MUB.

Suppose that Lisa trades from one bundle on an indifference curve to another by 
giving up some burritos to gain more pizza.  She gains marginal utility from the extra 
pizza but loses marginal utility from fewer burritos.  We can show that the marginal 
rate of substitution can be written in terms of the marginal utilities:

 MRS =

B

Z
= -

MUZ

MUB

 (4.1 )

Equation 4.1  tells us that the MRS ,  which is the slope of the indifference curve at 
a particular bundle, depends on the negative of the ratio of the marginal utility of 
pizza to the marginal utility of burritos.  (We derive Equation 4.1  using calculus in 
Appendix 4A.)

An example illustrates the logic underlying Equation 4.1 .  Suppose that Lisa gains 
one unit of utility (one util)  if she eats one more burrito, MUB = 1,  and two utils 
if she has one more pizza, MUZ = 2.  That is,  one more pizza gives her as much 
extra pleasure as  two burritos.  Thus,  her utility stays the sameshe stays on 
the same indifference curveif she exchanges two burritos for one pizza, so her 
MRS = -MUZ/MUB = -2.

4.3 the Budget Constraint

Knowing an individuals preferences is only the first step in analyzing that persons 
consumption behavior.  Consumers maximize their well-being subject to constraints.  
The most important constraint most of us face in deciding what to consume is our 
personal budget constraint.
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100 ChaPtER 4   Consumer Choice

If we cannot save and borrow, our budget is the income we receive in a given 
period.  If we can save and borrow, we can save money early in life to consume later, 
such as when we retire, or we can borrow money when we are young and repay 
those sums later in life.  Savings are, in effect, a good that consumers can buy.  For 
simplicity, we assume that each consumer has a fixed amount of money to spend 
now, so we can use the terms budget  and income  interchangeably.

For graphical simplicity, we assume that consumers spend their money on only 
two goods.  If Lisa spends all her budget, Y,  on pizza and burritos, then her budget 
constraint is

 pBB + pZZ = Y,  (4.2)

where pB  is the price of burritos, pZ  is the price of pizza, pBB  is the amount she spends 
on burritos, and pZZ  is  the amount she spends on pizzas, Equation 4.2 shows that 
her expenditures on burritos and pizza use up her entire budget.

How many burritos can Lisa buy? Subtracting pZZ  from both sides of Equation 
4.2 and dividing both sides by pB,  we determine the number of burritos she can 
purchase to be

 B =

Y

pB
-

pZ

pB
 Z.  (4.3)

According to Equation 4.3, Lisa can afford to buy more burritos only if

 her income (Y)  increases,

 the price of burritos (pB)  or pizza (pZ)  falls, or

 she purchases fewer pizzas (Z).

For example, if Lisa has one more dollar of income (Y) ,  she can buy 1/pB  more 
burritos.

If pZ = +1, pB = +2, and Y = +50, Equation 4.3 is

 B =

+50

+2
-

+1

+2
 Z = 25 -

1
2  Z.  (4.4)

As Equation 4.4 shows, every two pizzas cost Lisa one burrito.  How many burritos 
can she buy if she spends all her money on burritos? She can buy 25 burritos:  By 
setting Z = 0 in Equation 4.3, we find that B = Y/pB = +50/ +2 = 25.  Similarly, if 
she spends all her money on pizza, she can buy 50 of them:  Setting B = 0, we can 
solve for Z = Y/pZ = +50/ +1 = 50.

Instead of spending all her money on pizza or all on burritos, she can buy some 
of each.  Table 4.1  shows four possible bundles she could buy.  For example, she can 
buy 20 burritos and 10 pizzas with $50.

Bundle Burritos, $2 each Pizza, $1 each

a 25 0

b 20 10

c 10 30

d 0 50

taB LE  4 . 1   allocations of a $50 Budget Between Burritos and Pizza
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1014.3 The Budget Constraint

Equation 4.4 is plotted in Figure 4.6.  This line is called a budget line  or budget 
constraint:  the bundles of goods that can be bought if the entire budget is spent on 
those goods at given prices.  This budget line shows the combinations of burritos and 
pizzas that Lisa can buy if she spends all of her $50 on these two goods.  The four 
bundles in Table 4.1  are labeled on this line.

Lisa could, of course, buy any bundle that cost less than $50.  The opportunity set  
is  all the bundles a consumer can buy, including all the bundles inside the budget 
constraint and on the budget constraint (all those bundles of positive Z  and B  such 
that pBB + pZZ  Y) .  Lisas opportunity set is  the shaded area in Figure 4.6.  She 
could buy 10 burritos and 15 pieces of pizza for $35, which falls inside the constraint.  
Unless she wants to spend the other $15 on some other good, though, she might as 
well spend all of it on the food she loves and pick a bundle on the budget constraint 
rather than inside it.3

Slope of the Budget Line
The slope of the budget line is determined by the relative prices of the two goods.  
According to the budget line, Equation 4.3,  B = Y/pB - (pZ/pB)Z,  so every extra 
unit of Z  that Lisa purchases reduces B  by -pZ/pB.  That is, the slope of the budget 
line is B/ Z = -pZ/pB.  Thus, the slope of the budget line depends on only the 
relative prices.

Lisa faces prices of pZ = +1  and pB = +2,  so the slope of her budget line is 
-pZ/pB = - +1/ +2 = -

1
2.  For example, if we reduce the number of pizzas from 10 

at point b  in Figure 4.6 to 0 at point a,  the number of burritos that Lisa can buy rises 
from 20 at point b  to 25 at point a, so B/ Z = (25 - 20)/(0 - 10) = 5/(-10) = -

1
2.

3The budget line in Figure 4.6 is  a smooth, continuous line, which implies that Lisa can buy frac-
tional numbers of burritos and pizzas.  Is  that true? Will a restaurant sell you a half of a burrito?  
Maybe not.  Why then dont we draw the budget line and opportunity set as discrete points (bun-
dles)  of whole numbers of burritos and pizzas instead of a continuous line? One reason is that Lisa 
can buy a burrito at a rate  of one-half per time period.  If Lisa buys one burrito every other week, 
she buys an average of one-half burrito every week.  Thus, it is plausible that she could purchase 
fractional amounts over a particular time period.

F I gU RE  4 . 6  the Budget Line

I f Y = +50,  pZ = +1 ,  and pB = +2,  
Lisa  can  buy any bundle in  the 
opportunity set,  the shaded area,  
inc lud ing  points  on  the  bud-
get line ,  L1 ,  B = Y/pB - (pZ/pB)Z  
=  +50/+2 - (+ 1 /+2)Z.  I f Lisa  buys 
one more un it  of Z,  she  must 
reduce her consumption of B  by 
- (pZ/pB) = -

1
2  to  stay within  her 

budget.  Thus,  the slope,  B/ Z,  
of her budget l ine,  which  is  a lso 
called  the marginal  rate of trans-
formation (MRT) ,  is - (pZ/pB) = -

1
2.
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25 = Y/pB

20
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102 ChaPtER 4   Consumer Choice

The slope of the budget line is called the marginal rate of transformation (MRT ) :  
the trade-off the market imposes on the consumer in terms of the amount of one 
good the consumer must give up to purchase more of the other good:

 MRT =

B

Z
= -

pZ

pB
.  (4.5)

Because Lisas MRT = -

1
2,  she can trade an extra pizza for half a burrito or, equiv-

alently, she has to give up two pizzas to obtain an extra burrito.

the Marginal Rate 

of transformation

Using Calculus
By differentiating the budget constraint,  Equation 4.3,  B = Y/pB - (pZ/pB)Z,  
with respect to Z,  we confirm that the slope of the budget constraint, or marginal 
rate of transformation, is MRT = dB/dZ = -pZ/pB,  as in Equation 4.5.

Effects of a Change in  Price on the Opportunity Set
If the price of pizza doubles but the price of burritos remains unchanged, the budget 
line swings in toward the origin in panel a of Figure 4.7.  If Lisa spends all her money 
on burritos, she can buy as many burritos as before, so the budget line still hits the 
burrito axis at 25.  If she spends all her money on pizza, however, she can now buy 
only half as many pizzas as before, so the budget line intercepts the pizza axis at 25 
instead of at 50.

F I gU RE  4 . 7  Changes in  the Budget Line

(a)  I f the price of pizza  increases from $1  to $2 a  
sl ice,  Lisa s budget l ine rotates from L1  to L2 around 
the intercept on  the burrito axis.  The slope or MRT 
of the original  budget l ine,  L1 ,  is  - 1

2,  while the MRT 
of the new budget l ine L2 is  - 1 .  The shaded area 
shows the combinations of pizza  and  burritos that 
Lisa  can no longer afford.  

(b)  I f Lisa s budget doubles from $50 to $1 00 and  
prices don t change,  her new budget l ine moves 
from L1  to L3.  This shift is  parallel:  Both  budget l ines 
have the same slope or MRT of - 1

2.  The new oppor-
tunity set is  larger by the shaded area.
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(b)  Income Doubles

Gain

1 00

L3 (Y = $1 00)

L1  (Y = $50)

50
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500

Z,  Pizzas per semester

pZ  doubles

Income doubles
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1034.3 The Budget Constraint

The new budget line is steeper and lies inside the original one.  As the price of 
pizza increases, the slope of the budget line, MRT, changes.  The original line, L1, at the 
original prices, MRT = -

1
2,  shows that Lisa could trade half a burrito for one pizza 

or two pizzas for one burrito.  The new line, L2, MRT = pZ/pB = - +2/ +2 = -1,  
indicates that she can now trade one burrito for one pizza, due to the increase in the 
price of pizza.

Unless Lisa only wants to eat burritos, she is unambiguously worse off due to this 
increase in the price of pizza because she can no longer afford the combinations of 
pizza and burritos in the shaded Loss area.

A decrease in the price of pizza would have the opposite effect:  The budget line 
would rotate outward, pivoting around the intercept on the burrito axis.  As a result, 
Lisas opportunity set would increase.

Effects of a Change in  Income on  
the Opportunity Set
If the consumer s income increases, the consumer can buy more of all goods.  Sup-
pose that prices remain at their original levels (  pZ = +1  and pB = +2), but Lisas 
income increases by $50 per semester to  Y = +100.  Her budget line shifts out-
wardaway from the originand is parallel to the original constraint in panel b  
of  Figure 4.7.  Why is the new constraint parallel to the original one? The intercept 
of the budget line on the burrito axis is Y/pB,  and the intercept on the pizza axis is 
Y/pZ.  Thus, holding prices constant, the intercepts shift outward in proportion to 
the change in income.  Originally, if she spent all her money on pizza, Lisa could 
buy 50 = +50/ +1  pizzas; now she can buy 100 = +100/ +1.  Similarly, the burrito 
axis intercept goes from 25 = +50/ +2 to 50 = +100/ +2.  Initially, if she consumed 
25 burritos, Lisa could not consume any pizza; now if she consumes 25 burritos she 
can also consume 50 pizzas.

A change in income affects only the position and not the slope of the budget line, 
because the slope is determined solely by the relative prices of pizza and burritos.  
A decrease in the prices of both pizzas and burritos in the same proportion has the 
same effect as an increase in income, as the next Q&A shows.

Q&a  4 . 1
Is Lisa better off if her income doubles or if the prices of both the goods she buys 
fall by half?

answer Show that Lisas  budget line and her opportunity set are the same with either 
change.  As panel b  of Figure 4.7 shows, if her income doubles, her budget line 
has a parallel shift outward.  The new intercepts at 50 = 2Y/pB = (2 * 50)/2 
on the burrito axis and 100 = 2Y/pZ = (2 * 50)/1  on the pizza axis are double 
the original values.  If the prices fall by half, her budget line is the same as if her 
income doubles.  The intercept on the burrito axis is 50 = Y/(pB/2) = 50/(2/2),  
and the intercept on the pizza axis is 100 = Y/(pZ/2) = 50/(1/2).  Therefore, Lisa 
is equally well off if her income doubles or  if prices fall by half.
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104 ChaPtER 4   Consumer Choice

Min i - Case During emergencies,  gov-
ernments frequently ration 
food, gas, and other staples 
rather than let their prices 
rise,  as  the  United States 
and the United Kingdom 
did during World War II.  
Cuban citizens  receive  a 
ration book that limits their 
purchases of staples such 
as rice,  legumes, potatoes, 
bread, eggs, and meat.

Water rationing is  com-
mon during  droughts .  
During 20102015,  water 
quotas  were  imposed  in 
areas  of Australia,  Brazil, 
California, Egypt, Hondu-
ras, India, Kenya, New Zealand, Pakistan, Texas, the U.S.  Midwest, Venezuela, 
and elsewhere.  Rationing affects  consumers  opportunity sets  because they 
 cannot necessarily buy as much as they want at market prices.

Rationing

Q&a  4 . 2
A government rations water,  setting a  quota on how much a consumer can 
 purchase.  If a consumer can afford to buy 12 thousand gallons a month but the 
government restricts purchases to no more than 10 thousand gallons a month, 
how does the consumer s opportunity set change?

answer

1.  Draw the original opportunity set using a  budget line between water and all other 
goods.  In the graph, the consumer can afford to buy up to 12 thousand gallons 

of water a month if not constrained.  The oppor-
tunity set, areas A  and B ,  is bounded by the axes 
and the budget line.

2.   Add a  line to the figure showing the quota,  and 
determine the new opportunity set:  A vertical line 
at 10 thousand on the water axis indicates the 
quota.

The new opportunity set, area A,  is bounded 
by the axes, the budget line, and the quota 
line.

3.   Compare the two opportunity sets:  Because of the 
rationing, the consumer loses part of the origi-
nal opportunity set:  the triangle B  to the right 
of the 10 thousand gallons line.  The consumer 
has fewer opportunities because of rationing.
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1054.4 Constrained Consumer Choice

4.4 Constrained Consumer Choice

My problem lies in  reconciling my gross habits with  my net income.  Errol  Flynn

Were it not for the budget constraint, consumers who prefer more to less would 
consume unlimited amounts of all goods.  Well, they cant have it all!  Instead, con-
sumers maximize their well-being subject to their budget constraints.  Now, we have 
to determine the bundle of goods that maximizes well-being subject to the budget 
constraint.

the Consumers Optimal Bundle
Given information about Lisas preferences (as summarized by her indifference 
curves)  and how much she can spend (as summarized by her budget line), we can 
determine Lisas optimal bundle.  Her optimal bundle is  the bundle out of all the 
bundles that she can afford that gives her the most pleasure.  Here, we use graphical 
techniques to find her optimal bundle.

We first show that Lisas optimal bundle must be on the budget line in Figure 4.8.  
Bundles that lie on indifference curves above the constraint, such as those on I 3,  are 
not in her opportunity set.  Although Lisa prefers Bundle f on indifference curve I3 to 
e  on I2,  she cannot afford to purchase f.  Even though Lisa could buy a bundle inside 
the budget line, she does not want to do so, because more is better than less:  For any 
bundle inside the constraint (such as d  on I 1),  another bundle on the constraint has 
more of at least one of the two goods, and hence she prefers that bundle.  Therefore, 
the optimal bundle must lie on the budget line.

We can also show that bundles that lie on indifference curves that cross the budget 
line (such as I 1,  which crosses the constraint at a  and c)  are less desirable than certain 
other bundles on the constraint.  Only some of the bundles on indifference curve I 1  
lie within the opportunity set:  Bundles a  and c  and all the points on I 1  between them, 
such as d,  can be purchased.  Because I 1  crosses the budget line, the bundles between 

F I gU RE  4 . 8  Consumer Maximization, Interior Solution

Lisa s  optimal  bundle is  e  ( 1 0 burritos 
and  30 pizzas)  on indifference curve I2.  
Indifference curve I2 is  tangent to her 
budget l ine at e .  Bundle e  is  the bundle 
on  the highest indifference curve (high-
est util ity)  that she can afford.  Any bun-
dle that is  preferred to e  (such as points 
on  indifference curve I3)  l ies outside of 
the opportunity set so she cannot afford  
them.  Bundles  inside the opportunity 
set,  such as d,  are less desirable than e  
because they l ie on  lower indifference 
curves.

MyEconLab Video
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a  and c  on I 1  lie strictly inside the constraint, so bundles in area B  of the opportunity 
set are preferable to these bundles on I 1  and are affordable.  By the more-is-better 
property, Lisa prefers e  to d  because e  has more of both pizza and burritos than d.  
By transitivity, e  is  preferred to a,  c,  and all the other points on I 1  even those, like 
g,  that Lisa cant afford.  Because indifference curve I 1  crosses the budget line, area B  
contains at least one bundle that is preferred tolies above and to the right ofat 
least one bundle on the indifference curve.

Thus, the optimal bundlethe consumers  optimummust lie on the budget line 
and be on an indifference curve that does not cross it.  If Lisa is  consuming this 
bundle, she has no incentive to change her behavior by substituting one good for 
another.

So far, weve shown that the optimal bundle must lie on an indifference curve that 
touches the budget line but does not cross it.  This condition can hold in two ways.  
The first is an interior solution,  in which the optimal bundle has positive quantities 
of both goods and lies between the ends of the budget line.  The other possibility, 
called a corner solution,  occurs when the optimal bundle is at one end of the budget 
line, where the budget line forms a corner with one of the axes.

Interior Solutions.  In Figure 4.8, Bundle e  on indifference curve I 2 is the opti-
mum bundle.  It is  in the interior of the budget line away from the corners.  Lisa 
prefers consuming a balanced diet, e,  of 10 burritos and 30 pizzas, to eating only one 
type of food or the other.

For the indifference curve I2 to touch the budget line but not cross it,  it must be 
tangent  to the budget line at point e.  At the point of tangency, the budget line and the 
indifference curve have the same slope at the point e  where they touch.  The slope of 
the indifference curve, the marginal rate of substitution, measures the rate at which 
Lisa is willing  to trade burritos for pizza:  MRS = -MUZ/MUB,  Equation 4.1 .  The 
slope of the budget line, the marginal rate of transformation, measures the rate at 
which Lisa can  trade burritos for pizza in the market:  MRT = -pZ/pB,  Equation 4.5.  
Thus, Lisas utility is maximized at the bundle where the rate at which she is willing 
to trade burritos for pizza equals the rate at which she can trade:

 MRS = -

MUZ

MUB

= -

pZ

pB
= MRT.  (4.6)

(Appendix 4B uses calculus to derive Equation 4.6.)
Rearranging terms, this condition is equivalent to

 
MUZ

pZ
=

MUB

pB
.  (4.7)

Equation 4.7 says that the marginal utility of pizza divided by the price of a pizza 
(the amount of extra utility from pizza per dollar spent on pizza), MUZ/pZ,  equals 
the marginal utility of burritos divided by the price of a  burrito, MUB/pB.  Thus, 
Lisas utility is maximized if the last dollar she spends on pizza gets her as much 
extra utility as the last dollar she spends on burritos.  If the last dollar spent on pizza 
gave Lisa more extra utility than the last dollar spent on burritos, Lisa could increase 
her happiness by spending more on pizza and less on burritos.  Her cousin Spenser 
is a different story.
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1074.4 Constrained Consumer Choice

4The marginal utility with respect to J,  MUJ,  is  0U/0J = 0(JN)/0J = N.  Similarly, MUN = 0(JN)/
0N = J.

Q&a  4 . 3
Nates utility function over raspberry jelly, J,  and peanut butter, N,  is U = JN.  
Nates marginal utility from jelly is MUJ = N,  and his marginal utility from pea-
nut butter is MUN = J. 4 The raspberry jelly Nate buys is $5 per jar and peanut 
butter is  $10 per jar.  Nate has a budget of $100 to allocate to these two items.  
If Nate maximizes his utility, how much of each good will he consume?

answer

1.  Derive Nates  budget line by setting his  expenditure equal to  his  available budget.  
The expenditure on each item is  its  price times the amount consumed, so 
Nates budget, 100, equals the sum of the expenditures on these two goods:  
100 = 5J + 10N.

2.  Use Equation 4.7 to find the relationship between N and J.  Equation 4.7 states that 
Nate maximizes his utility if he equalizes his marginal utility per dollar across 
jelly and peanut butter:  MUJ/5 = MUN/10.  That is, N/5 = J/10 or N = J/2.

3.  Substitute this utility-maximizing condition into the budget equation to determine J 
and N.  Substituting this optimality condition into the budget constraint, we 
learn that 100 = 5J + 10N = 5J + 10(J/2) = 10J.  Solving this expression for 
J,  we find that J = 10.

4.  Substitute the solution for J into the budget line to solve for N.  Substituting J = 10 
into the budget constraint,  we learn that 100 = 5J + 10N = 50 + 10N,  or 
50 = 10N,  or N = 5.  Thus, Nates utility-maximizing bundle is  J = 10 and 
N = 5.

MyEconLab Q&A

Corner Solutions.  Some consumers choose to buy only one of the two goods:  
a corner solution.  They so prefer one good to another that they only purchase the 
preferred good.

Spenser s indifference curves in Figure 4.9 are flatter than Lisas in Figure 4.8.  That 
is, he is more willing than Lisa to trade pizza for an extra burrito.  Spenser s optimal 
Bundle e,  where he buys 25 burritos and no pizza, lies on an indifference curve that 
touches the budget line only once, at the upper-left corner.  It is on the highest indif-
ference curve that touches the budget line.

F I gU RE  4 . 9  Consumer Maximization, Corner Solution

Spenser s indifference curves are flatter 
than Lisa s indifference curves in  Figure 
4.8.  That is,  he is wil l ing  to give up more 
pizzas for one more burrito than is  Lisa.  
Spenser s  optimal  bundle occurs at a  
corner of the opportunity set at Bundle 
e :  25 burritos and  0 pizzas.
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108 ChaPtER 4   Consumer Choice

Min i - Case Are you reading this text electronically? E-books are appearing everywhere in 
the English-speaking world.  Thanks to the popularity of the Kindle, iPad, and 
other e-book readers, in 2012, e-books accounted for 13% of the U.S.  book market, 
12% in the U.K.  market, and 3% in the German market according to a 2014 report.

Why are e-books more successful in the United States than in Germany? 
Jrgen Harth of the German Publishers and Booksellers Association attributed 
the difference to tastes or what he called a cultural issue.  More than others, 
Germans love printed books.  After all,  a  German invented printing.  As Harth 
said, On just about every corner theres a bookshop.  Thats the big difference 
between Germany and the United States.

An alternative explanation concerns government regulations and taxes that 
affect prices in Germany.  Even if Germans and Americans had the same tastes, 
Americans would be more likely to buy e-books because they are less expensive 
than printed books in the United States.  However, e-books are more expensive 
than printed books in Germany.  Unlike in the United States, where publishers 
and booksellers are free to set prices, Germany regulates book prices.  To pro-
tect small booksellers, Germanys fixed-price system requires all booksellers to 
charge the same price for new printed books.  In addition, although e-books can 
sell for slightly lower prices, they are subject to a 19% tax rather than to the 7% 
tax that applies to printed books.  So do differences in tastes account for why 
Germans and Americans read different types of books, or can taxes and price 
differences explain their behavior?

Why americans 

Buy More E-Books 

than Do germans

Q&a  4 . 4
Must we appeal to differences in taste to explain why Germans and Americans 
read different types of books, or can taxes and price differences explain this differ-
ence? Suppose that Max, a German, and Bob, an American, are avid readers with 
identical incomes and tastes.  Both are indifferent between reading a novel in a tra-
ditional printed book or on an e-reader.  Therefore, traditional books and e-books 
are perfect substitutes and the indifference curves for both Max and Bob have a 
slope of -1 .  Assume that the pretax price of e-books is less than for printed books 
in both Germany and the United States, but that the after-tax price of e-books is 
higher than for printed books in Germany only.  Use an indifference-curve/budget-
line analysis to explain why Max would be less inclined to buy e-books than Bob.

answer

1.   Describe their indifference curves.  Both Max 
and Bob view e-books and printed books 
as perfect substitutes, so their indifference 
curves have a slope of -1 .  One such indif-
ference curve is I in the figure.  

2.   Describe the slopes of their budget line.  With 
printed books on the vertical axis,  Max 
faces a budget line, LM,  that is  relatively 
steepsteeper  than his  indifference 
curvebecause the German taxes make 
e-books relatively expensive.  Bob has a 
budget line that is flatter than his indiffer-
ence curve.
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1094.4 Constrained Consumer Choice

3.  Use an indifference curve and a  budget line to show why Max and Bob make different 
choices.  As the figure shows, Bob maximizes his utility by spending his entire 
book budget on e-books.  He chooses the Bundle eB,  where his indifference 
curve I hits his budget line LB  on the e-book axis.  In contrast, Max spends his 
entire book budget on printed books, at point eM.

If Bob and Max viewed the two types of books as imperfect substitutes 
and had the usual convex indifference curves, they would each buy a mix of 
e-books and printed books.  However, because of the relatively lower price of 
e-books in the United States, Bob would buy relatively more e-books.

Promotions
Managers often use promotions to induce consumers to purchase more units.  Two 
of the most frequently used promotions are buy one,  get one free  (BOGOF)  and buy 
one,  get the second one at half price.  Such deals create kinks in the consumer s budget 
line.  Consequently, consumers  responses to such offers depend on their tastes (the 
shape of their indifference curves).

Buy One, get One Free Promotion.  In a BOGOF promotion, a customer 
gets a free unit of the product after buying one unit (or some other number of units)  
at the regular price.  For example, a supermarket might offer a fifth fruit drink for free 

if the customer buys four at the regular price.  Pro-
motions of this type are often used for items like 
CDs, restaurant meals, movie tickets, and other 
relatively inexpensive consumer products.  A 2015 
search of Google for buy one get one free found 
1 .64 billion Web sites.  Remarkably, even a realty 
company, Michael Crews Development, has tried 
to sell homes using a BOGOF promotion, provid-
ing a second $400,000 house to the buyer of a first 
house at $1 .6 million or more.

In 2015,  the  Four Seasons  Resort in  the 
 Seychelles Islands offered one free night at its 
five-star hotel to customers who paid for three 
nights at the normal rate.  The effect of such pro-
motions on purchasing behavior can be illustrated 
using indifference curves and budget lines.  Before 

the promotion was announced, Angela and Betty were separately planning to stay 
at the hotel for two nights each this month.  Each has the same income and allocates 
the same budget to her vacation.

Figure 4.10 shows that Angela takes advantage of the promotion and Betty does 
not because their tastes differ.  Both panels of the figure show the same budget lines.  
The horizontal axis shows the nights spent at the hotel per month and the vertical 
axis measures all other goods per month.  Their initial budget line before the promo-
tion, L1,  is a standard downward sloping line, where the slope depends on the ratio 
of the full price of a hotel room to the price of other goods.

The new BOGOF budget line, L2,  is the same as the initial budget line for stays 
of fewer than three nights.  However, if Angela or Betty pays for three nights, she 
gets an extra night for free.  That is, she can get a fourth night with no reduction in 
her consumption of other goods.  Therefore, her new budget line has a horizontal 
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110 ChaPtER 4   Consumer Choice

segment one night wide starting at three nights.  For additional nights (beyond four)  
she would pay the regular price, so L2 resumes its same downward slope for stays 
exceeding four nights.

In panel a,  Angelas indifference curve I 1  is  tangent to L1  at point x,  which is 
located at two nights on the horizontal axis.  Because I 1  is the highest indifference 
curve that touches her pre-promotion budget line, she chooses to spend two nights 
at the resort.  However, her indifference curve I 1  cuts the new budget line L2,  so she 
can do better.  A higher indifference curve, I2,  touches L2 at point y,  where she chooses 
to stay four nights.  That is, Angela would prefer to purchase three nights and get an 
extra night for free with the promotion than pay for and stay only two nights.

Bettys indifference curves in panel b  differ from Angelas.  Again, we assume that 
initially Betty chooses to stay two nights at Bundle x,  where her indifference curve 
I3  is tangent to L1.  Because I 3  is flatter than Angelas I 1  in panel a (Betty is willing to 
give up fewer other goods for another night at the resort than is Angela), I 3 does not 
cut the new budget line L2.  Thus, no higher indifference curve can touch L2,  so Betty 
stays only two nights, at x,  and does not take advantage of the promotion.

BOgOF Versus a half-Price Promotion.  As weve just seen, whether the 
hotels BOGOF promotion induces consumers to buy extra units depends on the con-
sumers tastes:  Only a customer whose pre-promotion indifference curve crosses the 
new budget line will participate in the promotion.  Consequently, another promotion 
may be more effective than BOGOF if a manager can design a promotion such that 
consumers  indifference curves must  cross the new budget line so that consumers 
will definitely participate.

F I gU RE  4 . 1 0  BOgOF Promotion

Angela  and  Betty are  separately deciding  how 
many n ights  to  stay at the  resort.  Without the 
promotion,  both  Angela  and  Betty have an  in i-
tia l  budget l ine of L1 .  With  the BOGOF promotion 
where  if  e ither stays  three n ights,  she  gets  the 
fourth  night for free,  the new budget l ine is  L2.  
(a )  Without  the  promotion,  Angela  s  ind iffer-
ence  curve  I 1  i s  tangent to  L1  a t  point  x,  so 
she chooses  to  spend  two n ights  a t the resort.  
With  the  BOGOF promotion ,  Angela  prefers 
to  purchase  th ree  n ights  and  get  an  extra  
n ight  for free  with  the  promotion  than  pay  

for and  stay only two n ights:  Because her ind if-
ference curve I 1  cuts the new budget l ine L2,  she 
has a  higher indifference curve,  I2,  that touches L2 
at point y,  so  that she chooses to stay four n ights.  
(b)  Without the promotion,  Betty chooses to stay 
two n ights  a t  x  where  her ind ifference curve 
I
3  is   tangent to  L1 .  Because I3  does  not cut the 
new budget l ine L2,  no higher indifference curve 
can  touch  L2,  so  Betty stays  on ly two n ights,  at 
x,  and  does not take advantage of the BOGOF 
promotion.

MyEconLab Video
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1114.4 Constrained Consumer Choice

As an alternative to the BOGOF promotion (the fourth night free if you pay for 
three nights), the resort could offer a half-price  promotion in which, after staying 
two nights at full price, the next two nights are half the usual price.  The resort earns 
the same revenue from either promotion if someone stays four nights.

Figure 4.11  reproduces the information in Bettys panel b  from Figure 4.10 and 
adds a new half-price promotion constraint, L3.  The original, no-promotion budget 
line, L1,  is a light-blue solid line.  The BOGOF budget line, L2,  is a light-blue dashed 
line.  The half-price budget line, L3,  is a dark-blue solid line.  For stays of more than 
two nights up to four nights, the price of a room is cut in half, so the slope of L3 is half 
as steep as it is for the first two full-price nights.  For stays of more than four nights, 
the full price is charged, so the slope of L3 for more than four nights is the same as 
on L1  and L2.

Although Bettys original indifference curve I 3  does not cross the BOGOF bud-
get line L2,  it must  cross the L3  budget line of the half-price promotion.  We know 
that I3  crosses L3  because the original indifference curve I 3  is  tangent to L1  at x,  
while L3  is  half as steeply sloped as L1  at x,  so  it cannot be tangent to I 3  and must 
cut I3.  Because I 3  crosses L3,  we know that Betty has a higher indifference curve 
that touches L3.  Betty chooses to stay three nights,  where her higher indifference 
curve I4 is  tangent to L3  at y.

F I gU RE  4 . 1 1  half-Price Versus BOgOF Promotions

The resort s  BOGOF promotion,  which  provides a  
fourth  night free if one pays for three nights,  cre-
ates a  kink in  the budget l ine L2.  With  the half-price 
promotion,  budget l ine L3,  the th ird  and  fourth  
nights are half price for a  customer who pays ful l  
price for the first two n ights;  hence L3  is  ha lf as 
steep at L1  from two to four nights.  Before either 
promotion  is  announced,  Betty planned  to  stay 
two nights,   Bundle x,  where her indifference curve 
I
3 is  tangent to the original  budget l ine L1 .  Because 
Betty s  orig ina l  ind ifference curve,  I3,  does not 
cross L2,  she wil l  not take advantage of the BOGOF 
promotion.  However,  because I3 crosses the half-
price  promotion budget l ine L3,  Betty takes advan-
tage of the promotion.  Betty s  optimal  bundle is  
y,  where she stays three nights,  which  is  located 
where her  indifference curve I4 is  tangent to the 
half-price promotion l ine L3.

MyEconLab Video
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When deciding whether to use either BOGOF or half-price promotions, a man-
ager should take costs into account.  For example, offering such a promotion is 
more likely to raise the hotels profit if it has excess capacity so that the cost of 
providing a room for an extra nights stay is very low.  The manager also needs 
to determine whether its customers are more like Angela or more like Betty.  To 
design an effective promotion, a manager should use experiments to learn about 
customers preferences.  For example, a manager could offer each promotion for 
a short period of time and keep track of how many customers respond to each 
promotion, how many nights they choose to stay, and by how much the promo-
tion increased the firms profit.

Designing 

Promotions

Manageria l  
I mp l i ca t i on
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112 ChaPtER 4   Consumer Choice

4.5 Deriving Demand Curves

We use consumer theory to show how much the quantity demanded of a good falls 
as its price rises.  An individual chooses an optimal bundle of goods by picking the 
point on the highest indifference curve that touches the budget line.  A change in a 
price causes the budget line to rotate, so that the consumer chooses a new optimal 
bundle.  By varying one price and holding other prices and income constant,  we 
determine how the quantity demanded changes as the price changes, which is the 
information we need to draw the demand curve.

We derive  a  demand curve  using the  information about tastes  from indif-
ference curves.  To illustrate  how to  construct a  demand curve,  we estimated a 
set of indifference curves  between recorded musicprimarily tracks  or songs 
purchased from iTunes,  Amazon,  Rhapsody,  or other similar sourcesand live 
music  (at clubs,  concerts,  and so  forth)  using data for British young people (ages 
1424) .  Of these young people,  university students  spend about 18  per quarter 
on live  music  and 12 per quarter on music  tracks for a  total  budget of 30  for 
music.5

Panel a  of Figure 4.12 shows three of the estimated indifference curves for a 
typical British university student, whom we call Jack.6 These indifference curves 
are convex to the origin:  Jack views live music and tracks as imperfect substitutes.  
We can construct Jacks demand curve for music tracks by holding his budget, his 
tastes,  and the price of live music constant at their initial levels and varying the 
price of tracks.

The vertical axis in panel a  measures the amount of live music that Jack con-
sumes each quarter, and the horizontal axis measures the number of tracks he buys 
per quarter.  Jack spends Y = 30 per year on live music and tracks.  We set the price 
of live music,  pm,  at 1  by choosing the units  appropriately (so the units do not 
correspond to a concert or visit to a  club).  The price of tracks, pt,  is  0.5  per track.  
Jack can buy 30 (=  Y/pm = 30/1)  units of live music if he spends all his  money on 
that,  or up to 60 (=  Y/pt = 30/0.5)  tracks if he buys only tracks.  The slope of his 
budget line, L3,  is  -pt/pm = -0.5/1 = -0.5.  Given budget line L3,  Jack consumes 
18 units of live music per quarter and 24 tracks per quarter,  Bundle e3,  which is 
determined by the tangency of indifference curve I3  and budget line L3.

Now suppose that the price of tracks doubles to 1  per track while the price of 
live music and Jacks budget remain constant.  If he were to spend all his money on 
live music, he could buy the same 30 units as before, so the intercept on the verti-
cal axis of L2 is the same as for L3.  However, if he were to spend all his money on 
tracks, he could buy only half as many as before (30 instead of 60 tracks), so L2 hits 
the horizontal axis half as far from the origin as L3.  As a result, L2 has twice as steep 
a slope, -pt/pm = -1/1 = -1,  as does L3.  The slope is steeper because the price of 
tracks has risen relative to the price of live music.

5Data on total expenditures are from The Student Experience Report,  2007, http://www.unite-students 

.com/,  while budget allocations between live and recorded music are from the 2008 survey into 
the Music Experience and Behaviour in Young People  produced by the British Music Rights and the 
University of Hertfordshire.
6The estimated utility function is U = M0.6T0.4,  where M  is  the units of live music and T is  the 
number of tracks.
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1134.5 Deriving Demand Curves

Because tracks are now relatively more expensive, Jack buys relatively fewer of 
them.  He chooses Bundle e2,  where his indifference curve I 2 is tangent to L2.  He now 
buys only 12 tracks per quarter (compared to 24 at e3).

7

F I gU RE  4 . 1 2  Deriving an Individuals Demand Curve

I f the price of recorded  songstracks 
of musicrises,  hold ing  constant the 
price of l ive music (at 1  per unit) ,  the 
music budget (at 30 per quarter) ,  and  
tastes,  the typical  British  university stu-
dent,  Jack,  buys fewer tracks.  This figure 
is  based on our estimate of the typical  
student s util ity function.  
(a)  On  budget l ine L3,  the price of a  
track is 0.5.  Jack s indifference curve I3 
is  tangent to L3 at Bundle e3,  where he 
buys 1 8 units of l ive music and 24 tracks 
per quarter.  I f the price of a  track dou-
bles to  1 ,  the new budget l ine is  L2,  
and Jack reduces the number of tracks 
he demands to 1 2 per quarter.  
(b)  By varying the price of a  track,  we 
trace out Jack s  demand  curve,  D1 .  
The tracks price-quantity combinations 
E1 ,  E2,  and  E3 on  the demand curve for 
tracks in  panel  b correspond to optimal  
Bundles e1 ,  e2,  and e3 in  panel  a.

MyEconLab Video
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7The figure shows that he buys the same amount of live music, 18 units, when the price of tracks 
rises.  This property is due to the particular utility function (a Cobb-Douglas)  that we use in this 
example.  With most other utility functions, the quantity of live music would change.
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If the price of a track doubles again to 2, Jack consumes Bundle e1,  6 tracks per 
quarter.  The higher the price of tracks, the less happy Jack is because he consumes 
less music on the same budget:  He is on indifference curve I 1,  which is lower than 
I
2 or I 3.
We can use the information in panel a to draw Jacks demand curve for tracks, 

D
1,  in panel b.  Corresponding to each possible price of a track on the vertical axis 

of panel b, we record on the horizontal axis the number of tracks that Jack chooses 
in panel a.

Points E1, E2,  and E3  on the demand curve in panel b  correspond to Bundles 
e1, e2,  and e3 in panel a.  Both e1  and E1  show that when the price of a track is 2, Jack 
demands 6 tracks per quarter.  When the price falls to 1 , Jack increases his consump-
tion to 12 tracks, point E2.  The demand curve, D1,  is downward sloping as predicted 
by the Law of Demand.

4.6 Behavioral Economics

So far, we have assumed that consumers are rational, maximizing individuals.  A new 
field of study, behavioral economics,  adds insights from psychology and empir-
ical research on human cognitive and emotional biases to the rational economic 
model to better predict economic decision making.8 We discuss three applications 
of behavioral economics in this section:  tests of transitivity, the endowment effect, 
and salience.  Later in this book, we examine the psychology of decision making in 
networks (Chapter 9),  strategic interactions (Chapter 13),  and under uncertainty 
(Chapter 14).

tests of transitivity
In our presentation of the basic consumer choice model at the beginning of this 
 chapter, we assumed that consumers make transitive choices.  But do consumers 
actually make transitive choices?

A number of studies of both humans and animals show that preferences usually 
are transitive and hence consistent with our assumption.  However, some situations 
can induce intransitive choices.  Weinstein (1968)  used an experiment to determine 
how frequently people give intransitive responses.  In the experiment, the subjects 
were given choices between ten goods, offered in pairs, in every possible combina-
tion, and were told that each good had a value of $3.  (None of the subjects knew the 
purpose of the experiment.)  Weinstein found that 93.5% of the responses of adults
people over 18 years oldwere transitive.  However, only 79.2% of children aged 
912 gave transitive responses.

Based on these results, one might conclude that it is appropriate to assume that 
adults exhibit transitivity for most economic decisions.  On the other hand, one might 
modify the theory when applying it to children or when novel goods are introduced.

Economists normally argue that rational people should be allowed to make their 
own consumption choices so as to maximize their well-being.  However, some might 
conclude that childrens lack of transitivity or rationality provides one justification 
for political and economic restrictions and protections placed on young people.

8The introductory chapter of Camerer et al.  (2004)  and DellaVigna (2009)  provide excellent surveys 
of the major papers in this field and heavily influenced the following discussion.
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1154.6 Behavioral  Economics

Endowment Effects
Experiments show that people have a tendency to stick with the bundle of goods that 
they currently possess.  One important reason for this tendency is called the endow-

ment effect,  which occurs when people place a higher value on a good if they own 
it than they do if they are considering buying it.

We normally assume that an individual can buy or sell goods at the market price.  
Rather than rely on income to buy some mix of two goods, an individual who was 
endowed  with several units of one good could sell some and use that money to buy 
units of another good.

We assume that a consumer s endowment does not affect the indifference curve 
map.  In a classic buying and selling experiment, Kahneman et al.  (1990)  challenged 
this assumption.  In an undergraduate law and economics class at Cornell University, 
44 students were divided randomly into two groups.  Members of one group were 
given coffee mugs that were available at the student store for $6.  Those students 
endowed  with a mug were told that they could sell it and were asked the minimum 
price that they would accept for the mug.  The subjects in the other group, who 
did not receive a mug, were asked how much they would pay to buy the mug.  
Given the standard assumptions of our model and that the subjects were chosen 
randomly, we would expect no difference between the selling and buying prices.  
However, the median selling price was $5.75 and the median buying price was $2.25.  
 Sellers wanted more than twice what buyers would pay.  This type of experiment has 
been repeated many times with many variations and consistently demonstrates an 
endowment effect.

However, some economists believe that this result has to do with the experimental 
design.  Plott and Zeiler (2005)  argued that if you take adequate care to train the sub-
jects in the procedures and make sure they understand them, we no longer find this 
result.  List (2003)  examined the actual behavior of sports memorabilia collectors and 
found that amateurs who do not trade frequently exhibited an endowment effect, 
unlike professionals or amateurs who traded a lot.  Thus, experience may reduce or 
even eliminate the endowment effect, and people who buy goods for resale may be 
less likely to become attached to these goods.

Others accept the results and have considered how to modify the standard model 
to reflect the endowment effect (Knetsch, 1992).  One implication of these experi-
mental results is that people will only trade away from their endowments if prices 
change substantially.  This resistance to trade could be captured by having a kink in 
the indifference curve at the endowment bundle.  (We showed indifference curves 
with a kink at a 90  angle in panel b  of Figure 4.4.)  These indifference curves could 
have an angle greater than 90, and the indifference curve could be curved at points 
other than at the kink.  If the indifference curve has a kink, the consumer does not 
shift to a new bundle in response to a small price change, but may shift if the price 
change is large.

Min i - Case
Why arent you signed up for the  401 K? Id never be  able  to  run  that far.   

Dilbert

One practical implication of the endowment effect is that consumers  behavior 
may differ depending on how a choice is posed.  Many workers are offered the 
choice of enrolling in their firms voluntary tax-deferred retirement (pension)  
plan, called a 401 (k)  plan.  The firm can pose the choice in two ways:  It can 

how You ask the 

Question Matters

M04_PERL7879_02_SE_C04. indd   1 1 5 21 /1 1 /1 5   4:25 am



116 ChaPtER 4   Consumer Choice

Salience

We often use economic theories based on the assumption that decision makers 
are aware of all relevant information.  In this chapter,  we assume that consumers 
know their own income, relevant prices, and their own tastes, and hence they make 
informed decisions.

Behavioral economists and psychologists have demonstrated that people are more 
likely to consider information if it is presented in a way that grabs their attention or 
if it takes relatively little thought or calculation to understand.  Economists use the 
term salience,  in the sense of striking  or obvious,  to describe this idea.  For example, tax 
salience  is  awareness of a tax.

If a stores posted price includes the sales tax, consumers observe a change in the 
price as the tax rises.  On the other hand, if a store posts the pretax price and collects 
the tax at the cash register, consumers are less likely to note that the post-tax price 
has increased when the tax rate increases.  Chetty et al.  (2007)  compared consum-
ers  response to a rise in an ad valorem  sales tax on beer (called an excise tax)  that is 
included in the posted price to an increase in a general ad valorem  sales tax, which 
is collected at the cash register but not reflected in the posted price.  An increase in 
either tax has the same effect on the final price, so an increase in either tax should 
have the same effect on purchases if consumers pay attention to both taxes.9 How-
ever, a 10% increase in the posted price, which includes the excise tax, reduces beer 
consumption by 9%, whereas a 10% increase in the price due to a rise in the sales tax 
that is not posted reduces consumption by only 2%.  Chetty et al.  also conducted an 
experiment in which they posted tax-inclusive prices for 750 products in a grocery 
store and found that demand for these products fell by about 8% relative to control 
products in that store and comparable products at nearby stores.

One explanation for the lack of an effect of a tax on consumer behavior is con-
sumer ignorance.  For example, Furnham (2005)  found that even at the age of 14 or 
15, young people do not fully understand the nature and purpose of taxes.  Similarly, 
unless the tax-inclusive price is posted, many consumers ignore or forget about taxes.

automatically sign up employees for the program and let them opt out if they 
want, or it can tell employees that to participate in the program they must sign 
up (opt in).

These two approaches might seem identical,  but the behaviors they lead 
to are not.  Madrian and Shea (2001 , 2002)  found that well over twice as many 
workers participate if they are automatically enrolled (but may opt out)  than if 
they must opt in:  86% versus 37%.  In short, inertia matters.

Because of this type of evidence, federal law was changed in 2006 and 2007 
to make it easier for employers to automatically enroll their employees in their 
401(k)  plans.  According to Aon Hewitt, the share of large firms that automati-
cally enroll new hires in 401(k)  plans was 67% in 2012, up from 58% in 2007.  
 Participation in defined-contribution retirement plans in large companies 
rose from 67% in 2005 to 76% in 2010, due to the increased use of automatic 
enrollment.

9The final price consumers pay is p* = p(1 + )(1 + ),  where p  is  the pretax price,  is the general 
sales tax, and   is the excise tax on beer.
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An alternative explanation for ignoring taxes is bounded rationality:  People have 
a limited capacity to anticipate, solve complex problems, or enumerate all options.  
To avoid having to perform hundreds of calculations when making purchasing deci-
sions at a grocery store, many people choose not to calculate the tax-inclusive price.  
However, when post-tax price information is made available to them without the 
need to do calculations, consumers make use of it.  One way to modify the standard 
model to incorporate bounded rationality is to assume that people incur a cost in 
making calculationssuch as the time taken or the mental strainand that deciding 
whether to incur this cost is part of their rational decision-making process.

People incur this calculation cost only if they think the gain from a better choice of 
goods exceeds the cost.  More people pay attention to a tax when the tax rate is high 
or when their demand for the good is elastic (they are sensitive to price).  Similarly, 
some people are more likely to pay attention to taxes when making large, one-time 
purchasessuch as for a computer or carrather than small, repeated purchases
such as for a bar of soap.

Thus, inattention due to bounded rationality is rationalconsumers are doing the 
best they can in view of their limited powers of calculation.  In contrast, inattention 
due to lack of salience is not rational.  People would do better if they paid attention 
to less obvious information, but they just dont bother.

Todays consumers are often overwhelmed by choices.  Cable TV subscribers must 
select from many possible channels, most of which they have never seen.  Because 
consumers have bounded rationality, most dislike considering all the possibilities 
and making decisions.  To avoid making decisions, many consumers do not buy 
these services and goods even though they would greatly benefit from making 
these purchases.

To avoid this problem, good managers make decision making easier for con-
sumers.  For example, they may offer default bundles so that consumers dont 
have to make a large number of difficult decisions.  Cable TV companies package 
groups of channels by content.  Instead of choosing between possibly hundreds 
of individual channels, a consumer can opt for the sports package or the movie 
package.  Instead of thinking through each option, the customer can make a much 
easier decision such as I like sports  or I like movies  and is  more likely to 
make a purchase.

Simplifying 

Consumer 

Choices

Manager ia l  
I mp l i ca t i on

Paying Employees 

to Relocate

Manage r ia l  

S o l u t i on

We conclude our analysis of consumer theory by returning to the managerial 
problem posed in the introduction of this chapter:  How can a firms human 
resources manager use consumer theory to optimally compensate employees 
who are transferred to other cities?

Relocation managers use government sources to find information about the 
cost of living in various cities around the world (U.S.  Defense Department, U.S.  
Government Services Administration, U.S.  Office of Personnel Management, 
U.S.  State Department), publications (Money Magazine,  Monthly Labor Review) ,  
Web  sites  (http://www.bankrate.com/,  http://www.bestplaces.net/,  http:// 
citymayors.com/,  http://www.homefair.com/,   http://www.moving.com/) ,  and 
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10The University of Michigans library maintains an excellent list of cost-of-living sources, 
http://www-personal.umich.edu/~graceyor/govdocs/steccpi.html,  for comparisons of both U.S.  
and international cities.  See http://money.cnn.com/calculator/pf/cost-of-living/  or http://www 
.bankrate.com/calculators/savings/moving-cost-of-living-calculator.aspx?ec_id=m1025821  for 
calculators that compare U.S.  cities cost of living.  An international calculator is available at http://
www.numbeo.com/cost-of-living/.

data and human resources consulting firms (such as EIU Data  Services, Mercer 
Consulting, and Runzheimer International).10 From this information, managers 
know that it is more expensive to buy the same bundle of goods in one city than 
another and that the relative prices of goods differ across cities.

As we noted in the Managerial Problem, most firms say they pay their employ-
ees enough in their new city to buy the same bundle of goods as in their original 
city.  We want to investigate whether such firms are paying employees more than 
they have to for them to relocate.  We illustrate our reasoning with an example 
using an employee who cares about only two goods.

Alexxs firm wants to transfer him from its Seattle office to its London office, 
where he will face a different cost of living with varying prices for goods and 
services.  Alexx, who doesnt care whether he lives in Seattle or London, spends 
his money on housing and entertainment.  Like most firms, his employer will pay 
him an after-tax salary in British pounds such that he can buy the same bundle of 
goods in London that he is currently buying in Seattle.  Will Alexx benefit by mov-
ing to London? Could his employer have induced him to relocate for less money?

Alexxs optimal bundle, s ,  in Seattle is  deter-
mined by the tangency of his indifference curve 
I
1  and his Seattle budget line LS  in the figure.  It 
cost 53% more to live in London than in Seattle 
on average in 2011 .  If the prices of all goods are 
exactly 53% higher in London than in Seattle, the 
relative costs of housing and entertainment are the 
same in both cities.  In that case, if his firm raises 
Alexxs income by 53%, his budget line does not 
change and he buys the same bundle, s ,  and his 
level of utility is unchanged.

However, relative prices are not the same in 
both cities.  Controlling for quality,  housing is 
relatively more expensive, and entertainment
concerts,  theater,  museums, zoosis relatively 
less expensive in London than in Seattle.  Thus, if 
Alexxs firm adjusts his income so that Alexx can 
buy the same bundle, s,  in London as he did in 
Seattle, his new budget line in London, LL,  must 

go through s  but have a different slope.  Because entertainment is relatively less 
expensive than housing in London compared to Seattle, if Alexx spends all his 
money on entertainment, he can buy more in London than in Seattle.  Similarly, 
if he spends all his money on housing, he can buy less housing in London than 
in Seattle.  As a result, LL  hits the vertical axis at a higher point than the LS  line 
and cuts the LS  line at Bundle s.

Alexxs new optimal bundle, l,  is  determined by the tangency of I 2 and LL.  
Thus, because relative prices are different in London and Seattle, Alexx is better 
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off with the transfer after receiving the firms 53% higher salary.  He was on I 1  
and is now on I2.  Alexx could buy his original bundle, s,  but chooses to substi-
tute toward entertainment, which is relatively inexpensive in London, thereby 
raising his utility.

Consequently, his firm could have induced him to move with less compensa-
tion.  If the firm lowers his income, the London budget line he faces will be closer 
to the origin but will have the same slope as LL.  The firm can lower his income 
until his lower-income London budget line, L* ,  is  tangent to his Seattle indif-
ference curve, I 1,  at Bundle l* .  Alexx still substitutes toward the relatively less 
expensive entertainment in London, but he is only as well off as he was in Seattle 
(he remains on the same indifference curve as when he lived in Seattle).  Thus, his 
firm can induce Alexx to transfer to London for less than what it would have to 
pay so that Alexx could buy his original Seattle consumption bundle in London.

SUMMaRY

Consumers maximize their utility (well-being)  subject 
to constraints based on their income and the prices 
of goods.

1 .  Consumer Preferences.  To predict consum-
ers  responses to  changes in constraints,  econo-
mists use a theory about individuals  preferences.  
One way of summarizing a consumers preferences 
is  with a family of indifference curves.  An indif-
ference curve consists of all bundles of goods that 
give the consumer a particular level of utility.  On 
the basis of observations of consumers  behavior, 
economists assume that consumers  preferences 
have three properties:  completeness, transitivity, 
and more is better (nonsatiation).  Given these three 
assumptions, indifference curves have the follow-
ing properties:

 Consumers get more utility or satisfaction from 

bundles on indifference curves that are farther 

from the origin.

 An indiference curve goes through any given 
bundle.

 Indiference curves cannot cross.

 Indiference curves slope downward.

2.  Utility.  Economists use the term utility  to describe 
the set of numerical values that reflect the relative 
rankings of bundles of goods.  By comparing the 
utility a consumer gets from each of two bundles, 
we know that the consumer prefers the bundle 
with the higher utility.  The marginal utility,  MU,  
from a good is the extra utility a person gets from 
consuming one more unit of that good, holding 
the consumption of all other goods constant.  The 

rate at which a consumer is  willing to substitute 
Good 1  for Good 2,  the marginal rate of substi-
tution, MRS ,  depends on the relative amounts of 
marginal utility the consumer gets  from each of 
the two goods.

3.  the Budget Constraint.  The amount of goods 
consumers can buy at given prices is  limited by 
their income.  As a result, the greater a consumers 
income or the lower the prices of goods, the more 
the consumer can buy.  The consumer has a larger 
opportunity set.  The marginal rate of transforma-
tion (MRT)  shows how much of one good the con-
sumer must give up in trade for one more unit of 
another good.  The MRT  depends on the relative 
prices of the two goods.

4.  Constrained Consumer Choice.  Each per-
son picks an affordable bundle of goods that maxi-
mizes his or her utility.  If an individual consumes 
both Good 1  and Good 2 (an interior solution), the 
individuals utility is maximized when the follow-
ing four equivalent conditions hold:

 The indifference curve for Goods 1  and 2 is tan-

gent to the budget line.

 The consumer buys the bundle of goods that is 
on the highest obtainable indiference curve.

 The consumer s marginal rate of substitution 
(the slope of the indiference curve)  equals the 
marginal rate of transformation (the slope of 
the budget line).

 The last dollar spent on Good 1  gives the con-
sumer as much extra utility as the last dollar 
spent on Good 2.
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Sometimes, consumers choose to buy only one of 
the two goods (corner solutions).  The last dollar 
spent on the good that is  purchased gives more 
extra utility than would spending a  dollar on 
the other good, which the consumer chooses not 
to buy.

5.  Deriving  Demand  Curves.  Individual 
demand curves can be derived by using the infor-
mation about preferences contained in a consum-
er s indifference curve map.  By varying the price 
of one good while holding other prices and income 
constant, we find out how the quantity demanded 
varies as its own price changes, which is the infor-
mation we need to draw the goods demand curve.  
Consumers preferences, which are captured by the 
indifference curves,  determine the shape of the 
demand curve.

6.  Behavioral  Economics.  Using insights from 
psychology and  empirical  research on human 
cognition and emotional biases,  economists  are 
starting to  modify the rational economic model 
to  better  predict  economic  decision making.  
Some decision makers,  particularly children, 
fail  to  make transitive choices  in certain circum-
stances.  Some consumers  exhibit an endowment 
effect:  They place  a  higher value  on a  good if 
they own it than they do  if they are  consider-
ing buying it.  Consequently,  they are  less  sen-
sitive  to  price  changes  and hence  less  likely to 
trade than would be  predicted by the standard 
economic model.  Consumers are  more inclined 
to  take into account information that is  readily 
available  to  them (salient) ,  while  ignoring other 
information.

QU ES t I On S

All exercises  are available on  MyEconLab;  * = answer at  the back of this  book.

1 .  Consumer Preferences 

 1 .1  Give as many reasons as you can why we believe that 
economists assume that the more-is-better property 
holds, and explain how these explanations relate to 
the results in the Mini-Case You Cant Have Too 
Much Money.

 *1 .2 Arthur spends his income on bread and chocolate.  
He views chocolate as a good but is neutral about 
bread, in that he doesnt care if he consumes it or 
not.  Draw his indifference curve map.

 1 .3 Show that an indifference curve

a.  Cannot be thick (cannot have positive thick-
ness, rather than being just a line).

b.  Cannot bend backward (forming a hook at 
the end).

 1 .4 Which of the following pairs of goods are comple-
ments and which are substitutes?  Are the goods 
that are substitutes likely to be perfect substitutes 
for some or all consumers?

a.  A popular novel and a gossip magazine

b.  A camera and film

c.  A pair of sunglasses and a stick of butter

d.  A Panasonic Blu-ray player and a Samsung Blu-
ray player

 1 .5 Give as many reasons as you can why we believe 
that indifference curves are convex to the origin.

2.  Utility 

 *2.1  William eats hot dogs only with mustard and con-
sumes mustard only with hot dogs.  He puts one unit 
of mustard on each hot dog he eats.  Show his prefer-
ence map.  What is his utility function?

 2.2 If Mia views two cups of tea as a perfect substitute 
for one cup of coffee and vice versa, what is her mar-
ginal rate of substitution between tea and coffee?

 2.3 Lorna consumes cans of anchovies, A,  and boxes of 
biscuits, B .  Each of her indifference curves reflects 
strictly diminishing marginal rates of substitution.  
If A = 2 and B = 2, her marginal rate of substitu-
tion between cans of anchovies and boxes of biscuits 
equals -1  (=MUA/MUB).  Will she prefer a bundle 
with three cans of anchovies and a box of biscuits to 
a bundle with two of each? Why?

 *2.4 Andy purchases only two goods,  apples  (a)  and 
kumquats  (k) .  He has an income of $40 and can 
buy apples at $2  per pound and kumquats at $4 
per pound.  His utility function is U(a,  k) = 3a + 5k.  
That is, his constant marginal utility for apples is 3  
and his constant marginal utility for kumquats is 5.  
What bundle of apples and kumquats should Andy 
purchase to maximize his utility? Why?

3.  the Budget Constraint 

 3.1  Yuka consumes mangos and oranges.  She is given 
four mangos and three oranges.  She can buy or sell 
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mangos for $2 each.  Similarly, she can buy or sell an 
orange for $1 .  If Yuka has no other source of income, 
draw her budget line and write the equation.

 3.2 If  the  budget line  is  Y = 500 = pBB + pZZ  =
5B + 10Z,  what is the marginal rate of transforma-
tion, MRT,  between B  (burritos)  and Z  (pizza)?

 3.3 Change Q&A 4.1  so that Lisas budget and the price 
of pizza double,  but the price of burritos remains 
constant.  Show how her budget constraint and 
opportunity set changes.  Is  Lisa necessarily better 
off than before these changes? (Hint:  What happens 
to the intercepts of the budget line?)

 *3.4 Dale goes to the opera and ice hockey games.  Draw 
a budget line for Dale.  If the government imposes a 
25% income tax on her, what happens to her budget 
line and opportunity set?  (Hint:  See Q&A 4.2.)

 3.5 Alexander spends all his money on chocolate bars 
and songs that he downloads.  Chocolate bars and 
songs cost $1  each.  His parents give him an allow-
ance of $50 and four chocolate bars each month.  
Draw his opportunity set, assuming that he cannot 
sell the chocolate bars to his friends.  How does the 
opportunity set change if he can sell the chocolate 
bars at the market price?

4.  Constrained Consumer Choice 

 4.1  Linda loves buying shoes and going out to dance.  
Her utility function for pairs of shoes,  S ,  and the 
number of times she goes dancing per month, T,  
is  U(S, T) = 2ST,  so  MUS = 2T  and MUT = 2S .  
It costs Linda $50 to buy a new pair of shoes or to 
spend an evening out dancing.  Assume that she has 
$500 to spend on clothing and dancing.  (Hint:  See 
Q&A 4.3.)

a.  What is the equation for her budget line? Draw 
it (with T  on the vertical axis) ,  and label the 
slope and intercepts.

b.  What is Lindas marginal rate of substitution? 
Explain.

c.  Use math to solve for her optimal bundle.  Show 
how to determine this  bundle in a  diagram 
using indifference curves and a budget line.

 *4.2 Nadia likes spare ribs, R,  and fried chicken, C.  Her 
utility function is U = 10R2C.  Her marginal utilities 
are  MUR = 20RC  and MUC = 10R2.  Her weekly 
income is  $90,  which she spends on only ribs and 
chicken.

a.  If she pays $10 for a  slab  of ribs and $5  for a 
chicken, what is her optimal consumption bun-
dle? Show her budget line, indifference curve, 
and optimal bundle, e1,  in a diagram.

b.  Suppose the price of chicken doubles to $10.  
How does her optimal consumption of chicken 
and ribs change? Show her new budget line and 
optimal bundle, e2,  in your diagram.

 4.3 Lucas chooses between water and all other goods.  
If he spends all his money on water, he can buy 15 
thousand gallons per week.  At current prices,  his 
optimal bundle is  e1,  where he buys both types of 
goods.  Show e1  in a  diagram.  During a  drought, 
the government limits  the number of gallons per 
week that he may purchase to 10 thousand.  Using 
diagrams, discuss under which conditions his new 
optimal bundle,  e2,  will be the same as e1.  If the 
two bundles differ, can you state where e2 must be 
located relative to e1?

 *4.4 Gasoline is  typically less expensive in the United 
States than across the border in Canada, but now 
suppose that the U.S.  gasoline price rises above that 
in Canada due to a change in taxes.  How would 
the gasoline-purchasing behavior of a person who 
lives equally close to gas stations in both countries 
change?  Answer using an indifference curve and 
budget line diagram.

 4.5  Suppose we change Q&A 4.4 so that Max and Bob 
have indifference  curves  that are  convex to  the 
origin.  Use a  figure to  discuss  how the different 
slopes of their budget lines affect the choices they 
make.  Can you make any unambiguous statements 
about how many total books each can buy?  Can 
you make an unambiguous statement if you know 
that Bobs budget line goes through Maxs optimal 
bundle?

 4.6 Ralph usually buys one pizza and two colas from 
the local pizzeria.  The pizzeria announces a special:  
All pizzas after the first one are half price.  Show the 
original and new budget lines.  What can you say 
about the bundle Ralph will choose when faced with 
the new constraint?

 4.7 Until  2012,  California,  Texas,  and Pennsylvania 
required firms to collect sales taxes for online sales 
if the chain had a physical presence (a brick store 
as opposed to a click store)  in those states.  Thus, 
those states collected taxes on Best Buys online 
sales, because it had stores in each of those states, 
but they did not collect taxes from Amazon.com 
because it did not have physical locations in those 
states.  Starting in 2012, Amazon had to pay taxes in 
these states.  After the tax was imposed on Amazon, 
Best Buy had a 4% to 6% increase in its online sales 
in those states relative to the rest of the chain (http://
www.bizjournals.com/twincities/news/2013/01/11/
best-buys-online-sales-up-in-states.html) .  Use an 
indifference-curve/budget-line diagram to show 
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why Best Buys sales rose after taxes were imposed 
on Amazon.  (Hint:  Start by drawing a typical con-
sumers indifference curve between buying a good 
from Amazon or from Best Buy.)

 4.8 The local swimming pool charges nonmembers $10 
per visit.  If you join the pool, you can swim for $5 
per visit but you have to pay an annual fee of F.  Use 
an indifference curve diagram to find the value of F  
such that you are indifferent between joining and not 
joining.  Suppose that the pool charged you exactly 
that value of F.  Would you go to the pool more or 
fewer times than if you did not join? For simplicity, 
assume that the price of all other goods is $1 .

 4.9  Based on panel a in Figure 4.10, show that Angela 
would accept the BOGOF promotion or the half-
price promotion.  Show that she may choose to stay 
either three or four nights with the half-price promo-
tion depending on the exact shape of her indiffer-
ence curves.

5.  Deriving Demand Curves 

 5.1  Some of the largest import tariffs  (taxes on only 
imported goods)  are on shoes.  Strangely, the tariff is 
higher on cheaper shoes.  The highest U.S.  tariff, 67%, 
is on a pair of $3 canvas sneakers, while the tariff on 
$12 sneakers is 37%, and that on $300 Italian leather 
imports is  0%.  (Adam Davidson, U.S.  Tariffs on 
Shoes Favor Well-Heeled Buyers,  National  Public 
Radio, June 12, 2007, http://www.npr.org/ templates/
story/story.php?storyId=10991519 . )  Laura  buys 
either inexpensive, canvas sneakers ($3 before the 
tariff)  or more expensive gym shoes ($12 before the 
tariff)  for her many children.  Use an indifference 
curve and budget line figure to show how imposing 
these unequal tariffs affects the bundle of shoes that 
she buys compared to what she would have bought 
in the absence of tariffs.  Can you confidently predict 
whether shell buy relatively more expensive gym 
shoes after the tariff? Why or why not?

 5.2 Draw diagrams similar to Figure 4.12 but with dif-
ferent shape indifference curves to show that as the 
price of tracks rises, the amount of live music Jack 
will buy may rise or fall.

 5.3 Derive and plot Olivias demand curve for pie if she 
eats pie only  la mode and does not eat either pie or 
ice cream alone (pie and ice cream are complements).

 5.4 According to  Towers  Watson,  (https: //www 
.towerswatson.com/) ,  at large employers,  48% of 
employees earning between $10,000 and $24,999 

a year participated in a voluntary retirement savings 
program, compared to 91% who earned more than 
$100,000.  We can view savings as a good.  In a figure, 
plot savings versus all other goods.  Show why a per-
son is more likely to buy some savings (put money 
in a retirement account)  as his or her income rises.

6.  Behavioral Economics 

 6.1  Illustrate the logic of the endowment effect using a 
kinked indifference curve.  Let the angle be greater 
than 90.  Suppose that the prices change,  so the 
slope of the budget line through the endowment 
changes.  Use the diagram to explain why an indi-
vidual whose endowment point is at the kink will 
only trade from the endowment point if the price 
change is substantial.

 *6.2 Why would a  consumer s  demand for a  product 
change when the product price is quoted inclusive 
of taxes rather than before tax? Do you think fewer 
people would apply for a  job  if the salary were 
quoted after deducting income tax rather than in 
pretax form?

7.  Managerial Problem 

 7.1  In the Managerial Problem, suppose that entertain-
ment is relatively more expensive in London than in 
Seattle so that the LL  budget line cuts the LS  budget 
line from below rather than from above as in the fig-
ure in the Managerial Solution.  Show that the con-
clusion that Alexx is better off after his move if his 
new income allows him to buy bundle s  still holds.  
Explain the logic behind the following statement:  
The analysis holds as long as the relative prices dif-
fer in the two cities.  Whether both prices, one price, 
or neither price in London is higher than in Seattle 
is irrelevant to the analysis.

8.  MyEconLab Spreadsheet Exercises1 1  

 8.1  Lucy has just been promoted to a managerial posi-
tion and given a new office.  She is very fond of small 
Persian carpets and Native American paintings and 
wants to  get some carpets and paintings for her 
office.  Her utility function for carpets (x)  and paint-
ings (y)  is  given by

U(x,  y) = 2xy.

Using Excel s  charting tool,  draw an indifference 
curve for U = 4 and another one for U = 6, where 
both indifference curves contain 1 , 2, 4, and 8 carpets 

11The spreadsheet exercises in this chapter are based largely on the work of Satyajit Ghosh in cooperation with the authors.  
The answers are available on MyEconLab .
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on a graph, with carpets on the horizontal axis and 
paintings on the vertical axis.

 8.2 As described in Exercise 8.1 , Lucy wants carpets and 
paintings for her office.  Her company has given her 
a budget of $7,200 for this purpose.  Persian carpets 
of the size that she wants can be purchased for $900 
each and paintings from a local Native American 
artist cost $400 each.

a.  Using Excel s  charting tool,  draw Lucys 
budget constraint if her budget is  $5,000.  Use 
0, 1 ,  2, 3, 4, and 5 carpets as possible quantities.  
Put carpets on the horizontal axis and paintings 
on the vertical axis.

b.  Combining the information in the previous 
exercise with this exercise,  use Excel to illus-
trate Lucys utility-maximizing solution given 
that her budget is $5,000, the price of a carpet is 
$1 ,000, and the price of a painting is $500.

 8.3 Sams  utility function over iced coffee,  C ,  and 
tacos,  T,  is  U = min  (C,  T) ,  where min  denotes 
the minimum value.  For example,  if C = 2  and 
T = 3, U = min  (2, 3) = 2.  Sam spends his  entire 
budget of $12 on coffee and tacos.

a.  Which of the panels in Figure 4.4 has indif-
ference curves with the same shape as Sams 
indifference curves over iced coffee and tacos? 
Explain.

b.  In Sams favorite restaurant, Taco Corner, the 
price of iced coffee is $2 per cup, and the price 
of a  taco is  $1 .  Using Excel create a  column 
titled C  and enter the values 1 , 2, .  .  .  ,  6.  Those 
numbers represent different possible numbers 
of cups of iced coffee Sam might purchase.  For 
each of those values calculate the number of 
tacos that Sam can buy if he spends the rest of 
his $12 budget on tacos.  Calculate the resulting 
utility level for each consumption bundle and 
determine the combination of iced coffee and 
tacos that maximizes Sams utility.  (Hint:  Use 
the min  function in Excel.)

c.  Taco Corner reduces the price of iced coffee 
to $1 .50 and raises the price of tacos to $1 .50.  
Using Excel, re-do the calculations in part b and 
determine Sams utility-maximizing consump-
tion bundle now.
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Appendix 4A  the Marginal Rate of Substitution

We can derive Equation 4.1  using calculus.  Lisas utility function is U(B,  Z).  Along an 
indifference curve, we hold utility fixed at U = U(B,  Z) .  If we increase Z,  we would 
have to lower B  to keep her on the same indifference curve.  Let B(Z)  be the implicit 
function that shows how much B  it takes to keep Lisas utility at U  given that she 
consumes Z.  Thus, we can write her indifference curve as U = U(B(Z),  Z),  which is 
solely a function of Z.

We want to know how much B  must change if we increase Z,  dB/dZ,  given that 
we require her utility to remain constant by staying on the original indifference 
curve.  To answer this question, we differentiate U = U(B(Z),  Z)  with respect to Z  
and set this derivative to zero because U  is constant along an indifference curve:

 
dU

dZ
= 0 =

0U(B(Z),Z)

0B
 
dB

dZ
+

0U(B(Z),Z)

0Z
= MUB

dB

dZ
+ MUZ.  

The partial derivatives show how utility changes as we change either B  or Z,  hold-
ing the other constant.  We know that dU/dZ = 0 because U  is  a constant along the 
indifference curve.  Rearranging terms in this expression, we obtain Equation 4.1  
(where dB/dZ  replaces B/ Z) :  MRS = dB/dZ = -MUZ/MUB.

For example,  the  Cobb-Douglas  utility function (named after  its  inven-
tors)  is  U = BaZ1 - a.  The marginal utilities  are  MUB = aBa - 1Z1 - a

= aU/B  and 
MUZ = (1 - a)BaZ-a

= (1 - a)U/Z.  Thus,

 MRS = -
MUZ

MUB

= -
(1 - a)U/Z

aU/B
= -

(1 - a)

a
 
B

Z
.  (4A.1)

Appendix 4B  the Consumer Optimum

We can derive Equation 4.6 using calculus.  Lisas objective is to maximize her utility, 
U(B,  Z),  subject to (s.t.)  a budget constraint:

max
B,  Z

 U(B,Z)

 s.t.  Y = pBB + pZZ,  (4B.1)

where B  is  the number of burritos she buys at price pB,  Z  is  the number of pizzas she 
buys at price pZ,  Y  is  her income, and Y = pBB + pZZ  is  her budget constraint.  This 
mathematical statement of her problem shows that her choice variables  are B  and Z,  
which appear under the max term in the equation.

Because we cannot directly solve a constrained maximization problem, we want 
to convert Equation 4B.1  into an unconstrained problem by substituting the budget 
constraint into the utility function.  Using algebra, we rearrange her budget constraint 
so that B  is  a function of Z:  B(Z) = (Y - pZZ)/pB.  Substituting this expression for 
B(Z)  into the utility function, we rewrite her problem as

 max
Z

 U(B(Z),Z) = U  a
Y - pzZ

pB
,Zb .  (4B.2)
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Because Equation 4B.2 is unconstrained, we can use standard maximization tech-
niques to solve it.  We derive the first-order condition by setting the derivative of 
Lisas utility function with respect to Z  equal to zero:

 
dU

dZ
=

0U

0B
 
dB

dZ
+

0U

0Z
= a-

pZ

pB
b
0U

0B
+

0U

0Z
= a-

pZ

pB
bMUB + MUZ = 0, (4B.3)

where MUB(B,  Z) = 0U(B,  Z)/0B .  Rearranging the terms in Equation 4B.3, we obtain 
the condition in Equation 4.6 that her utility is maximized if the slope of the indiffer-
ence curve, MRS,  equals the slope of the budget line, MRT:

 MRS = -
MUZ

MUB

= -

pZ

pB
= MRT.  (4B.4)

If the utility function is Cobb-Douglas, the MRS  is  given by Equation 4A.1 , so 
Equation 4B.4 becomes

 MRS = -
MUZ

MUB

= -
(1 - a)

a
 
B

Z
= -

pZ

pB
,  

or

 (1 - a)pBB = apZZ.  (4B.5)

Rearranging the budget constraint, pZZ = Y - pBB .  Substituting Y - pBB  for pZZ  in 
Equation 4B.5, we obtain (1 - a)pBB = a(Y - pBB) .  Thus, B = aY/pB.  Similarly, by 
substituting pBB = Y - pZZ  in Equation 4B.5, we find that Z = (1 - a)Y/pZ.
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Lea rn i n g  Ob jec t i ve s

1 .  Use a  production function to describe the relationship between inputs and  output.

2.  Predict the effect of short-run changes in  labor on  output.

3.  Explain  the long-run trade-off between labor and  capital  in  production.

4.  Determine whether a  production function has decreasing,  constant,  or increasing returns to scale.

5.  Describe the effect of innovation on production.

Production5

The American Licorice Company recently invested  $1 0 mil l ion in  new labor-saving 

equipment in  its Union City plant,  including an automated drying machine.  This new 

equipment al lowed the company to cut its  labor force from 450 to 240 workers.

The factory produces 1 50,000 pounds of Red Vines l icorice a  day and about a  

tenth  as much black l icorice.  The manufacturing process starts by combining flour 

and  corn  syrup (for red l icorice)  or molasses (for black l icorice)  to form a  slurry in  

giant vats.  The temperature is raised to 200 for several  hours.  Flavors are introduced 

and  a  dye is  added for red  l icorice.  Next the 

mixture is drained from the vats into barrels and  

cooled  overnight,  after which  it  is  extruded 

through a  machine to form long strands.  Other 

machines punch an air hole through the cen-

ter of the strands,  after which the strands are 

twisted and  cut.  Then,  the strands are dried  in  

preparation for packaging.

During  recessions  the demand  curve for 

l icorice may shift to the left,  and  the manag-

ers must consider whether to reduce produc-

tion by laying off workers and,  if so,  how many 

workers to lay off.  To make this  decision,  they 

face a  manageria l  problem:  How much  wil l  

the output produced per worker rise or fal l  with  

each additional  layoff?  

Labor Productivity 

During Recessions

Manager ia l  
P rob l em

But why make a big production  out of it?

M05_PERL7879_02_SE_C05. indd   1 26 21 /1 1 /1 5   1 2:34 am



1275.1  Production Functions

T
his chapter looks at an important set of decisions that managers, such as those 
of American Licorice, have to face.  First, the firm must decide how to produce 
licorice.  American Licorice now uses relatively more machines and fewer work-

ers than in the past.  Second, if a firm wants to expand its output, it must decide how 
to do that in both the short run and the long run.  In the short run, American Licorice 
can expand output by hiring extra workers or extending the workweek (more shifts 
per day or more workdays per week)  and using extra materials.  To expand output 
even more, American Licorice would have to install more equipment and eventually 
build a new plant, all of which take time.  Third, given its ability to change its output 
level, a firm must determine how large to grow.  American Licorice determines how 
much to invest based on its expectations about future demand and costs.

Firms and the managers who run them perform the fundamental economic func-
tion of producing outputthe goods and services that consumers want.  The main 
lesson of this chapter is that firms are not black boxes that mysteriously transform 
inputs (such as labor, capital, and materials)  into outputs.  Economic theory explains 
how firms make decisions about production processes, the types of inputs to use, 
and the volume of output to produce.

In  this chapter,  

we examine five 

main topics

Ma in  Top ic s
1 .  Production  Functions:  A production  function  summarizes how a  firm  con-

verts  inputs into outputs  using  one of possibly many available technologies.

2.  Short-Run Production:  In  the short run,  only some inputs can be varied,  so the 

firm changes its  output by adjusting its variable inputs.

3.  Long-Run Production:  In  the long run,  a l l  factors of production can be varied  

and the firm has more flexibil ity than in  the short run in  how it produces and  

how it changes its  output level.

4.  Returns to Scale:  How the ratio of output to input varies with  the size of the 

firm is  an  important factor in  determining the size of a  firm.

5.  Innovation:  Innovation in  production processes increases the amount of out-

put that can be produced with  a  given amount of inputs.

5.1  Production Functions
A firm uses a production process  to transform inputs  or factors of production  into out-
puts.  Firms use many types of inputs.  Most of these inputs can be grouped into three 
broad categories:

 Capital (K) .  Services provided by long-lived inputs such as land, buildings 
(such as factories and stores), and equipment (such as machines and trucks)

 Labor (L).  Human services such as those provided by managers, skilled work-
ers (such as architects,  economists,  engineers,  and plumbers),  and less-skilled 
workers (such as custodians, construction laborers, and assembly-line workers)

 Materials (M).  Natural resources and raw goods (e.g., oil, water, and wheat)  and 
processed products (e.g., aluminum, plastic, paper, and steel)
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128 ChaPTeR 5   Production

The output can be a service,  such as an automobile tune-up by a mechanic, or a physi-
cal product,  such as a computer chip or a potato chip.

Firms can transform inputs into outputs in many different ways.  Companies that 
manufacture candy differ in the skills of their workforce and the amount of equip-
ment they use.  While all employ a chef, a manager, and some relatively unskilled 
workers, many candy firms also use skilled technicians and modern equipment.  In 
small candy companies, the relatively unskilled workers shape the candy, decorate it,  
package it, and box it by hand.  In slightly larger firms, relatively unskilled workers 
may use conveyor belts and other equipment that was invented decades ago.  In mod-
ern, large-scale plants, the relatively unskilled laborers work with robots and other 
state-of-the-art machines, which are maintained by skilled technicians.  Before decid-
ing which production process to use, a firm needs to consider its various options.

The various ways in which inputs can be transformed into output are summarized 
in the production function:  the relationship between the quantities of inputs used 
and the maximum  quantity of output that can be produced, given current knowledge 
about technology and organization.  The production function for a firm that uses only 
labor and capital is

  q = f(L,  K),  (5.1 )

where q  units of output (such as wrapped candy bars)  are produced using L  units 
of labor services (such as hours of work by assembly-line workers)  and K units of 
capital (such as the number of conveyor belts).

The production function shows only the maximum  amount of output that can be 
produced from given levels of labor and capital,  because the production function 
includes only efficient production processes.  A firm engages in efficient produc-
tion  (achieves technical efficiency)  if it cannot produce its current level of output with 
fewer inputs, given existing knowledge about technology and the organization of 
production.  A profit-maximizing firm is not interested in production processes that 
are inefficient and waste inputs:  Firms do not want to use two workers to do a job 
that can be done just as well by one worker.

A firm can more easily adjust its inputs in the long run than in the short run.  Typi-
cally, a firm can vary the amounts of materials and relatively unskilled labor it uses 
comparatively quickly.  However, it needs more time to find and hire skilled workers, 
order new equipment, or build a new manufacturing plant.

The more time a firm has to adjust its inputs, the more factors of production it can 
alter.  The short run  is  a period of time so brief that at least one factor of production 
cannot be varied practically.  A factor that cannot be varied practically in the short run 
is called a fixed input.  In contrast, a variable input  is  a factor of production whose 
quantity can be changed readily by the firm during the relevant time period.  The 
long run  is  a lengthy enough period of time that all relevant inputs can be varied.  
Thus, in the long run, no inputs are fixed.

Suppose that a  painting companys customers all want the paint job  on their 
homes to be finished by the end of the day.  The firm could complete these projects 
on time if it had one fewer job.  To complete all the jobs, it needs to use more inputs.  
Even if it wanted to do so, the firm does not have time to buy or rent an extra truck 
and buy another compressor to run a power sprayer; these inputs are fixed in the 
short run.  To get the work done that afternoon, the firm uses the companys one 
truck to pick up and drop off temporary workers, each equipped with only a brush 
and paint, at the last job.  In the long run, however, the firm can adjust all its inputs.  
If the firm wants to paint more houses every day, it hires more full-time workers, gets 
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1295.2 Short-Run Production

a second truck, purchases more compressors to run the power sprayers, and uses a 
computer to keep track of all of its projects.

How long it takes for all inputs to be variable depends on the factors a firm uses.  
For a janitorial service whose only major input is workers, the short run is a brief 
period of time.  In contrast, an automobile manufacturer may need several years to 
build a new manufacturing plant or to design and construct a new type of assembly 
machine.  A pistachio farmer needs the better part of a decade before newly planted 
trees yield a substantial crop of nuts.

For many firms, materials and often labor are variable inputs over a month.  How-
ever, labor is not always a variable input.  Finding additional highly skilled workers 
may take substantial time.  Similarly, capital may be a variable or a fixed input.  A firm 
can rent small capital assets (such as trucks or office furniture)  quickly, but it may 
take the firm years to obtain larger capital assets (buildings and large, specialized 
pieces of equipment).

To illustrate the greater flexibility that a firm has in the long run than in the short 
run, we examine the production function in Equation 5.1 , in which output is a func-
tion of only labor and capital.  We look first at the short-run and then at the long-run 
production processes.

5.2 Short-Run Production

The short run is a period in which at least one input is fixed.  Focusing on a produc-
tion process in which capital and labor are the only inputs, we assume that capital is 
the fixed input and labor is variable.  The firm can therefore increase output only by 
increasing the amount of labor it uses.  In the short run, the firms production func-
tion, Equation 5.1 , becomes

  q = f(L,  K),  (5.2)

where q  is output, L  is the amount of labor, and K  is the firms fixed amount of capital.
To illustrate the short-run production process, we consider a firm that assembles 

computers for a manufacturing firm that supplies it with the necessary parts, such 
as computer chips and disk drives.  If the assembly firm wants to increase its output 
in the short run, it cannot do so by increasing its capital (eight workbenches fully 
equipped with tools, electronic probes, and other equipment for testing computers).  
However, it can increase output in the short run by hiring extra workers or paying 
current workers extra to work overtime.

The Total  Product Function

The exact relationship between output  or total product  and labor  can be illustrated by 
using a particular function, Equation 5.2, a table, or a figure.  Table 5.1  shows the relation-
ship between output and labor when a firms capital is fixed.  The first column lists the 
fixed amount of capital:  eight fully equipped workbenches.  The second column shows 
how much of the variable input, labor, the firm uses.  In this example, the labor input 
is measured by the number of workers, as all work the same number of hours.  Total 
outputthe number of computers assembled in a dayis listed in the third column.  
As the number of workers increases, total output first increases and then decreases.

With zero workers,  no computers are assembled.  One worker with access to 
the firms equipment assembles 5  computers in a day.  As the number of workers 
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Tab Le  5 . 1   Total  Product,  Marginal  Product,  and ave rage  Product of Labor 

with Fixe d Capital

Capital, K Labor, L

Output, Total 
Product of 
Labor q

Marginal 
Product of Labor, 
MPL  q/L

Average 
Product of Labor, 

APL  q/L

8 0 0

8 1 5 5 5

8 2 18 13 9

8 3 36 18 12

8 4 56 20 14

8 5 75 19 15

8 6 90 15 15

8 7 98 8 14

8 8 104 6 13

8 9 108 4 12

8 10 110 2 11

8 11 110 0 10

8 12 108 -2 9

8 13 104 -4 8

Labor is measured in workers per day.  Capital is fixed at eight fully equipped 
workbenches.

increases, so does output:  1  worker assembles 5 computers in a day, 2 workers assem-
ble 18, 3  workers assemble 36, and so forth.  The maximum number of computers 
that can be assembled with the capital on hand, however, is limited to 110 per day.  
That maximum can be produced with 10 or 11  workers.  If the firm were to use 12 or 
more workers, the workers would get in each other s way and production would be 
lower than with 11  workers.  The dashed line in the table indicates that a firm would 
not use more than 11  workers, because it would be inefficient to do so.  We can show 
how extra workers affect the total product by using two additional concepts:  the 
marginal product of labor and the average product of labor.

The  Marginal Product of Labor
Before deciding whether to employ more labor, a manager wants to determine how 
much an extra unit of labor, L = 1,  will increase output, q.  That is, the manager 
wants to know the marginal product of labor (MPL) :  the change in total output 
resulting from using an extra unit of labor, holding other factors (capital)  constant.  
If output changes by q  when the amount of labor increases by L,  the change in 
output per unit of labor is

 MPL =
q

L
.  

As Table 5.1  shows, if the number of workers increases from 1  to 2, L = 1,  output 
rises by q = 13 = 18 - 5, so the marginal product of labor is 13.
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1315.2 Short-Run Production

The average Product of Labor
Before hiring extra workers, a manager may also want to know whether output will 
rise in proportion to this extra labor.  To answer this question, the firm determines 
how extra labor affects the average product of labor (APL) :  the ratio of output to the 
amount of labor used to produce that output,

 APL =
q

L
.  

Table 5.1  shows that 9  workers can assemble 108 computers a day, so the average 
product of labor for 9  workers is  12 (=  108/9)  computers a day.  Ten workers can 
assemble 110 computers in a day, so the average product of labor for 10 workers 

Calculating 

the Marginal 

Product of 

Labor

Using  Calculus
The short-run production function, q = f(L,  K),  can be written as solely a function 
of L  because capital is  fixed:  q = g(L).  The calculus definition of the marginal 
product of labor is  the derivative of this production function with respect to 
labor:  MPL = dg(L)/dL.

In the long run, when both labor and capital are free to vary, the marginal 
product of labor is the partial derivative of the production function, Equation 5.1 , 
q = f(L,  K),  with respect to labor:

MPL =
0q

0L
=

0f(L,K)

0L
.

We use the symbol 0q/0L  instead of dq/dL  to represent a partial derivative.1  We 
use partial derivatives when a function has more than one explanatory variable.  
Here, q  is  a function of both labor, L,  and capital, K.  To obtain a partial derivative 
with respect to one variable, say L,  we differentiate as usual where we treat the 
other variables (here just K)  as constants.

Q&a  5 . 1
For a linear production function q = f(L,  K) = 2L + K  and a multiplicative pro-
duction function q = LK,  what are the short-run production functions given that 
capital is  fixed at K = 100?  What are the marginal products of labor for these 
short-run production functions?

answer

1.  Obtain the short-run production functions by setting  K = 100.  The short-run linear 
production function is q = 2L + 100 and the short-run multiplicative function 
is q = L * 100 = 100L.

2. Determine the marginal products  of labor by differentiating the short-run pro-
duction  functions  with respect to  labor.  The marginal product of labor is 
MPL = d(2L + 100)/dL = 2 for the short-run linear production function and 
MPL = d(100L)/dL = 100 for the short-run multiplicative production function.

1Above, we defined the marginal product as the extra output due to a discrete change in labor, such 
as an additional worker or an extra hour of work.  In contrast, the calculus definition of the marginal 
productthe partial derivativeis the rate of change of output with respect to the labor for a very 
small (infinitesimal)  change in labor.  As a result, the numerical calculation of marginal products 
can differ slightly if derivatives rather than discrete changes are used.
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is 11  (=  110/10)  computers.  Thus, increasing the labor force from 9 to 10 workers 
 lowers the average product per worker.

Graphing the  Product Curve s
Figure 5.1  and Table 5.1  show how output (total product),  the average product of 
labor, and the marginal product of labor vary with the number of workers.  (The 
figures are smooth curves because the firm can hire a fraction of a worker  by 
employing a worker for a fraction of a day.)  The curve in panel a of Figure 5.1  shows 

F I GU Re  5 . 1  Production Re lationships with Variable  Labor

(a)  The tota l  product of labor curve shows how 
many computers,  q ,  can be assembled with  eight 
ful ly equipped workbenches and  a  varying num-
ber of workers,  L,  who work eight-hour days (see 
columns 2 and  3 in  Table 5.1 ) .  Where extra  work-
ers reduce the number of computers assembled 
(beyond  point B ) ,  the  tota l  product curve is  a  
dashed l ine,  which indicates that such production 
is  inefficient and  is  thus not part of the produc-
tion function.  The slope of the l ine from the origin  

to point A  is  the average product of labor for six 
workers.  
(b)  Where  the  marg ina l  product  of  l abor 
(MPL = q/ L,  column  4 of Table  5. 1 )  curve is  
above the average product of labor (APL = q/L,  
column 5 of Table 5.1 )  curve,  the APL  must rise.  Simi-
larly,  if the MPL  curve is  below the APL  curve,  the 
APL  must fal l .  Thus,  the MPL  curve intersects the APL  
curve at the peak of the APL  curve,  point b,  where 
the firm uses six workers.

O
u
tp
u
t,
 q
, 
U
n
it
s
 p
e
r 
d
a
y

A

B

1 160

L,  Workers per day

Marginal  product,  MPL

Average product,  APL

A
P
L
, 
M
P
L

1 1 0

90

(a)

a

b

1 160

L,  Workers per day

20

1 5

(b)

Total  product

Slope of this l ine = 90/6 = 1 5 

4
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how a change in labor affects the total product,  which is the amount of output that can 
be produced by a given amount of labor.  Output rises with labor until it reaches its 
maximum of 110 computers at 11  workers, point B;  with extra workers, the number 
of computers assembled falls.

Panel b  of the figure shows how the average product of labor and marginal prod-
uct of labor vary with the number of workers.  We can line up the figures in panels 
a and b  vertically because the units along the horizontal axes of both figures, the 
number of workers per day, are the same.  The vertical axes differ,  however.  The 
vertical axis is total product in panel a and the average or marginal product of labor 
in panel b.

The  effe ct of extra Labor.  In most production processes, the average product 
of labor first rises and then falls as labor increases.  One reason the APL  curve initially 
rises in Figure 5.1  is that it helps to have more than two hands when assembling a 
computer.  One worker holds a part in place while another one bolts it down.  As a 
result, output increases more than in proportion to labor, so the average product of 
labor rises.  Doubling the number of workers from one to two more than doubles 
the output from 5 to 18 and causes the average product of labor to rise from 5 to 9, 
as Table 5.1  shows.

Similarly, output may initially rise more than in proportion to labor because of 
greater specialization of activities.  With greater specialization, workers are assigned 
to tasks at which they are particularly adept, and time is saved by not having work-
ers move from task to task.

As the number of workers rises further, however, output may not increase by as 
much per worker because workers might have to wait to use a particular piece of 
equipment or they might get in each other s way.  In Figure 5.1 , when the number 
of workers exceeds 6, total output increases less than in proportion to labor, so the 
average product falls.

If more than 11  workers are used, the total product curve falls with each extra 
worker as the crowding of workers gets worse.  Because that much labor is not effi-
cient, that section of the curve is drawn with a dashed line to indicate that it is not 
part of the production function, which includes only efficient combinations of labor 
and capital.  Similarly, the dashed portions of the average and marginal product 
curves are irrelevant because no firm would hire additional workers if doing so 
meant that output would fall.

Re lationships among Product Curve s.  The three curves are geometrically 
related.  First we use panel b  to illustrate the relationship between the average and 
marginal product of labor curves.  Then we use panels a and b to show the relation-
ship between the total product of labor curve and the other two curves.

An extra hour of work increases the average product of labor if the marginal 
product of labor exceeds the average product.  Similarly, if an extra hour of work 
generates less extra output than the average, the average product falls.  Therefore, 
the average product rises with extra labor if the marginal product curve is above the 
average product curve, and the average product falls if the marginal product curve is 
below the average product curve.  Consequently, the average product curve reaches 
its peak, point a  in panel b  of Figure 5.1 , where the marginal product and average 
product are equal:  where the curves cross.

The geometric relationship between the total product curve and the average 
and marginal product curves is illustrated in panels a and b of Figure 5.1 .  We can 
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determine the average product of labor using the total product of labor curve.  The 
average product of labor for L  workers equals the slope of a straight line from the ori-
gin to a point on the total product of labor curve for L  workers in panel a.  The slope 
of this line equals output divided by the number of workers, which is the definition 
of the average product of labor.  For example, the slope of the straight line drawn 
from the origin to point A  (L = 6, q = 90)  is 15, which equals the rise of q = 90 
divided by the run of L = 6.  As panel b  shows, the average product of labor for 6 
workers at point a  is  15.

The marginal product of labor also has  a  geometric  relationship  to  the total 
product curve.  The slope of the total product curve at a  given point equals  the 
marginal product of labor.  That is,  the marginal product of labor equals the slope 
of a  straight line that is  tangent to  the total output curve at a  given point.  For 
example, at point B  in panel a  where the firm uses 11  workers,  the line tangent 
to the total product curve is  flat so the marginal product of labor is  zero (point b  
in panel b) :  A little extra labor has no effect on output.  The total product curve is 
upward sloping when the firm uses fewer than 11  workers,  so the marginal prod-
uct of labor is  positive.  If the firm is  foolish enough to hire more than 11  workers, 
the total product curve slopes downward (dashed line),  so the MPL  is  negative:  
Extra workers lower output.

When the firm uses 6 workers, the average product of labor equals the marginal 
product of labor.  The line from the origin to point A  in panel a is tangent to the total 
product curve, so the slope of that line, 15, is the marginal product of labor and the 
average product of labor at point a  in panel b, which is the peak of the APL  curve.

The  Law of Diminishing Marginal Re turns
Next to supply equals demand,  the most commonly used economic phrase is that there 
are diminishing marginal returns:  If a firm keeps increasing an input, holding all 
other inputs and technology constant, the corresponding increases in output will 
eventually become smaller (diminish).  As most observed production functions have 
this property, this pattern is often called the law of diminishing marginal returns.  This 
law determines the shape of the marginal product of labor curves:  If only one input 
is increased, the marginal product of that input will diminish eventually.

In Table 5.1 , if the firm goes from 1  to 2 workers, the marginal product of labor of 
the second worker is 13.  If 1  or 2 more workers are used, the marginal product rises:  
The marginal product for the third worker is 18, and the marginal product for the 
fourth worker is 20.  However, if the firm increases the number of workers beyond 4, 
the marginal product falls:  The marginal product of a fifth worker is 19, and that of 
the sixth worker is 15.  Beyond 4 workers, each extra worker adds less and less extra 
output, so the total product of labor curve rises by smaller increments.  At 11  workers, 
the marginal product is zero.  This diminishing return to extra labor might be due to 
crowding, as workers get in each other s way.  As the amount of labor used grows 
large enough, the marginal product curve approaches zero and the total product 
curve becomes nearly flat.

Instead of referring to the law of diminishing marginal returns,  some people talk 
about the law of diminishing returnsleaving out the word marginal.  Making this 
change invites confusion as it is not clear if the phrase refers to marginal returns or 
total returns.  If as labor increases the marginal returns fall but remain positive, the 
total return rises.  In panel b  of Figure 5.1 , marginal returns start to diminish when 

M05_PERL7879_02_SE_C05. indd   1 34 21 /1 1 /1 5   1 2:35 am



1355.2 Short-Run Production

the labor input exceeds 4 but total returns rise, as panel 1  shows, until the labor input 
exceeds 11 , where the marginal returns become negative.

A second common misinterpretation of this law is to claim that marginal products 
must fall as we increase an input without requiring that technology and other inputs 
stay constant.  If we increase labor while simultaneously increasing other factors or 
adopting superior technologies, the marginal product of labor can continue to rise.

Min i - Ca se
In 1798, Thomas Malthusa clergyman and professor of political economy 
predicted that (unchecked) population would grow more rapidly than food pro-
duction because the quantity of land was fixed.  The problem, he believed, was 
that the fixed amount of land would lead to a diminishing marginal product of 
labor, so output would rise less than in proportion to the increase in farm work-

ers, possibly leading to widespread starvation and other natural  
checks on population such as disease and violent conflict.  Brander 
and Taylor (1998)  argue that such a disaster might have occurred 
on Easter Island about 500 years ago.

Today the earth supports a  population about seven times as 
large as when Malthus made his predictions.  Why havent most 
of us starved to death? The answer is  that a typical agricultural 
worker produces vastly more food today than was possible when 
Malthus was alive.  The output of a  U.S.  farm worker today is 
more than double that of an average worker just 50 years ago.  We 
have not seen diminishing marginal returns to labor because the 
production function has changed due to dramatic improvements 
in agricultural production methods and because farmers make 
greater use of other inputs such as fertilizers and capital.

Two hundred years ago, most of the worlds population had 
to work in agriculture to feed themselves.  Today, less than 1% of 
the U.S.  population works in agriculture.  Over the last century, 
food production grew substantially faster than the population in 
most developed countries.

Of course, the risk of malnutrition and even starvation remain 
significant in many low-income countries.  Fortunately, agricul-
tural production in these nations increased dramatically during 
the second half of the twentieth century,  saving an estimated 
 billion  lives.  This increased production was due to a set of inno-
vations called the Green Revolution .  These innovations, including 
drought- and insect-resistant crop varieties, improved irrigation, 
better use of fertilizer and pesticides, scientific crop rotation, and 
improved equipment were introduced primarily in the third quar-
ter of the twentieth century, although progress has continued.

Perhaps the most important single contributor to the Green 
Revolution was U.S.  agronomist Norman Borlaug, who won the 
Nobel Peace Prize in 1970.  However,  as he noted in his  Nobel 
Prize speech,  superior science is  not the complete  answer to 
 preventing starvation.  A sound economic system and a stable 
political environment are also needed.

Malthus and the 

Green Revolution
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Economic and political failures such as the breakdown of economic produc-
tion and distribution systems due to wars have caused widespread starvation 
and malnutrition, particularly in parts of sub-Saharan Africa.   Environmental 
problems such as  shifting rainfall patterns due to  global warming and soil 
 degradation have  also  become a  major  concern.  According to  the  2015 
annual report on food insecurity of the United Nations Food and Agriculture 
 Organization, nearly a quarter (24%)  of the population of sub-Saharan Africa 
suffers from significant undernourishment along with 16% of the  population 
in South Asia  (India,  Pakistan,  Bangladesh,  and nearby countries)over 
500  million undernourished people in these two regions alone.

5.3 Long-Run Production
We started our analysis of production functions by looking at a short-run production 
function in which one input, capital, was fixed, and the other, labor, was variable.  In 
the long run, however, both of these inputs are variable.  With both factors variable, 
a firm can usually produce a given level of output by using a great deal of labor and 
very little capital, a great deal of capital and very little labor, or moderate amounts of 
both.  That is, the firm can substitute one input for another while continuing to pro-
duce the same level of output, in much the same way that a consumer can maintain 
a given level of utility by substituting one good for another.

Typically, a firm can produce in a number of different ways, some of which require 
more labor than others.  For example, a lumberyard can produce 200 planks an hour 
with 10 workers using hand saws, with 4 workers using handheld power saws, or 
with 2 workers using bench power saws.

We illustrate a  firms ability to substitute between inputs in Table 5.2,  which 
shows the amount of output per day the firm produces with various combinations 
of labor per day and capital per day.  The labor inputs are along the top of the table, 
and the capital inputs are in the first column.  The table shows four combinations 
of labor and capital that the firm can use to produce 24 units of output (numbers in 
bold):  The firm may employ (a)  1  worker and 6 units of capital,  (b)  2  workers and 
3 units of capital,  (c)  3  workers and 2 units of capital,  or (d)  6 workers and 1  unit 
of capital.

Tab Le  5 . 2  Output Produced with Two Variab le  Inputs

Labor, L

Capital, K 1 2 3 4 5 6

1 10 14 17 20 22 24

2 14 20 24 28 32 35

3 17 24 30 35 39 42

4 20 28 35 40 45 49

5 22 32 39 45 50 55

6 24 35 42 49 55 60
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1375.3 Long-Run Production

Isoquants
These four combinations of labor and capital are labeled a,  b, c,  and d  on the ; q = 24<  
curve in Figure 5.2.  We call such a curve an isoquant,  which is a curve that shows 
the efficient combinations of labor and capital that can produce the same (iso)  level 
of output (quantity) .  The isoquant shows the smallest amounts of inputs that will 
produce a given amount of output.  That is, if a firm reduced either input, it could not 
produce as much output.  If the production function is q = f(L,  K),  then the equation 
for an isoquant where output is held constant at q  is

 q = f(L,  K) .  

An isoquant shows the flexibility that a firm has in producing a given level of out-
put.  Figure 5.2 shows three isoquants corresponding to three levels of output.  These 
isoquants are smooth curves because the firm can use fractional units of each input.

We can use these isoquants to illustrate what happens in the short run when capi-
tal is fixed and only labor varies.  As Table 5.2 shows, if capital is constant at 2 units, 
1  worker produces 14 units of output (point e  in Figure 5.2), 3  workers produce 24 
units (point c),  and 6 workers produce 35 units (point f ) .  Thus, if the firm holds one 
factor constant and varies another factor, it moves from one isoquant to another.  In 
contrast, if the firm increases one input while lowering the other appropriately, the 
firm stays on a single isoquant.

Prope rtie s of Isoquants.  Isoquants have most of the same properties as indif-
ference curves.  The biggest distinction between indifference curves and isoquants is 
that an isoquant holds quantity constant, whereas an indifference curve holds utility 
constant.  We now discuss three major properties of isoquants.  Most of these proper-
ties result from firms producing efficiently.

First, the farther an isoquant is from the origin,  the greater is  the level of output.  That is, 
the more inputs a firm uses, the more output it gets if it produces efficiently.  At point 
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F I GU Re  5 . 2  a Family of Isoquants

These isoquants  show the 
combinations of labor and 
capita l  that produce 1 4,  
24,  or 35 units  of output,  q .  
I soquants farther from the 
origin  correspond to higher 
levels of output.  Points a ,  b,  
c,  and d  are various combi-
nations of labor and capital  
the firm can use to produce 
q = 24 un its  of output.  I f 
the firm holds capital  con-
stant at  2  and  increases 
labor from 1  (point e  on  the 
q = 1 4 isoquant)  to 3 (c) ,  its  
output increases to q = 24 
isoquant.  I f  the  firm  then 
increases labor to 6  (f) ,  its 
output rises to q = 35.

MyEconLab Video
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e  in Figure 5.2, the firm is producing 14 units of output with 1  worker and 2 units 
of capital.  If the firm holds capital constant and adds 2 more workers, it produces 
at point c.  Point c  must be on an isoquant with a higher level of outputhere, 24 
unitsif the firm is producing efficiently and not wasting the extra labor.

Second, isoquants do not cross.  Such intersections are inconsistent with the require-
ment that the firm always produces efficiently.  For example, if the q = 15 and q = 20 
isoquants crossed, the firm could produce at either output level with the same com-
bination of labor and capital.  The firm must be producing inefficiently if it produces 
q = 15  when it could produce q = 20.  So that labor-capital combination should 
not lie on the q = 15 isoquant, which should include only efficient combinations of 
inputs.  Thus, efficiency requires that isoquants do not cross.

Third, isoquants slope downward.  If an isoquant sloped upward, the firm could pro-
duce the same level of output with relatively few inputs or relatively many inputs.  
Producing with relatively many inputs would be inefficient.  Consequently, because 
isoquants show only efficient production, an upward-sloping isoquant is impossible.  
Virtually the same argument can be used to show that isoquants must be thin.

Shape s of Isoquants.  The curvature of an isoquant shows how readily a firm 
can substitute one input for another.  The two extreme cases are production processes 
in which inputs are perfect substitutes or in which they cannot be substituted for 
each other.

If the inputs are perfect substitutes, each isoquant is a straight line.  Suppose either 
potatoes from Maine, x,  or potatoes from Idaho, y,  both of which are measured in 
pounds per day, can be used to produce potato salad, q,  measured in pounds.  The 
production function is

 q = x + y.  

We can produce 1  pound of potato salad by using 1  pound of Idaho potatoes and no 
Maine potatoes, 1  pound of Maine potatoes and no Idaho potatoes, or any combina-
tion that adds up to 1  pound in total.  Panel a of Figure 5.3 shows the q = 1, 2,  and 3 

F I GU Re  5 . 3  Substitutability of Inputs

(a)  I f inputs are perfect substitutes,  each isoquant 
is  a  straight l ine.  
(b)  I f the inputs cannot be substituted at al l,  the iso-
quants are right angles (the dashed l ines show that 
the isoquants would  be right angles if we included 
inefficient production) .

(c)  Typica l  isoquants  l ie  between  the extreme 
cases of straight l ines  and  right angles.  Along  a  
curved isoquant,  the abil ity to substitute one input 
for another varies.
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1395.3 Long-Run Production

isoquants.  These isoquants are straight lines with a slope of -1  because we need to 
use an extra pound of Maine potatoes for every pound fewer of Idaho potatoes used.2

Sometimes it is impossible to substitute one input for the other:  Inputs must be 
used in fixed proportions.  Such a production function is called a fixed-proportions 
production function .  For example, the inputs needed to produce 12-ounce boxes of 
cereal are cereal (in 12-ounce units per day)  and cardboard boxes (boxes per day).  
If the firm has one unit of cereal and one box, it can produce one box of cereal.  If it 
has one unit of cereal and two boxes, it can still make only one box of cereal.  Thus, 
in panel b, the only efficient points of production are the large dots along the 45  
line.3 Dashed lines show that the isoquants would be right angles if isoquants could 
include inefficient production processes.

Other production processes allow imperfect substitution between inputs.  These 
processes have isoquants that are convex to the origin (so the middle of the isoquant 
is closer to the origin than it would be if the isoquant were a straight line).  They do 
not have the same slope at every point, unlike the straight-line isoquants.  Most iso-
quants are smooth, slope downward, curve away from the origin, and lie between 
the extreme cases of straight lines (perfect substitutes)  and right angles (fixed pro-
portions), as panel c illustrates.

2The isoquant for q = 1  pound of potato salad is 1 = x + y,  or y = 1 - x.  This equation shows 
that the isoquant is a straight line with a slope of -1 .
3This fixed-proportions production function is the minimum of g  and b,  q = min(g,  b),  where g  is  
the number of 12-ounce measures of cereal, b  is  the number of boxes used in a day, and the min 
function means the minimum number of g  or b.  For example, if g  is  4 and b  is  3,  q  is  3.

Min i - Case We can show why isoquants curve away from the origin by deriving an isoquant 
for semiconductor integrated circuits (ICs, or chips)the brains  of com-
puters and other electronic devices.  Semiconductor manufacturers buy silicon 
wafers and then use labor and capital to produce the chips.

A chip consists of multiple layers of silicon wafers.  A key step in the produc-
tion process is  to line up these layers.  Three alternative alignment technologies 
are available,  using different combinations of labor and capital.  In the least 
capital-intensive technology, employees use machines called aligners,  which 
require workers to look through microscopes and line up the layers by hand.  
To produce 200 ten-layer chips per day takes 8  workers using 8 aligners.

A second, more capital-intensive technology uses machines called steppers .  
The stepper aligns the layers automatically.  This technology requires less labor:  
To produce 200 ten-layer chips per day requires 3  workers and 6 steppers.

A third,  even more capital-intensive technology combines steppers with 
wafer-handling equipment, which further reduces the amount of labor needed.  
One worker using 4 steppers with wafer-handling capabilities can manufacture 
200 ten-layer chips per day.

In the diagram, the vertical axis measures the amount of capital used.  An 
aligner represents less capital than a basic stepper, which in turn is less capi-
tal than a stepper with wafer-handling capabilities.  All three technologies use 
labor and capital in fixed proportions.  The diagram shows the three right-angle 
isoquants corresponding to each of these three technologies.

a Semiconductor 

Isoquant
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Some  p lants  employ 
a  combination of these 
technologies, so that some 
workers use one type of 
machine while others use 
different types.  By doing 
so, the plant can produce 
using intermediate combi-
nations of labor and capi-
tal, as the solid-line, kinked 
isoquant illustrates.  The 
firm does not  use a com-
bination of the aligner and 
the wafer- handling step-
per technologies because 
those  combinations  are 
less  efficient than using 
the basic stepper:  The line 
connecting the aligner and 
wafer-handling stepper 

technologies is farther from the origin than the lines between those technologies 
and the basic stepper technology.

New processes are constantly being invented.  As they are introduced, the 
isoquant will have more and more kinks (one for each new process)  and will 
begin to resemble the smooth, convex isoquants weve been drawing.





















 



 

     

 

   



Substituting Inputs
The slope of an isoquant shows the ability of a firm to replace one input with another 
while holding output constant.  Figure 5.4 illustrates this substitution using an esti-
mated isoquant for a U.S.  printing firm, which uses labor, L,  and capital, K,  to print 
its output, q.4 The isoquant shows various combinations of L  and K that the firm can 
use to produce 10 units of output.

The firm can produce 10 units of output using the combination of inputs at a  or b.  
At point a,  the firm uses 2 workers and 16 units of capital.  The firm could produce 
the same amount of output using K = -6 fewer units of capital if it used one more 
worker, L = 1,  point b.  If we drew a straight line from a  to b,  its slope would be 
K/ L = -6.  Thus, this slope tells us how many fewer units of capital (6)  the firm 

can use if it hires one more worker.5

4This isoquant for q = 10 is based on the estimated production function q = 2.35L0.5K0.4  (Hsieh, 
1995),  where the unit of labor, L,  is  a worker-day.  Because capital,  K,  includes various types of 
machines, and output, q,  reflects different types of printed matter, their units cannot be described by 
any common terms.  This production function is an example of a Cobb-Douglas production function.
5The slope of the isoquant at a point equals the slope of a straight line that is tangent to the isoquant 
at that point.  Thus, the straight line between two nearby points on an isoquant has nearly the same 
slope as that of the isoquant.
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F IGU Re  5 . 4   how the  Marginal Rate  of Technical Substitution Varie s along  

an Isoquant
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Moving from point a  to b ,  a  U .S.  
printing  firm  (Hsieh,  1 995)  can 
produce the same amount of 
output,  q = 1 0,  using  six fewer 
units  of capita l ,  K = -6,  if  it 
uses one more worker,  L = 1 .  
Thus,  i ts  MRTS = K/ L = -6.  
Moving  from point b  to  c ,  its  
MRTS  is  -3.  I f it adds yet another 
worker,  moving  from c  to  d,  its  
MRTS  is  -2.  Fina l ly,  if  it  moves 
from d  to e ,  its  MRTS  is  - 1 .  Thus,  
because the isoquant is convex 
to the origin,  it exhibits a  dimin-
ishing marginal  rate of technical  
substitution.  That is,  each extra  
worker allows the firm to reduce 
capital  by a  smaller amount as 
the ratio of capital  to labor fal ls.

Q&a  5 . 2 
A manufacturer produces a container of potato salad using 1  pound of Idaho 
potatoes, 1  pound of Maine potatoes, or 1  pound of a mixture of the two types of 
potatoes.  Does the marginal rate of technical substitution vary along the  isoquant? 
What is the MRTS  at each point along the isoquant?

MyEconLab Video

The slope of an isoquant is called the marginal rate of technical substitution  (MRTS):

 MRTS =

change in capital

change in labor
=

K

L
.  

The marginal rate of technical substitution  tells us how many units of capital the 
firm can replace with an extra unit of labor while holding output constant.  Because 
isoquants slope downward, the MRTS  is  negative.  That is, the firm can produce a 
given level of output by substituting more capital for less labor (or vice versa).

Substitutability of Inputs Varie s along an Isoquant.  The MRTS  varies 
along a curved isoquant, as in Figure 5.4.  If the firm is initially at point a  and it hires 
one more worker, the firm can give up 6 units of capital and yet remain on the same 
isoquant (at point b), so the MRTS  is -6.  If the firm hires another worker, the firm can 
reduce its capital by 3 units and stay on the same isoquant, moving from point b  to 
c,  so the MRTS  is  -3.  This decline in the MRTS  (in absolute value)  along an isoquant 
as the firm increases labor illustrates a diminishing MRTS .  The more labor and less 
capital the firm has, the harder it is to replace remaining capital with labor and the 
flatter the isoquant becomes.

In the special case in which isoquants are straight lines, isoquants do not exhibit 
diminishing marginal rates of technical substitution because neither input becomes 
more valuable in the production process:  The inputs remain perfect substitutes.  
Q&A 5.2 illustrates this result.
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Substitutability of Inputs and Marginal Products.  The marginal rate of 
technical substitution is equal to the ratio of marginal products.  Because the marginal 
product of labor, MPL = q/L,  is the increase in output per extra unit of labor, if 
the firm hires L  more workers, its output increases by MPL * L.  For example, if 
the MPL  is  2 and the firm hires one extra worker, its output rises by 2 units.

A decrease  in capital  alone  causes  output to  fall  by MPK * K,  where 
MPK = q/K  is  the marginal product of capitalthe output the firm loses from 
decreasing capital by one unit, holding all other factors fixed.  To keep output con-
stant, q = 0, this fall in output from reducing capital must exactly equal the increase 
in output from increasing labor:

 (MPL * L) + (MPK * K) = 0.  

Rearranging these terms, we find that

  -
MPL
MPK

=

K

L
= MRTS .  (5.3)

Thus, the ratio of marginal products equals the MRTS  (in absolute value).
We can use Equation 5.3 to explain why marginal rates of technical substitution 

diminish as we move to the right along the isoquant in Figure 5.4.  As we replace capi-
tal with labor (move down and to the right along the isoquant), the marginal product 
of capital increasesif each firm has few pieces of equipment, each remaining piece 
is more usefuland the marginal product of labor falls, so the MRTS = -MPL/MPK  
falls in absolute value.

Cobb-Douglas Production Functions.  We can illustrate how to determine 
the MRTS  for a particular production function, the Cobb-Douglas production func-
tion.  It is named after its inventors, Charles W.  Cobb, a mathematician, and Paul H.  
Douglas, an economist and U.S.  Senator.  Through empirical studies, economists have 
found that the production processes in a large number of industries can be accurately 
summarized by the Cobb-Douglas production function, which is

  q = ALK ,  (5.4)

where A,  ,  and  are all positive constants.

answe r

1.  Determine the shape of the isoquant.  As panel a of Figure 5.3 illustrates, the potato 
salad isoquants are straight lines because the two types of potatoes are perfect 
substitutes.

2.  On the basis  of the shape,  conclude whether the MRTS is  constant along the isoquant.  
Because the isoquant is a straight line, the slope is the same at every point, so 
the MRTS  is  constant.

3.  Determine the MRTS at each point.  Earlier,  we showed that the slope of this 
isoquant was -1,  so the MRTS  is  -1  at each point along the isoquant.  That is, 
because the two inputs are perfect substitutes, 1  pound of Idaho potatoes can 
be replaced by 1  pound of Maine potatoes.
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1435.4 Returns to Scale

We used regression analysis to estimate the production function for the Black-
Berry smartphone, which was the first major smartphone and now focuses on busi-
ness users.  The estimated Cobb-Douglas production function is q = 2.83L1 .52K0.82.  
That is, A = 2.83,  = 1.52, and  = 0.82.6

The constants   and   determine the relationships between the marginal and 
average products of labor and capital.  The marginal product of labor is   times the 
average product of labor, APL = q/L.  That is, MPL = q/L = APL  (as we show in 
the following Using Calculus  section).  By dividing both sides of the expression by 
APL  ,  we find that   equals the ratio of the marginal product of labor to the aver-
age product of labor:   = MPL/APL.  Similarly, the marginal product of capital is 
MPK = q/K = APK,  and  = MPK/APK.

The marginal rate of technical substitution along an isoquant that holds output 
fixed at q  is

  MRTS = -
MPL
MPK

= -

q/L

q/K
= -




 
K

L
.  (5.5)

For example,  given the BlackBerrys  production function, q = 2.83L1 .52K0.82,  its 
MPL = APL = 1 .52APL,  and  its  MRTS = - (1 .52/0.82)K/L -1 .85K/L.  The 
MRTS  tells  the firms managers the rate at which they can substitute capital for 
labor without reducing output.

6The data are from BlackBerry Ltd.  annual and quarterly reports for 1999 through 2009.

5.4 Returns to Scale
So far, we have examined the effects of increasing one input while holding the other 
input constant (shifting from one isoquant to another)  or decreasing the other input 
by an offsetting amount (moving along an isoquant).  We now turn to the question 
of how much output changes if a  firm increases all its  inputs proportionately.  The answer 
helps a firm determine its scale  or size in the long run.

Cobb-Douglas 

Marginal 

Products

Using  Calculus
To obtain the marginal product of labor for the Cobb-Douglas production func-
tion, Equation 5.4, q = ALK,  we partially differentiate the production function 
with respect to labor, holding capital fixed:

MPL =
0q

0L
= AL - 1K

= 
ALK

L
= 

q

L
.

We obtain the last equality by substituting q = ALK.  Similarly, we can derive 
the marginal product of capital by partially differentiating the production func-
tion with respect to K:

MPK =

0q

0K
= ALK - 1

= 
ALK

K
= 

q

K
.
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In the long run, a firm can increase its output by building a second plant and staff-
ing it with the same number of workers as in the first one.  Whether the firm chooses 
to do so depends in part on whether its output increases less than in proportion, in 
proportion, or more than in proportion to its inputs.

Constant,  Increasing, and De creasing 
Re turns to Scale
If,  when all inputs are increased by a certain proportion, output increases by that 
same proportion, the production function is said to exhibit constant returns to scale 
(CRS).  A firms production process, q = f(L,  K),  has constant returns to scale if, when 
the firm doubles its inputsby, for example, building an identical second plant and 
using the same amount of labor and equipment as in the first plantit doubles its 
output:

 f(2L,  2K) = 2f(L,  K) = 2q.  

We can check whether the potato salad production function has constant returns 
to scale.  If a firm uses x1  pounds of Idaho potatoes and y1  pounds of Maine potatoes, 
it produces q1 = x1 + y1  pounds of potato salad.  If it doubles both inputs,  using 
x2 = 2x1  Idaho and y2 = 2y1  Maine potatoes, it doubles its output:

 q2 = x2 + y2 = 2x1 + 2y1 = 2(x1 + y1) = 2q1.  

Thus, the potato salad production function exhibits constant returns to scale.
If output rises more than in proportion to an equal 

proportional increase in all inputs,  the production 
function is  said  to  exhibit increasing returns  to 
scale (IRS) .  A technology exhibits increasing returns 
to scale if doubling inputs more than doubles the 
output:

 f(2L,  2K) 7 2f(L,  K) = 2q.

Why might a production function have increasing 
returns to scale? One reason is that although it could 
build a copy of its original small factory and double 
its output, the firm might be able to more than double 
its output by building a single large plant, thereby 
allowing for greater specialization of labor or capital.  
In the two smaller plants, workers have to perform 
many unrelated tasks such as operating, maintain-
ing, and fixing the machines they use.  In the large 
plant, some workers may specialize in maintaining 
and fixing machines, thereby increasing efficiency.  
Similarly, a firm may use specialized equipment in a 
large plant but not in a small one.

If output rises less than in proportion to an equal proportional increase in all 
inputs, the production function exhibits decreasing returns to scale (DRS) .  A tech-
nology exhibits decreasing returns to scale if doubling inputs causes output to rise 
less than in proportion:

 f(2L,  2K) 6 2f(L,  K) = 2q.  
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1455.4 Returns to Scale

One reason for decreasing returns to  scale is  that the difficulty of organizing, 
coordinating,  and integrating activities  increases  with firm size.  An owner may 
be able to  manage one plant well but may have trouble running two plants.  In 
some sense,  the decreasing returns to  scale stemming from the owner s  difficul-
ties  in running a  larger firm may reflect our failure  to  take into  account some 
factor such as  management skills  in our production function.  If a  firm increases 
various inputs  but does  not increase the management input in proportion,  the 
decreasing returns to  scale  may occur because one of the inputs  to  production, 
management skills,  is  fixed.  Another reason is  that large teams of workers may 
not function as  well as  small teams, in which each individual takes greater per-
sonal responsibility.

Q&a  5 . 3
Under what conditions does a Cobb-Douglas production function, Equation 5.4, 
q = ALK,  exhibit decreasing, constant, or increasing returns to scale?

answer

1.  Show how output changes  if both inputs  are doubled.  If the firm initially uses L  
and K amounts of inputs, it produces q1 = ALK.  After the firm doubles the 
amount of both labor and capital it uses, it produces

   q2 = A(2L)(2K) = 2 + ALK
= 2 + q1.  (5.6)

That is, q2 is 2
 +   times q1.  If we defne =  +  ,  then Equation 5.6 tells us 

that

   q2 = 2  q1.  (5.7)

Thus, if the inputs double, output increases by 2 .

2.  Give a  rule for determining the returns to scale.  If = 1,  we know from Equation 
5.7 that q2 = 21q1 = 2q1.  That is, output doubles when the inputs double, so 
the Cobb-Douglas production function has constant returns to scale.  If 6 1,  
then q2 = 2 q1 6 2q1  because 2 6 2 if 6 1.  That is,  when input doubles, 
output increases less than in proportion, so this Cobb-Douglas production 
function exhibits decreasing returns to scale.  Finally, the Cobb-Douglas pro-
duction function has increasing returns to scale if 7 1  so that q2 7 2q1.  Thus, 
the rule for determining returns to scale for a Cobb-Douglas production func-
tion is that the returns to scale are decreasing if 6 1,  constant if = 1,  and 
increasing if 7 1 .

Comment:  One interpretation of  is  that,  as all inputs increase by 1%, output 
increases by , .  Thus, for example, if = 1,  a 1% increase in all inputs increases 
output by 1%.

Min i - Case
Crocs, a foam-resin shoe manufactured by Crocs, Inc., have taken the shoe mar-
ket by storm over the last dozen years.  These light, colorful, and inexpensive 
shoes are sold in 90 countries around the world and are popular with both chil-
dren and their parents.

Returns to Scale 

for Crocs

MyEconLab Q&A
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7The data are from the annual reports from 2003 through 2014 of Crocs, Inc., as reported in Com-
pustat.  As Crocs is primarily a one-product firm (shoes)  and as prices have been very stable since 
2003, we use revenue in millions of dollars as a measure of output.

Varying Re turns to Scale
When the production function is Cobb-Douglas,  the returns to scale are the same 
at all  levels  of output.  However,  in other industries,  a  production functions 
returns to scale may vary as the output level changes.  Many production functions 
have increasing returns to scale for small amounts of output, constant returns for 

We used regression analysis  to  estimate 
a  Cobb-Douglas  production function for 
Crocs. 7 The  estimated  production func-
tion is  q = ALK

= 21.5L0.85K0.50.  That is, 
A = 21.5,  = 0.85,  and   = 0.50.  Because 
 +  = 0.85 + 0.50 = 1 .35 7 1,  Croc  pro-
duction exhibits increasing returns to scale.  
Labor is  measured in thousands of employ-
ees; capital is an index of plant, property, and 
equipment (PPE); and one unit of output is a 
million dollars  worth of shoes, which is about 
40,000 pairs of shoes.

The graph uses  isoquants  to  illustrate 
Crocs  increasing returns to  scale.  A com-
bination of 2  units  of labor and 7 units  of 

capital produces 103 units of output and is one point on the q = 103 isoquant:  
q = 21.5(20.85)(70.50) 103.  That is, 2 (thousand)  workers and 7 units of capital 
produce about 103 million dollars  worth of shoes.  If the firm doubles both of its 
inputs to 4 units of labor and 14 units of capital, it is operating on the 261  unit 
isoquant, which is more  than double the initial output.
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moderate amounts of output, and decreasing returns for large amounts of output.  
When a firm is small, increasing labor and capital allows for gains from cooperation 
between workers and greater specialization of workers and equipmentreturns to 

specializationso the production function exhibits increasing returns to scale.  As 
the firm grows, returns to scale are eventually exhausted, so the production process 
has constant returns to scale.  If the firm continues to grow, the owner starts having 
difficulty managing everyone, so the firm suffers from decreasing returns to scale.

We show such a pattern in Figure 5.5.  The spacing of the isoquants reflects the 
returns to scale.  Initially, the firm has one worker and one piece of equipment, point 
a, and produces 1  unit of output on the q = 1  isoquant.  If the firm doubles its inputs, 
it produces at b, where L = 2 and K = 2, which lies on the dashed line through the 
origin and point a.  Output more than doubles to q = 3, so the production function 
exhibits increasing returns to scale in this range.  Another doubling of inputs to c  
causes output to double to 6 units, so the production function has constant returns to 
scale in this range.  Another doubling of inputs to d  causes output to increase by only a 
third, to q = 8, so the production function has decreasing returns to scale in this range.

Over the years, the typical factory has grown in size to take advantage of econo-
mies of scale to keep costs down.  However, three-dimensional (3D)  printing may 
reverse this trend by making the cost per unit to manufacture one item as low as 
when making thousands.

With 3D printing, an employee gives instructionsessentially a blueprint 
 to  the  machine,  presses  print,  and the  machine builds  the  object from the 

Small  Is be autiful

Manag e r i a l  
I mp l i ca t i on

F IGU Re  5 . 5  Varying Scale  economie s

The  production  function 
that corresponds  to  these 
isoquants  exh ibits  varying 
returns to scale.  In itial ly,  the 
firm  uses  one  worker and 
one  un it  of capita l ,  point 
a .  Point b  has  double  the 
amount of labor and  capi-
tal  as does a .  S imilarly,  c  has 
double the inputs of b ,  and  
d  has double the inputs of c .  
Al l  these points l ie along the 
dashed 45 l ine.  The first time 
the inputs are doubled,  a  to 
b ,  output more than  dou-
bles  from  q = 1  to  q = 3,  
so  the production  function 
has  increasing  retu rns  to 
scale.  The next doubl ing,  b  
to c,  causes a  proportionate 
increase in  output,  constant 
returns to scale.  At the last 
doubl ing,  from c  to  d,  the 
production  function exhibits 
decreasing returns to scale.
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ground up,  either by depositing material  from a  nozzle,  or  by selectively 
solidifying a  thin layer of plastic  or metal dust using drops of glue or a  tightly 
focused beam.

Until recently, firms primarily used 3D printers to create prototypes in the 
aerospace, medical, and automotive industries.  Then, they manufactured the final 
products using conventional techniques.  However, costs have fallen to the point 
where manufacturing using 3D printers is cost effective in industries that need 
small numbers of customized parts.

Biomedical and aerospace companies are using 3D printing to reduce costs 
by engaging in just-in-time manufacturing.  It has proven especially useful in 
producing customized prostheses for amputees.  And in 2014,  Airbus printed 
45,000 to 60,000 parts for its aircraft (compared to 20 in 2013).  The printers pro-
duce lighter parts, which lower the weight of planes (saving fuel)  and can be 
quickly redesigned.  By one estimate,  Boeing has 100,000 printed parts in its 
 aircraft in 2015.

Some scientists and firms believe that 3D printing eventually will eliminate 
the need for many factories and may negate the manufacturing advantage of 
low-wage countries.  Eventually, as  the cost of printing drops, these machines 
may be used to fabricate small, highly customized batches of products as end-
users need them.

Managers should use this technology to experiment.  They can produce small 
initial runs to determine the size of the market and consumers  acceptance of the 
product.  Based on information from early adopters, managers can determine if 
the market warrants further production and can quickly modify designs to meet 
end-users desires.

5.5 Innovation
Innovationa new idea, device, or methodaffects markets in many ways.  Over 
the past century, new product innovations  such as antibiotics, television, jet aircraft, 
personal computers, and the Internet have transformed the way we live and do 
business.

Process innovations,  which improve the method of production for existing products 
to increase output, occur much more frequently than new product innovations.  For 
example, the life-saving innovations in the Mini-Case Malthus and the Green Revo-
lution include process innovations such as irrigation, expanded use of fertilizers, 
and optimal crop rotation that greatly increased food production.

Organizational innovationsnew ways of organizing firmsalso increase output.  
For example, the Zappos online shoe retailer is experimenting with a new organiza-
tional structure, holacracy,  in which workers are arranged in groups (circles)  without 
top-down supervisors.

A successful process innovation or organizational innovation is an advance in 
knowledge that allows more output to be produced with the same level of inputs and 
is often called technical progress.  Technical progress may be a matter of engineer-
ing such as improving the design of robotic arms used in assembling cars.  But such 
innovations may also be organizational or managerial, such as improving the way 
managers interact with workers.
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Proce ss Innovation

A process innovation changes the production function.  Last year a firm produced

 q1 = f(L,  K)  

units of output using L  units of labor services and K units of capital service.  Due to 
technical progress from a process innovation, this year s production function differs 
from last year s.  For example, if this technical progress allows a firm to produce 10% 
more output with the same inputs, the production function becomes

 q2 = 1 .1f(L,  K).  

Flath (2011)  estimated the annual rate of technical progress in Japanese manufac-
turing firms to be 0.91% for electric copper, 0.87% for medicine, 0.33% for steel pipes 
and tubes, 0.19% for cement, and 0.08% for beer.

This type of technical progress reflects neutral technical progress,  in which more 
output is produced using the same ratio of inputs.  However, technical progress may 
be nonneutral.  Rather than increasing output for a given mix of inputs, technical 
progress could be capital saving,  where the firm can produce the same level of output 
as before using less capital and the same amount of other inputs.

Alternatively,  technical progress may be labor saving.  The American Licorice 
Companys automated drying machinery in the Managerial Problem is an example 
of labor-saving technical progress.  Basker (2012)  found that the introduction of 
barcode scanners in grocery stores increased the average product of labor by 4.5% 
on average across stores.  Amazon bought Kiva Systems in 2012 with the inten-
tion of using its robots to move items in Amazons warehouses, partially replac-
ing  workers.  Other robots help doctors perform surgery more quickly and reduce 
patients  recovery times.

Min i - Ca se
Robots have been used in manufacturing for many years,  and they are now 
gaining a foothold in agriculture.  A strawberry picking robot called the Agrobot 
costs about $100,000 and, despite the expense, is attracting buyers in California.  
The Hackney Nursery in Florida uses robots to assess whether flowers have 

adequate room to grow optimally and move 
the flowers  around accordingly.  And fully 
autonomous cow-milking robots are widely 
used.

It is  not just the farming end of the food 
business that is  using robots.  The Dalu Robot 
Restaurant in Jinan,  China uses  robots  to 
wait on tables, greet customers, and provide 
entertainment.  Each robot serving food has a 
motion sensor that tells it to stop when some-
one is in its path so customers can reach for 
dishes they want.  But perhaps the most popu-
lar employee is a female robot, complete with 
batting eyelashes, who greets people with an 
electronic  welcome.   First-time  customer 

Li Xiaomei praised the robots, claiming that they have a better  service  attitude 
than humans.

Robots and the  

Food You eat
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Min i - Case Does a good supervisor make workers more productive?  To answer this ques-
tion, Lazear et al.  (2015)  looked at a large service-oriented company.  Supervisor 
quality varied substantially as measured by the bosss effect on worker pro-
ductivity.  Replacing one of the bosses in the bottom 10% with one in the top 
10% raised a teams output by about the same amount as would adding one 
worker to a  nine-member team.  Good managers constantly adopt new tech-
nologies and look for better ways to organize their firm.  A firm that achieves a 
successful process or organizational innovation can produce more output with 
the same input levels than its  rivals,  which gives it a  competitive advantage.  
Changes made by good supervisors to  improve performance are a  form of 
technological progress.

a Good boss 

Raise s Productivity

Organizational Innovation
Organizational innovation may also alter the production function and increase the 
amount of output produced by a given amount of inputs.  In the early 1900s, Henry 
Ford revolutionized the mass production of automobiles through two organizational 
innovations.  First, he introduced interchangeable parts, which cut the time required 
to install parts because workers no longer had to file or machine individually made 
parts to get them to fit.

Second, Ford introduced a conveyor belt and an assembly line to his production 
process.  Before this change, workers walked around the car, and each worker per-
formed many assembly activities.  In Fords plant, each worker specialized in a single 
activity such as attaching the right rear fender to the chassis.  A conveyor belt moved 
the car at a constant speed from worker to worker along the assembly line.  Because 
his workers gained proficiency from specializing in only a few activities and because 
the conveyor belts reduced the number of movements workers had to make, Ford 
could produce more automobiles with the same number of workers.  These innova-
tions reduced the ratio of labor to capital used.  In 1908, the Ford Model T sold for 
$850, while rival vehicles sold for $2,000.  By the early 1920s, Ford had increased 
production from fewer than a thousand cars per year to two million per year.

Labor Productivity 

During Re ce ssions

Manag e r ial  

S o l u t i on

During a recession, a manager of the American Licorice Company has to reduce 
output and decides to lay off workers.  Will the firms labor productivity 
average product of laborgo up and improve the firms situation or go down 
and harm it?

Layoffs have the positive effect of freeing up machines to be used by remain-
ing workers.  However, if layoffs force the remaining workers to perform a wide 
variety of tasks, the firm will lose the benefits from specialization.  When the 
firm has many workers, the advantage of freeing up machines is important and 
increased multitasking is unlikely to be a problem.  When the firm has only a 
few workers,  freeing up more machines does not help much (some machines 

M05_PERL7879_02_SE_C05. indd   1 50 21 /1 1 /1 5   1 2:35 am



1515.5 Innovation

8For  this  Cobb-Douglas  p roduction  function,  the  average  p roduct  o f  labor  is 
APL = q/L = ALK/L = AL - 1K.  By partially differentiating this expression with respect to 
labor, we find that the change in the APL  as the amount of labor rises is 0APL/0L = ( - 1)AL - 2K,  
which is negative if  6 1 .  Thus, as labor falls, the average product of labor rises.

might stand idle some of the time), while multitasking becomes a more serious 
problem.

Holding capital constant, a change in the number of workers affects a firms 
average product of labor.  Labor productivity could rise or fall.  For example, in 
panel b  of Figure 5.1 ,  the average product of labor rises as L  increases up to 6 
workers per day and then falls as the number of workers increases further.  The 
average product of labor falls if the firm has 6 or fewer workers and lays 1  off, 
but rises if the firm initially has 7 to 11  workers and lays off a worker.

For some production functions, layoffs always raise labor productivity because 
the APL  curve is downward sloping everywhere.  For such a production function, 
the positive effect of freeing up capital always dominates any negative effect of 
layoffs on average product.  For example, layoffs raise the APL  for any Cobb-
Douglas production function, q = ALK,  where   is  less than one.8 Virtually all 
known estimated production functions have this property.

Lets  return to  our licorice  manufacturer.  According to  Hsieh (1995) ,  the 
Cobb-Douglas  production function for food and kindred product plants is 
q = AL0.43K0.48,  so   = 0.43  is  less  than one and the APL  curve slopes down-
ward at every quantity.  We can illustrate how much the APL  rises with a lay-
off for this particular production function.  If A = 1  and L = K = 10  initially, 
then the firms output is  q = 100.43 * 100.48 8.13,  and its average product of 
labor is  APL = q/L 8.13/10 = 0.813.  If the number of workers is  reduced by 
one, then output falls  to q = 90.43 * 100.48 7.77,  and the average product of 
labor rises to APL 7.77/9 0.863.  That is,  a  10% reduction in labor causes 
output to fall  by 4.4%, but causes the average product of labor to rise  by 6.2%.  
The firms output falls less than 10% because each remaining worker is  more 
productive.

Until  recently,  most large Japanese firms did not lay off workers  during 
downturns.  Thus, in contrast to  U.S.  firms, their average product of labor fell 
during recessions because their  output fell  while  labor remained constant.  
Similarly,  European firms have 30% less employment volatility over time than 
do U.S.  firms, at least in part because many European firms that fire workers 
are subject to  a  tax (Veracierto,  2008) .  Consequently,  with other factors held 
constant in the short run,  recessions might be  more damaging to  the profit 
of a  Japanese or European firm than to the profit of a  comparable U.S.  firm.  
However,  retaining good  workers over short-run downturns might be a good 
long-run policy.

M05_PERL7879_02_SE_C05. indd   1 51 21 /1 1 /1 5   1 2:35 am



152 ChaPTeR 5   Production

SUMMaRY

1 . Production Functions.  A production function 
summarizes how a firm combines inputs such as 
labor,  capital,  and materials  to  produce output 
using the current state of knowledge about tech-
nology and management.  A production function 
shows how much output can be produced effi-
ciently from various levels of inputs.  A firm pro-
duces efficiently if it cannot produce its  current 
level of output with less of any one input, holding 
other inputs constant.

2.  Short-Run Production.  A firm can vary all 
its  inputs in the long run but only some of them 
in the short run.  In the short run,  a  firm cannot 
adjust the quantity of some inputs, such as capi-
tal.  The firm varies its output in the short run by 
adjusting its  variable inputs, such as labor.  If all 
factors are fixed except labor,  and a firm that was 
using very little labor increases its  use of labor, its 
output may rise  more than in proportion to  the 
increase in labor because of greater specialization 
of workers.  Eventually, however, as more workers 
are hired, the workers get in each other s way or 
must wait to share equipment, so output increases 
by smaller and smaller amounts.  This latter phe-
nomenon is  described by the  law of diminish-
ing marginal returns:  The marginal product of 
an inputthe extra output from the last unit of 
inputeventually decreases as more of that input 
is  used, holding other inputs fixed.

3.  Long-Run Production.  In the long run, when 
all inputs are variable, firms can substitute between 
inputs.  An isoquant shows the combinations of 
inputs that can produce a given level of output.  
The marginal rate of technical substitution is the 
absolute value of the slope of the isoquant and 
indicates how easily the firm can substitute one 
factor of production for another.  Usually, the more 
of one input the firm uses, the more difficult it is to 
substitute that input for another input.  That is, the 
marginal rate of technical substitution diminishes 
as the firm uses more of an input.

4.  Re turns to Scale .  When a firm increases all 
inputs in proportion and its  output increases by 
the same proportion,  the production process is 
said to exhibit constant returns to scale.  If output 
increases less than in proportion to the increase 
in inputs,  the production process has decreasing 
returns to scale; if it increases more than in pro-
portion, it has increasing returns to scale.  All three 
types of returns to scale are common.  Many pro-
duction processes exhibit first increasing, then con-
stant, and finally decreasing returns to scale as the 
size of the firm increases.

5.  Innovation.  Using process innovation or organi-
zational innovations, firms achieve technical pro-
gress:  They can produce more output than before 
with the same inputs.  This  technical progress 
changes the production function.

QU eS T I On S

All exercises  are available on  MyEconLab;  * = answer at  the back of this  book.

1 .  Production Functions

 1 .1  What are the main types of capital, labor, and mate-
rials used to produce licorice?

 *1 .2 Suppose that for the function q = f(L,K),  if L = 3 
and K = 5 then q = 10.  Is it possible that L = 3 and 
K = 6 also yields q = 10 for this production func-
tion? Why or why not?

 1 .3 Consider Boeing (a producer of jet aircraft), General 
Mills (a producer of breakfast cereals), and Wacky 
Jacks (which claims to be the largest U.S.  provider 
of singing telegrams).  For which of these firms is the 
short run  the longest period of time? For which is the 
long run the shortest?  Explain.

2.  Short-Run Production

 *2.1  If each extra worker produces an additional unit of 
output, how do the total product of labor, average 
product of labor, and marginal product of labor vary 
with labor? Plot these curves in a graph similar to 
Figure 5.1 .

 2.2 Each extra worker produces an additional unit of out-
put up to six workers.  As more workers are added, no 
additional output is produced.  Draw the total product 
of labor, average product of labor, and marginal prod-
uct of labor curves in a graph similar to Figure 5.1.

 *2.3 Suppose that the production function is q = L0.75K0.25.  
(Hint:  See Q&A 5.1 .)
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a.  What is the average product of labor, holding 
capital fixed at K?

b.  What is the marginal product of labor?

c.  How is the marginal product of labor related to 
the average product of labor?

 2.4 In the short run,  a  firm cannot vary its  capital, 
K = 2, but can vary its labor, L.  It produces output 
q.  Explain why the firm will or will not experience 
diminishing marginal returns to labor in the short 
run if its production function is

a.  q = 10L + K.

b.  q = L0.5K0.5.

 2.5 Based on the information in the Mini-Case Malthus 
and the Green Revolution how did the average prod-
uct of labor in food production change over time?

3.  Long-Run Production 

 3.1  Why must isoquants be thin?

 3.2 Using the information given in Table 5.2, draw the 
isoquant corresponding to an output level of 20.  
Starting from L = 4 and K = 1,  how much extra 
capital is needed to keep output constant if the labor 
is reduced by one unit to L = 3?  How much extra 
capital is needed to keep output constant if labor is 
reduced by one more unit to L = 2?

 *3.3 To produce a recorded DVD, q = 1,  a firm uses one 
blank disk, D = 1,  and the services of a recording 
machine, M = 1,  for one hour.  (Hint:  See Q&A 5.2.)

a.  Draw the isoquants for this production function 
and explain its shape.

b.  What is the MRTS  at each point along the iso-
quant corresponding to q = 100?

c.  Draw the total product, average product, and 
marginal product of labor curves for this pro-
duction function.  Use  two diagrams,  as  in 
 Figure 5.1 .

 3.4 The production function at Ginkos Copy Shop is 
q = 1,000 * min(L,  3K),  where q  is  the number of 
copies per hour, L  is  the number of workers, and K 
is  the number of copy machines.  As an example, if 
L = 4 and K = 1,  then the minimum of L  and 3K,  
min(L,  3K) = 3, and q = 3,000.

a.  Draw the isoquants for this production function.

b.  Draw the total product, average product, and 
marginal product of labor curves for this pro-
duction function for some fixed level of capital.

 3.5 Using the figure in the Mini-Case A Semiconductor 
Isoquant,  show that as the firm employs additional 
fixed-proportion technologies, the firms overall iso-
quant approaches a smooth curve similar to that in 
panel c of Figure 5.3.

 *3.6 A laundry cleans white clothes using the produc-
tion function q = B + 2G,  where B  is  the number of 
cups of Clorox bleach, G  is  the number of cups of a 
generic bleach that is half as potent, and q  is  the bas-
ketfuls of clothes that are cleaned.  Draw an isoquant 
for one basketful of clothes.  What is  the marginal 
product of B? What is the marginal rate of technical 
substitution at each point on an isoquant?

 *3.7 At L = 4, K = 4, the marginal product of labor is 2 
and the marginal product of capital is 3.  What is the 
marginal rate of technical substitution (MRTS)?

4.  Returns to Scale

 4.1  To speed relief to isolated South Asian communi-
ties  that were devastated by the December 2004 
tsunami, the U.S.  government doubled the number 
of Navy helicopters supporting the relief operation 
from 45 to  90 in early 2005.  The Navy admiral in 
charge indicated that doubling the number of heli-
copters would provide close to  twice as  much 
relief.   Identify the outputs and inputs and describe 
the production process.  Is the admiral discussing a 
production process with nearly constant returns to 
scale, or is  he referring to another property of the 
production process?

 *4.2 The production function for the automotive and 
parts  industry is  q = L0.27K0.16M0.61,  where M  is  
energy and materials (based on Klein, 2003).  What 
kind of returns to scale does this production function 
exhibit?  What is the marginal product of materials?

 4.3 Under what conditions do the following production 
functions exhibit decreasing, constant, or increasing 
returns to scale? (Hint:  See Q&A 5.3.)

a.  q = L + K.

b.  q = L + LK + K.

 4.4 A production function has  the  property that 
f(xL,  xK) = x2f(L,  K)  for any positive value of x.  
What kind of returns to scale does this production 
function exhibit?  If the firm doubles L  and K,  show 
that the marginal product of labor and the marginal 
product of capital also double.

 *4.5 Show in a diagram that a production function can 
have diminishing marginal returns to a factor and 
constant returns to scale.

 4.6 Is  it possible  that a  firms  production function 
exhibits  increasing returns to  scale while exhibit-
ing diminishing marginal productivity of each 
of its  inputs?  To answer this  question,  calculate 
the marginal productivities of capital and labor 
for the production of Crocs using the production 
q = ALK = 21.5L0.85K0.50  given in the Mini-Case 
Returns to Scale for Crocs.
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154 ChaPTeR 5   Production

 *4.7 The  BlackBerry production function discussed 
in the  text is  q = 2.83L1 .52K0.82,  where  L  is  labor 
and K  is  capital.  Epple  et al.  (2010)  estimated 
that the production function for U.S.  housing is 
q = 1.38L0.144M0.856,  where  L  is  land and M  is  an 
aggregate  of all  other mobile,  nonland factors, 
which we call materials.  Haskel and Sadun (2012)  
estimated the production function for U.K.  super-
markets is  q = L0.23K0.10M0.66,  where L  is  labor,  K  is  
capital,  and M  is  materials.  Do each of these pro-
duction functions  have decreasing,  constant,  or 
increasing returns to scale?

 4.8 Michelles business produces ceramic cups using 
labor, clay, and a kiln.  She produces cups using a 
fixed proportion of labor and clay, but regardless 
of how many cups she produces, she uses only one 
kiln.  She can manufacture 25 cups a day with one 
worker and 35 with two workers.  Does her produc-
tion process illustrate decreasing returns  to  scale  or 
a diminishing marginal product of labor?  What is the 
likely explanation for why output doesnt increase 
proportionately with the number of workers?

 4.9  Does it follow that because we observe that the aver-
age product of labor is  higher for Firm 1  than for 
Firm 2, Firm 1  is more productive in the sense that 
it can produce more output from a given amount of 
inputs? Why?

5.  Innovation

 5.1  In the past twenty years USB flash memory sticks 
have replaced older floppy disks that could be used 
to move information from one computer to another.  
Over that same time period major corporations have 
adopted flatter  organizational structures,  with 
fewer layers of middle management.  Also, fracking  
technology has greatly increased the amount of oil 
and natural gas than can be obtained from shale.  
Which of these innovations is a new product innova-
tion, which is a process innovation, and which is an 
organizational innovation? Explain.

 *5.2 Firm 1  and Firm 2 use the same type of production 
function, but Firm 1  is only 90% as productive as 
Firm 2.  That is, the production function of Firm 2 is 
q2 = f(L,  K),  and the production function of Firm 1  
is q1 = 0.9f(L,  K).  At a particular level of inputs, how 
does the marginal product of labor differ between 
the firms?

 5.3  In a  manufacturing plant,  workers use a  special-
ized machine to produce belts.  A new labor-saving 

machine is introduced.  With the new machine, the 
firm uses fewer workers to produce the same num-
ber of belts as it did using the old machine.  In the 
long run, both labor and capital (the machine)  are 
variable.  From what you know, what is the effect of 
this invention on the APL  ,  MPL  ,  and returns to scale? 
If you require more information to answer this ques-
tion, specify what you need to know.

 5.4 Until  the  mid-eighteenth century when spin-
ning became mechanized,  cotton was  an expen-
sive  and relatively unimportant textile  (Virginia 
 Postrel,  What Separates  Rich Nations from Poor 
Nations?  New York Times ,  January 1 ,  2004).  Where 
it  used to  take  a  hand-spinner 50,000  hours  to 
hand-spin 1 00  pounds of cotton,  an operator of 
a  1760s-era hand-operated cotton mule-spinning 
machine could  produce 1 00  pounds of stronger 
thread in 300  hours.  When the  self-acting mule 
spinner  automated  the  process  after  1 825,  the 
time dropped to  1 35  hours,  and cotton became 
an inexpensive,  common cloth.  In a  figure,  show 
how these process innovations affected isoquants.  
Explain briefly.

6.  Manage rial Problem

 6.1  If a firm lays off workers during a recession, how 
will the firms marginal product of labor change? 
(Hint:  See Figure 5.1 .)

 *6.2 During recessions, U.S.  firms lay off a larger propor-
tion of their workers than Japanese firms do.  (It has 
been claimed that Japanese firms continue to pro-
duce at high levels and store the output or sell it at 
relatively low prices during the recession.)  Assum-
ing that the production function remains unchanged 
over a period that is long enough to include many 
recessions and expansions, would you expect the 
average product of labor to be higher in Japan or 
the United States? Why?

7.  MyEconLab Spreadsheet Exercises9

 7.1  Labor, L,  and capital, K,  are the only inputs in each 
of the following production functions:

a.  q1 = (L + K)2.

b.  q2 = (2L + 2K)2.

c.  q3 = (20 + 2L + 2K)2.

  For each production function, use a spreadsheet to 
find the output associated with the following out-
put combinations:  L = 2, K = 2; L = 4, K = 4; and 

9The spreadsheet exercises in this chapter are based largely on the work of Satyajit Ghosh, in cooperation with the authors.  
The answers are available on MyEconLab .
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L = 8, K = 8.  Determine whether each production 
function exhibits increasing returns to scale, decreas-
ing returns to scale, constant returns to scale, or vari-
able returns to scale over this range.

 7.2 The Green Revolution (see the Mini-Case Malthus 
and the Green Revolution)  was based in part on 
extensive  experimentation.  The  following data 
illustrates the relationship between nitrogen ferti-
lizer (in pounds of nitrogen)  and the output of a 
particular type of wheat (in bushels) .  Each obser-
vation is  based on one acre of land and all other 
relevant inputs to production (such as water, labor, 
and capital)  are held constant.  The fertilizer levels 
are 20,  40,  60,  80,  100,  120,  140,  and 160,  and the 
associated output levels  are 47,  86,  107,  131 ,  136, 
148, 149, and 142.

a.  Use Excel to estimate the short-run production 
function showing the relationship between fer-
tilizer input and output.  (Hint:  As described in 
Chapter 3,  use the Trendline option to regress 
output on fertilizer input.  Try a linear function 
and try a  quadratic  function and determine 
which function fits the data better.)

b.  Does fertilizer exhibit the law of diminishing 
marginal returns?  What is the largest amount 
of fertilizer that should ever be used, even if 
it is free?

 7.3 Summit Farms hires  unskilled daily workers  to 
pick strawberries in their fields.  Output depends 
on the number of workers and on random factors 
such as weather.  Summit Farms wishes to estimate 
its short run production function and has collected 
the following data over 15 days on the number of 
workers,  L  and output,  q,  measured in pounds of 
strawberries.

Question 7.3

Day 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

L 5 7 8 6 6 8 10 11 12 9 10 10 8 7 8

q 250 385 442 331 324 442 500 478 432 490 480 494 317 399 448

a.  Using Excels Regression tool to estimate a pro-
duction function of the form q = aL2 + bL3 for 
Summit Farms.  (Hint:  This  production func-
tion implies that output is  zero when L = 0.  
Therefore, you should set the constant term in 
the regression to zero, which is an option in the 
Regression tool.

b.  Use the estimated function and Excels charting 
tool to plot the estimated total product, average 
product of labor and marginal product of labor 
curves.  (Hint:  See Figure 5.1 .)
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Lea rn i n g  Ob jec t i ve s

An  economist is  a  person  who,  when  invited to  give  a  talk at a  banquet,  te lls  the  audience 

Theres no  such  thing as a  free  lunch. 

1 .  Show how to make managerial  decisions using the opportunity cost concept.

2.  Draw marginal  cost,  average cost,  and  other cost curves.

3.  Determine how to choose inputs to minimize the cost of producing a  given quantity.

4.  Predict how experience-based learning reduces costs.

5.  Determine when it pays to produce two goods simultaneously.

Costs6

The manager of a  semiconductor manufacturing firm,  who can choose from many 

different production technologies,  must determine whether to use the same tech-

nology in  its foreign plant that it uses in  its domestic plant.  U.S.  semiconductor manu-

facturing firms have been  moving much of their production  abroad  since 1 961 ,  

when Fairchild  Semiconductor built a  plant in  Hong Kong.  According to the Semi-

conductor Industry Association,  worldwide semiconductor sales from the Americas 

dropped from 66% in  1 976 to 34% in  1 998,  and to 1 7% in  

201 1 ,  and  then rose sl ightly to 21 % in  early 201 5.

Semiconductor firms moved their production abroad 

because of lower taxes,  lower labor costs,  and capital  

grant benefits.  Capital  grants are funds provided  by 

a  foreign government to firms to induce them to pro-

duce in  that country.  Such grants can reduce the cost 

of owning and operating an overseas semiconductor 

fabrication facil ity by as much as 25%,  compared to the 

costs of running a  U .S.-based plant.  However,  in  201 2,  

China,  Thailand,  and other Asian countries substantial ly 

raised their minimum wages,  which reduces the incen-

tive of U .S.  firms to move production to those locations.

The semiconductor manufacturer can  produce a  

chip using  either sophisticated  equipment and  rela-

tively few workers or many workers and  less complex 

equipment.  In  the United States,  firms use a  relatively capital-intensive technology,  

because doing so minimizes their cost of producing a  given level  of output.  Wil l  that 

same technology be cost minimizing if they move their production abroad?

Technology 

Choice at Home 

Versus Abroad

Manage r ia l  
P rob l em
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1576.1  The Nature of Costs

A 
firm uses a two-step procedure to determine the most efficient way to pro-
duce a certain amount of output.  First, the firm determines which production 
processes are technically efficient  so that it can produce the desired level of 

output without any wasted or unnecessary inputs.  As we saw in Chapter 5, the firm 
uses engineering and other information to determine its production function, which 
summarizes the many technically efficient production processes available.  A firms 
production function shows the maximum output that can be produced with any 
specified combination of inputs  or factors of production,  such as labor, capital, energy, 
and materials.

The firms second step  is  to  pick from these technically efficient production 
processes the one that is  also economically efficient,  minimizing the cost of pro-
ducing a specified output level.1  To determine which process minimizes its  cost of 
production, the firm uses information about the production function and the cost 
of inputs.

Managers and economists need to understand the relationship between costs of 
inputs and production to determine the least costly way to produce.  By minimizing 
the cost of producing a given level of output, a firm can increase its profit.

In  this chapter,  

we examine five 

main topics

Ma in  Top ic s
1 .  The  Nature  of Costs:  A good  manager considers  foregone a l ternative 

opportunities  for any action.

2.  Short-Run Costs:  To minimize costs in  the short run,  the firm adjusts its  variable 

factors of production (such as labor) ,  but cannot adjust its fixed factors (such 

as capital) .

3.  Long-Run Costs:  In  the long run,  al l  inputs are variable because the firm has 

the time to adjust a l l  its  factors of production.

4.  The Learning Curve:  A firm might be able to lower its  costs of production over 

time as its workers and  managers learn  from experience about how best to 

produce a  particular product.

5.  The Costs of Producing Multiple Goods:  I f the firm produces several  goods 

simultaneously,  the cost of each  may depend  on  the quantities of a l l  the 

goods produced.

1Similarly, economically efficient production implies that the quantity of output is maximized for 
any given level of cost.

6.1  The Nature of Costs

Too caustic?  To  hell with  the  costs,  we ll make the  picture  anyway.   

Samuel  Goldwyn

Making sound managerial decisions about investment and production requires 
information about the associated costs.  Some cost information is provided in legally 
required financial accounting statements.  However, such statements do not provide 
sufficient cost information for good decision making.  Financial accounting state-
ments correctly measure costs for tax purposes and to meet other legal requirements, 
but good managerial decisions require a different perspective on costs.
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To produce a particular amount of output, a firm incurs costs for the required 
inputs such as labor, capital, energy, and materials.  A firms manager (or accountant)  
determines the cost of labor, energy, and materials by multiplying the price of the 
factor times the number of units used.  If workers earn $20 per hour and the firm 
hires 100 hours of labor per day, then the firms cost of labor is +20 * 100 = +2,000 
per day.  The manager can easily calculate these explicit costs,  which are its direct, 
out-of-pocket payments for inputs to its  production process during a given time 
period.  While calculating explicit costs is  straightforward, some costs are implicit 
in that they reflect only a foregone opportunity rather than explicit,  current expen-
diture.  Properly taking account of foregone opportunities requires particularly care-
ful attention when dealing with durable capital goods, as past expenditures for an 
input may be irrelevant to current cost calculations if that input has no current, 
alternative use.

Opportunity Costs
A fundamental principle of managerial decision making is that managers should 
focus on opportunity costs.  The opportunity cost  of a resource is the value of the best 
alternative use of that resource.  Explicit costs are opportunity costs.  If a firm pur-
chases an input in a market and uses that input immediately, the inputs opportunity 
cost is the amount the firm pays for it,  the market price.  After all,  if the firm did not 
use the input in its production process, its best alternative would be to sell the input 
to someone else at the market price.  The opportunity cost concept is particularly 
useful when the firm uses an input that it cannot purchase in a market or that was 
purchased in a market in the past.

An important example of such an opportunity cost is the value of a manager s 
time.  For example, Maoyong owns and manages a firm.  He pays himself only a small 
monthly salary of $1 ,000 because he also receives the firms profit.  However, Mao-
yong could work for another firm and earn $11,000 a month.  Thus, the opportunity 
cost of his time is $11 ,000from his best alternative use of his timenot the $1 ,000 
he actually pays himself.

A financial statement may not include such an opportunity cost, but Maoyong 
needs to take account of this opportunity cost to make decisions that maximize his 
profit.  Suppose that the explicit cost of operating his firm is $40,000, including the 
rent for work space, the cost of materials, the wage payments to an employee, and 
the $1 ,000 a month he pays himself.  The full, opportunity cost of the firm is $50,000, 
which includes the extra $10,000 in opportunity cost for Maoyongs time beyond the 
$1 ,000 that he already pays himself.  If his firms revenue is $49,000 per month and 
he considers only his explicit costs of $40,000, it appears that his firm makes a profit 
of $9,000.  In contrast, if he takes account of the full opportunity cost of $50,000, his 
firm incurs a loss of $1 ,000.

Another example of an opportunity cost is  captured in the well-known phrase 
Theres no such thing as a free lunch. Suppose your parents come to town and offer 
to take you to lunch.  Although they pay the explicit costthe restaurants tabfor 
the lunch, you still incur the opportunity cost of your time.  No doubt the best alter-
native use of your time is studying this textbook, but you could also consider work-
ing at a job for a wage or surfing the Internet as possible alternatives.  In considering 
whether to accept the free lunch, you need to compare this true opportunity cost 
against the benefit of dining with your parents.
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Costs of Durable Inputs
Determining the opportunity cost of capital such as land, buildings, or equipment is 
more complex than calculating the cost of inputs that are bought and used in the same 
period such as labor services, energy, or materials.  Capital is a durable good:  a prod-
uct that is usable for a long period, perhaps for many years.  Two problems may arise 
in measuring the cost of a firms capital.  The first is how to allocate the initial purchase 
cost over time.  The second is what to do if the value of the capital changes over time.

Min i - Ca se During major economic downturns, do applications to MBA programs fall, hold 
steady, or take off like tech stocks during the first Internet bubble? Knowledge 
of opportunity costs helps us answer this question.

The biggest cost of attending an MBA program is often the opportunity cost 
of giving up a well-paying job.  Someone who leaves a job  paying $6,000 per 
month to attend an MBA program is,  in effect,  incurring a $6,000 per month 
opportunity cost, in addition to the tuition and cost of textbooks (though this 
one is well worth the money).

Thus, it is not surprising that MBA applications rise in bad economic times 
when outside opportunities decline.  People thinking of going back to school 
face a reduced opportunity cost of entering an MBA program if they think they 
might be laid off or might not be promoted during an economic downturn.  As 
Stacey Kole, deputy dean for the MBA program at the University of Chicagos 
Graduate School of Business, observed, When theres a go-go economy, fewer 
people decide to go back to school.  When things go south, the opportunity cost 
of leaving work is lower.

In 2008, when U.S.  unemployment rose sharply and the economy was in poor 
shape, the number of people seeking admission to MBA programs rose sharply.  
The number of applicants to MBA programs for the class of 20082009 increased 
over the previous year by 79% in the United States, 77% in the United Kingdom, 
and 69% in other European programs.  Applicants increased substantially for 
20092010 as well as in Canada and Europe.  However, as economic conditions 
improved, global applications were unchanged in 2010, fell slightly in 2011, and 
remained low through 2014.

The Opportunity 

Cost of an MBA

Q&A  6 . 1
Merediths firm has sent her to a conference for managers and paid her registra-
tion fee.  Included in the registration fee is free admission to a class on how to price 
derivative securities, such as options.  She is considering attending, but her most 
attractive alternative opportunity is to attend a talk given at the same time by War-
ren Buffett on his investment strategies.  She would be willing to pay $100 to hear 
his talk, and the cost of a ticket is $40.  Given that attending either talk involves no 
other costs, what is Merediths opportunity cost of attending the derivatives talk?

Answer To determine her opportunity cost,  determine the benefit that Meredith would 
forego by attending the derivatives class.  Because she incurs no additional fee to attend 
the derivatives talk, Merediths opportunity cost is the foregone benefit of hearing 
the Buffett speech.  Because she values hearing the Buffett speech at $100, but only 
has to pay $40, her net benefit from hearing that talk is +60 (=  +100 - +40).  Thus, 
her opportunity cost of attending the derivatives talk is $60.
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We can avoid these two measurement problems if capital is  rented instead of 
purchased.  For example, suppose a firm can rent a small pick-up truck for $400 a 
month or buy it outright for $20,000.  If the firm rents the truck, the rental payment 
is the relevant opportunity cost per month.  The truck is rented month by month, so 
the firm does not have to worry about how to allocate the purchase cost of a truck 
over time.  Moreover, the rental rate would adjust if the cost of trucks changes over 
time.  Thus, if the firm can rent capital for short periods of time, it calculates the cost 
of this capital in the same way that it calculates the cost of nondurable inputs such 
as labor services or materials.

The firm faces a more complicated problem in determining the opportunity cost 
of the truck if it purchases the truck.  The firms accountant may expense  the trucks 
purchase price by treating the full $20,000 as a cost when the truck is purchased, or 
the accountant may amortize  the cost by spreading the $20,000 over the life of the 
truck, following rules set by an accounting organization or by a relevant government 
authority such as the Internal Revenue Service (IRS).

A manager who wants to make sound decisions about operating the truck does 
not expense or amortize the truck using such rules.  The firms opportunity cost of 
using the truck is the amount that the firm would earn if it rented the truck to others.  
Thus, even though the firm owns the truck, the manager should view the opportu-
nity cost of this capital good as a rent per time period.  If the value of an older truck 
is less than that of a newer one, the rental rate for the truck falls over time.

If no rental market for trucks exists, we must determine the opportunity cost 
in another way.  Suppose that the firm has two choices:  It can choose not to buy 
the truck and keep  the trucks purchase price of $20,000, or it can use the truck 
for a  year and sell it for $17,000 at the end of the year.  If the firm did not pur-
chase the truck, it would deposit the $20,000 in a bank account that pays, for exam-
ple, 2% per year, earning $400 in interest and therefore having $20,400 at the end 
of the year.  Thus, the opportunity cost of capital of using the truck for a  year is 
+20,400 - +17,000 = +3,400.2 This $3,400 opportunity cost equals the depreciation 
of the truck of +3,000 (=  +20,000 - +17,000)  plus the $400 in foregone interest that 
the firm could have earned over the year if the firm had invested the $20,000.

The value of trucks, machines, and other equipment declines over time, leading 
to declining rental values and therefore to declining opportunity costs.  In contrast, 
the value of some land, buildings, and other forms of capital may rise over time.  To 
maximize its economic profit, a firm must properly measure the opportunity cost of 
a piece of capital even if its value rises over time.  If a beauty parlor buys a building 
when similar buildings in that area rent for $1 ,000 per month, then the opportunity 
cost of using the building is $1,000 a month.  If land values rise causing rents in the 
area to rise to $2,000 per month, the beauty parlor s opportunity cost of its building 
rises to $2,000 per month.

Sunk Costs

An opportunity cost is not always easy to observe but should always be taken into 
account in deciding how much to produce.  In contrast, even though a sunk costa 
past expenditure that cannot be recoveredis easily observed, it is not relevant to 
a manager when deciding how much to produce now.  If an expenditure is sunk, it 

2The firm would also pay for gasoline, insurance, and other operating costs, but these items would 
all be expensed as operating costs and would not appear in the firms accounts as capital costs.
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is not an opportunity cost.  Nonetheless, a cost paid for a specialized input should 
still be deducted from income before paying taxes even if that cost is sunk, and must 
therefore appear in financial accounts.

If a  firm buys a forklift for $25,000 and can resell it for the same price,  then the 
expenditure is  not sunk, and the opportunity cost of using the forklift is  $25,000.  If 
instead the firm buys a specialized piece of equipment for $25,000 and cannot resell 
it,  then the original expenditure is  a  sunk costit cannot be recovered.  Because 
this equipment has no alternative useit cannot be resoldits opportunity cost 
is  zero, and hence should not be included in the firms current cost calculations.  
If the specialized equipment that originally cost $25,000 can be resold for $10,000, 
then only $15,000 of the original expenditure is  sunk, and the opportunity cost is 
$10,000.

A manager should ignore sunk costs when making current decisions.  To see why, 
consider a firm that paid $300,000 for a parcel of land for which the market value 
has fallen to $200,000, which is the lands current opportunity cost.  The $100,000 
difference between the $300,000 purchase price and the current market value 
of $200,000 is  a sunk cost that has already been incurred and cannot be recov-
ered.  The land is worth $240,000 to the firm if it builds a plant on this parcel.  Is 
it worth carrying out production on this land or should the land be sold for its 
market value of $200,000? A manager who uses the original purchase price in the 
decision-making process would falsely conclude that using the land for produc-
tion will result in a $60,000 loss:  the value of using the land of $240,000 minus 
the purchase price of $300,000.  Instead, the firm should use the land because it is 
worth $40,000 more as a production facility than the firms next best alternative 
of selling the land for $200,000.  Thus, the firm should use the lands opportunity 
cost in making its decisions and ignore the lands sunk cost.  In short, theres no 
use crying over spilt milk.

Ignoring Sunk 

Costs

Manager ia l  
I mp l i ca t i on

6.2 Short-Run Costs

When making short-run and long-run production and investment decisions, manag-
ers must take the relevant costs into account.  As noted in Chapter 5, the short run is 
the period over which some inputs, such as labor, can be varied while other inputs, 
such as capital, are fixed.  In contrast, in the long run, the firm can vary all its inputs.  
For simplicity in our graphs, we concentrate on firms that use only two inputs, labor 
and capital.  We focus on the case in which labor is  the only variable input in the 
short run, and both labor and capital are variable in the long run.  However, we can 
generalize our analysis to examine a firm that uses any number of inputs.

We start by examining various measures of cost and cost curves that can be used 
to analyze costs in both the short run and the long run.  Then we show how the 
shapes of the short-run cost curves are related to the firms production function.

Common Measures of Cost
All firms use the same basic cost measures for making both short-run and long-run 
decisions.  The measures should be based on inputs opportunity costs.
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Fixe d Cost,  Variable  Cost,  and Total Cost.  A fixed cost (F)  is a cost that 
does not vary with the level of output.  Fixed costs, which include expenditures on 
land, office space, production facilities, and other overhead  expenses, cannot be avoided 
by reducing output and must be incurred as long as the firm stays in business.

Fixed costs are often sunk costs, but not always.  For example, a restaurant rents 
space for $2,000 per month on a month-to-month lease.  This rent does not vary 
with the number of meals served (its output level), so it is a fixed cost.  Because the 
restaurant has already paid this months rent, this fixed cost is a sunk cost:  the res-
taurant cannot get the $2,000 back even if it goes out of business.  Next month, if the 
restaurant stays open, it will have to pay the fixed, $2,000 rent.  If the restaurant has 
a month-to-month rental agreement, next months fixed cost of $2,000 is an avoid-
able cost,  not a sunk cost.  The restaurant can shut down, cancel its rental agreement, 
and avoid paying this fixed cost.  Therefore, in planning for next month, the restau-
rant should treat the $2,000 rent as a fixed cost but not as a sunk cost.  The $2,000 
per month rent is a fixed cost in both the short run (this month)  and the long run.  
 However, it is a sunk cost only in the short run.

A variable cost (VC)  is  a cost that changes as the 
quantity of output changes.  Variable costs are the 
costs of variable inputs,  which are inputs that the firm 
can adjust to alter its output level, such as labor and 
materials.

A firms cost  or total cost (C) , is the sum of a firms 
variable cost and fixed cost:

C = VC + F.

Because variable costs change as the output level 
changes, so does total cost.  For example, in Table 6.1 , 
if the fixed cost is  F = +48 and the firm produces 
5  units of output, its variable cost is VC = +100, so 
its total cost is C = +48 + +100 = +148.

Ave rage  Cost.  Firms use three average cost 
measures corresponding to fixed, variable, and total 
costs.  The average fixed cost (AFC)  is  the fixed cost 

divided by the units of output produced:  AFC = F/q.  The average fixed cost falls as 
output rises because the fixed cost is spread over more units.  The average fixed cost 
falls from $48 for 1  unit of output to $4 for 12 units of output in Table 6.1 .

The average variable cost (AVC),  or variable cost per unit of output, is the variable 
cost divided by the units of output produced:  AVC = VC/q.  Because the variable 
cost increases with output, the average variable cost may either increase or decrease 
as output rises.  In Table 6.1 , the average variable cost is $25 at 1  unit, falls until it 
reaches a minimum of $20 at 6 units, and then rises.

The average cost (AC)or average total costis the total cost divided by the units 
of output produced:  AC = C/q.  Because total cost is C = VC + F,  if we divide both 
sides of the equation by q,  we find that average cost is the sum of the average fixed 
cost and the average variable cost:

 AC =

C

q
=

F

q
+

VC

q
= AFC + AVC.  

In Table 6.1 , AFC  falls with output and AVC  eventually rises with output.  Average 
cost, the sum of AFC  and AVC,  falls until output is 8 units and then rises.
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Marginal Cost.  A firms marginal cost (MC)  is the amount by which a firms cost 
changes if the firm produces one more unit of output.  The marginal cost is

 MC =

C

q
,  

where C  is  the change in cost when the change in output, q,  is 1  unit in Table 6.1 .  
If the firm increases its output from 2 to 3 units (q = 1),  its total cost rises from $94 
to $114 so C = +20.  Thus its marginal cost is C/q = +20/1 = +20.

Because only variable cost changes with output, marginal cost also equals the 
change in variable cost from a one-unit increase in output:

 MC =

VC

q
.  

As the firm increases  output from 2  to  3  units,  its  variable cost increases by 
VC = +20 = +66 - +46, so its marginal cost is MC = VC/q = +20/1 = +20.  
A firm takes account of its marginal cost curve to decide whether it pays to change 
its output level.

Calculating 

Marginal Cost

Using  Calculus
Using calculus, we may alternatively define the marginal cost as MC = dC/dq,  
which is the rate of change of cost as we make an infinitesimally small change in out-
put.  Because C = VC + F,  it follows that MC = dVC/dq + dF/dq = dVC/dq,  
because fixed costs do not change as output changes:  dF/dq = 0.

For example,  suppose that the variable  cost is  VC = 4q + 6q2  and the 
fixed cost is  F = 10,  so the total cost is  C = VC + F = 4q + 6q2 + 10.  Using 
the variable cost,  the marginal cost is  dVC/dq = d(4q + 6q2)/dq = 4 + 12q.  
We get the  same expression for  marginal  cost if we use the  total  cost:  
dC/dq = d(4q + 6q2 + 10)/dq = 4 + 12q.

Output, q
Fixed 
Cost, F

Variable 
Cost, VC

Total 
Cost, C

Marginal 
Cost, MC

Average Fixed 
Cost, AFC F/q

Average Variable 
Cost, AVC VC/q

Average Cost, 
AC C/q

0 48 0 48

1 48 25 73 25 48 25 73

2 48 46 94 21 24 23 47

3 48 66 114 20 16 22 38

4 48 82 130 16 12 20.5 32.5

5 48 100 148 18 9.6 20 29.6

6 48 120 168 20 8 20 28

7 48 141 189 21 6.9 20.1 27

8 48 168 216 27 6 21 27

9 48 198 246 30 5.3 22 27.3

10 48 230 278 32 4.8 23 27.8

11 48 272 320 42 4.4 24.7 29.1

12 48 321 369 49 4 26.8 30.8

TAB Le  6 . 1  How Cost Varie s with Output
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Cost Curve s

We illustrate the relationship  between output and the various cost measures in 
 Figure 6.1 .  Panel a shows the variable cost, fixed cost, and total cost curves that cor-
respond to Table 6.1 .  The fixed cost, which does not vary with output, is a horizontal 
line at $48.  The variable cost curve is zero at zero units of output and rises with 
output.  The total cost curve, which is the vertical sum of the variable cost curve and 
the fixed cost line, is $48 higher than the variable cost curve at every output level, so 
the variable cost and total cost curves are parallel.

F I GU Re  6 . 1  Cost Curve s

(a)  Because the tota l  cost d if-
fers from the variable cost by the 
fixed cost,  F,  of $48,  the total  cost 
curve,  C,  is parallel  to the variable 
cost curve,  VC.
(b)  The marginal  cost curve,  MC,  
cuts the average variable cost,  
AVC ,  and  average cost,  AC ,  
curves  at their min imums.  The 
height of the AC  curve at point a  
equals the slope of the l ine from 
the origin  to the cost curve at A .  
The height of the AVC  at b  equals 
the  s lope of the l ine  from the 
 origin  to the variable cost curve 
at B.  The height of the marginal  
cost is  the slope of either the C  or 
VC  curve at that quantity.
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1656.2 Short-Run Costs

3The average cost of the first two units is 47.  If we add a third unit with a marginal cost of 20, the 
new average can be calculated by adding the average values of the first two units plus the marginal 
cost of the third unit and dividing by 3:  (47 + 47 + 20)/3 = 38.  Thus, if we add a marginal cost 
that is less than the old average cost, the new average cost must fall.

Panel b shows the average fixed cost, average variable cost, average cost, and mar-
ginal cost curves.  The average fixed cost curve falls as output increases.  It approaches 
zero as output gets large because the fixed cost is spread over many units of output.  
The average cost curve is the vertical sum of the average fixed cost and average 
variable cost curves.  For example, at 6 units of output, the average variable cost is 
20 and the average fixed cost is 8, so the average (total)  cost is 28.

The relationships between the average and marginal cost curves and the total 
cost curve are similar to  those between the average and marginal product curves 
and the total product curve (as  discussed in Chapter 5) .  The average cost at a 
particular output level is  the slope of a  line from the origin to  the correspond-
ing point on the total cost curve.  The slope of that line is  the rise (the cost at that 
output level)  divided by the run (the output level),  which is  the definition of the 
average cost.  In panel a,  the slope of the line from the origin to point A  is  the aver-
age cost for 8  units of output.  The height of the cost curve at A  is  216,  so the slope 
is  216/8 = 27,  which is  the height of the average cost curve at the corresponding 
point a  in panel b.

Similarly, the average variable cost is the slope of a line from the origin to a point 
on the variable cost curve.  The slope of the thin black line from the origin to B  in 
panel a is 20 (the height of the variable cost curve, 120, divided by the number of 
units of output, 6), which is also the height of the average variable cost curve at 6 
units of output, point b  in panel b.

The marginal cost is the slope of either the cost curve or the variable cost curve 
at a given output level.  Because the total cost and variable cost curves are parallel, 
they have the same slope at any given output.  The difference between total cost and 
variable cost is fixed cost, which does not affect marginal cost.

The thin black line from the origin is tangent to the cost curve at A  in panel a.  
Thus, the slope of the thin black line equals both the average cost and the marginal 
cost at point a  (8  units of output).  This equality occurs at the corresponding point a  
in panel b, where the marginal cost curve intersects the average cost.

Where the marginal cost curve is below the average cost, the average cost curve 
declines with output.  Table 6.1  shows that the average cost of producing the first two 
units is 47.  Because this average cost for 2 units is greater than the marginal cost of 
the third unit, 20, the average cost for 3  units falls to 38.3 Where the marginal cost 
is above the average cost, the average cost curve rises with output.  At 8 units, the 
marginal cost equals the average cost (at point a  in panel b, the minimum point of 
the average cost curve), so the average is unchanging.

Because the thin black line from the origin through point B  in panel a is tangent 
to the variable cost curve at B,  the marginal cost equals the average variable cost at 
the corresponding point b  in panel b.  Again, where marginal cost is above average 
variable cost, the average variable cost curve rises with output; where marginal cost 
is  below average variable cost, the average variable cost curve falls with output.  
Because the average cost curve is above the average variable cost curve everywhere 
and the marginal cost curve is rising where it crosses both average curves, the mini-
mum of the average variable cost curve, b,  is at a lower output level than the mini-
mum of the average cost curve, a.
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Production Functions and the  Shape s  
of Cost Curve s
The production function determines the shape of a firms cost curves.  The produc-
tion function shows the amount of inputs needed to produce a given level of output 
(Chapter 5).  The firm calculates its variable cost by multiplying the quantity of each 
input by its price and summing the costs of the variable inputs.

In this section, we focus on cost curves in the short run.  If a firm produces output 
using capital and labor, and its capital is fixed in the short run, the firms variable 
cost is its cost of labor.  Its labor cost is the wage per hour, w,  times the number of 
hours of labor, L,  employed by the firm:  VC = wL.

In the short run, when the firms capital is fixed, the only way the firm can increase 
its output is to use more labor.  If the firm increases its labor enough, it reaches the 
point of diminishing marginal returns to labor,  at which each extra worker increases 
output by a smaller amount.  We can use this information about the relationship 
between labor and outputthe production functionto determine the shape of the 
variable cost curve and its related curves.

The  Variable  Cost Curve .  If input prices are constant, the firms production 
function determines the shape of the variable cost curve.  We illustrate this relationship 
in Figure 6.2.  The firm faces a constant input price for labor, the wage, of $10 per hour.

The total product of labor curve in Figure 6.2 shows the firms short-run pro-
duction function relationship between output and labor when capital is held fixed.  
At point a,  the firm uses 5  hours of labor to produce 1  unit of output.  At point b,  

F I GU Re  6 . 2  Variable  Cost and Total  Product

The firm s short-run variable cost curve and  its total  
product curve have the same shape.  The tota l  
product curve uses the horizontal  axis,  measuring 

hours of work.  The variable cost curve uses the hori-
zontal  axis,  measuring labor cost,  which is  the only 
variable cost.
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it takes 20 hours of labor to produce 5  units of output.  Here, output increases more 
than in proportion to labor:  Output rises 5  times when labor increases 4 times.  In 
contrast, as the firm moves from b  to c,  output increases less than in proportion to 
labor.  Output doubles to 10 as a result of increasing labor from 20 to 46an increase 
of 2.3 times.  The movement from c  to d  results in an even smaller increase in output 
relative to labor.  This flattening of the total product curve at higher levels of labor 
reflects diminishing marginal returns to labor.

This curve shows both the production relation of output to labor and the variable 
cost relation of output to cost.  Because each hour of work costs the firm $10, we can 
relabel the horizontal axis in Figure 6.2 to show the firms variable cost, its cost of 
labor.  To produce 5  units of output takes 20 hours of labor, so the firms variable cost 
is $200.  By using the variable cost labels on the horizontal axis, the total product of 
labor curve becomes the variable cost curve.

As output increases, the variable cost increases more than proportionally due to 
the diminishing marginal returns.  Because the production function determines the 
shape of the variable cost curve, it also determines the shape of the marginal, aver-
age variable, and average cost curves.  We now examine the shape of each of these 
cost curves in detail, because when making decisions, managers rely more on these 
per-unit cost measures than on total variable cost.

The Marginal Cost Curve.  The marginal cost is the change in variable cost as 
output increases by one unit:  MC = VC/ q.  In the short run, capital is fixed, so 
the only way the firm can produce more output is to use extra labor.  The extra labor 
required to produce one more unit of output is L/ q.  The extra labor costs the firm 
w  per unit, so the firms cost rises by w( L/ q) .  As a result, the firms marginal cost is

 MC =

VC

q
= w  

L

q
.  

The marginal cost equals the wage times the extra labor necessary to produce one 
more unit of output.  To increase output by one unit from 5 to 6 units takes 4 extra 
hours of work in Figure 6.2.  If the wage is $10 per hour, the marginal cost is $40.

How do we know how much extra labor we need to produce one more unit of 
output? That information comes from the production function.  The marginal product 
of laborthe amount of extra output produced by another unit of labor, holding 
other inputs fixedis MPL = q/ L.  Thus, the extra labor we need to produce one 
more unit of output, L/ q,  is 1/MPL,  so the firms marginal cost is

  MC =

w

MPL
.  (6.1 )

Equation 6.1  says that the marginal cost equals the wage divided by the marginal 
product of labor.  If the firm is producing 5 units of output, it takes 4 extra hours of 
labor to produce 1  more unit of output in Figure 6.2, so the marginal product of an 
hour of labor is 14  unit of output.  Given a wage of $10 an hour, the marginal cost of 
the sixth unit is $10 divided by 14,  or $40.

Equation 6.1  shows that the marginal product of labor and marginal cost move in 
opposite directions as output changes.  At low levels of labor, the marginal product of 
labor commonly rises with additional labor because extra workers help the original 
workers and they can collectively make better use of the firms equipment.  As the 
marginal product of labor rises, the marginal cost falls.

Eventually, however, as the number of workers increases, workers must share 
the fixed amount of equipment and may get in each other s way.  As more workers 
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are added, the marginal product of each additional worker begins to fall and the 
marginal cost of each additional unit of product rises.  As a result, the marginal cost 
curve slopes upward because of diminishing marginal returns to labor.  Thus, the 
marginal cost first falls and then rises.

The  Ave rage  Cost Curve s.  Because they determine the shape of the variable 
cost curve, diminishing marginal returns to labor also determine the shape of the 
average variable cost curve.  The average variable cost is the variable cost divided 
by output:  AVC = VC/q.  For the firm weve been examining, whose only variable 
input is labor, variable cost is wL,  so average variable cost is

 AVC =

VC

q
=

wL

q
.  

Because the average product of labor, APL  ,  is q/L,  average variable cost is the wage 
divided by the average product of labor:

  AVC =

w

APL
.  (6.2)

In Figure 6.2, at 6 units of output, the average product of labor is 14  (=  q/L = 6/24),  
so the average variable cost is $40, which is the wage, $10, divided by the average 
product of labor, 14.

With a constant wage, the average variable cost moves in the opposite direction 
of the average product of labor in Equation 6.2.  As we discussed in Chapter 5, the 
average product of labor tends to rise and then fall, so the average cost tends to fall 
and then rise, as in panel b  of Figure 6.1 .

The average cost curve is the vertical sum of the average variable cost curve and the 
average fixed cost curve, as in panel b of Figure 6.1.  If the average variable cost curve is 
U-shaped, adding the strictly falling average fixed cost makes the average cost fall more 
steeply than the average variable cost curve at low output levels.  At high output levels, 
the average cost and average variable cost curves differ by ever smaller amounts, as the 
average fixed cost, F/q,  approaches zero.  Thus, the average cost curve is also U-shaped.

Calculating 

Cost Curve s

Using  Calculus
If we know the production function for a  product (Chapter 5)  and the factor 
prices, we can use math to derive the various cost functions.  Based on the esti-
mates of Flath (2011), the Cobb-Douglas production function of a typical Japanese 
beer manufacturer (Chapter 5)  is

q = 1 .52L0.6K0.4,

where labor,  L,  is  measured in hours,  K  is  the 
number of units of capital,  and q  is  the amount 
of output.

We assume that the firms capital is  fixed at 
K = 100 units in the short run.  If the rental rate of 
a unit of capital is $8, the fixed cost, F,  is $800, and 
the average fixed cost is

AFC = F/q = 800/q,

which falls as output increases.
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We can use the production function to 
derive the variable cost.  Given that capi-
tal is fixed in the short run, the short-run 
production function is solely a function of 
labor:

q = 1 .52L0.61000.4 9.59L0.6.

Rearranging this expression, we can write 
the number of workers, L,  needed to pro-
duce q  units of output as a function solely 
of output:

 L(q) = a

q

9.59
b

1
0.6

= a
1

9.59
b

1 .67

q1 .67

               0.023q1 .67.  (6.3)

Now that we know how labor and out-
put are related, we can calculate variable 

cost directly.  The only variable input is  labor, so if the wage is $24, the firms 
variable cost is

  VC(q) = wL(q) = 24L(q).  (6.4)

Substituting for L(q)  using Equation 6.3 into the variable cost Equation 6.4, we 
see how variable cost varies with output:

 VC(q) = 24L(q) = 24(0.023q1 .67) 0.55q1 .67.  (6.5)

Using this expression for variable cost, we can construct the other cost measures.
To obtain the equation for marginal cost as a function of output, we differenti-

ate the variable cost, VC(q),  with respect to output:

MC(q) =
dVC(q)

dq

d(0.55q1 .67)

dq
= 1 .67 * 0.55q0.67 0.92q0.67.

We can also calculate total cost, C = F + VC,  average cost, AC = C/q,  and aver-
age variable cost, AVC = VC/q  using algebra.  The figure plots the beer firms 
AFC,  AVC,  AC,  and MC  curves.
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Short-Run Cost Summary
We use cost curves to illustrate three cost level conceptstotal cost, fixed cost, and 
variable costand four cost-per-unit cost conceptsaverage cost, average fixed cost, 
average variable cost, and marginal cost.  Understanding the shapes of these curves 
and the relationships among them is crucial to the analysis of firm behavior in the 
rest of this book.  Fortunately, we can derive most of what we need to know about the 
shapes and the relationships between the short-run curves using four basic concepts:

1.  In the short run, the cost associated with inputs that cannot be adjusted is fixed, 
while the cost from inputs that can be adjusted is variable.

2.  Given that input prices are constant, the shapes of the variable cost and the cost-
per-unit curves are determined by the production function.
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3.  Where a variable input exhibits diminishing marginal returns, the variable cost 
and cost curves become relatively steep as output increases, so the average cost, 
average variable cost, and marginal cost curves rise with output.

4.  Because of the relationship between marginal values and average values, both the 
average cost and average variable cost curves fall when marginal cost is below 
them and rise when marginal cost is above them. Thus, the marginal cost cuts both 
these average cost curves at their minimum points.

6.3 Long-Run Costs
In the long run, the firm adjusts all its inputs so that its cost of production is as low 
as possible.  The firm can change its plant size, design and build new machines, and 
otherwise adjust inputs that were fixed in the short run.

Although firms may incur fixed costs in the long run, these fixed costs are avoidable  
(rather than sunk, as they are in the short run).  The rent of F  per month that a restaurant 
pays is a fixed cost because it does not vary with the number of meals (output)  served.  
In the short run, this fixed cost is sunk:  The firm must pay F  even if the restaurant does 
not operate.  In the long run, this fixed cost is avoidable because the restaurant need not 
renew its rental agreement.  The firm does not have to pay this rent if it shuts down.  
This cost is still a fixed cost, even in the long run, but it is not sunk in the long run.

To simplify our long-run analysis, we use examples with no long-run fixed costs 
(F = 0).  Consequently, average cost and average variable cost are identical.

To produce a given quantity of output at minimum cost, our firm uses informa-
tion about its production function and the price of labor and capital.  In the long run 
when capital is variable, the firm chooses how much labor and capital to use; in the 
short run when capital is fixed, the firm chooses only how much labor to use.  As a 
consequence, the firms long-run cost of production is lower than its short-run cost 
if it has to use the wrong level of capital in the short run.  In this section, we show 
how a firm picks the cost-minimizing combination of inputs in the long run.

Min i - Ca se A construction company traditionally views workers earnings as a variable cost, 
and the capital that the firm ownsparticularly heavy equipment such as bull-
dozersas a fixed cost.  The sharing economy is changing that.

When Platinum Pipeline Inc. ,  a firm that installs water and sewer lines, won 
a new job, it needed a third bulldozer.  Rather than buy one, the firms president, 
Manuel de Freitas, merely called up an app on his phone and found a Caterpil-
lar D6T dozer that he could rent for two months at $7,500 a month.  The rental 
firm, Yard Club Inc., finds idle heavy equipment and rents itmuch like Airbnb 
Inc.  does with spare bedrooms.  Often, rental companies own this equipment.

Renting construction equipment is  catching on.  In 2014, rental companies 
owned 54% of U.S.  construction equipment,  up  from 40% a decade earlier.  
According to one forecast, the share could top 60% within the next 5  to 10 years.

If construction companies can rely on renting heavy equipment rather than 
owning it,  all their inputs are variable.  As a result,  they will face no distinction 
between the short run and the long run.

Short Run Ve rsus 

Long Run in  the  

Sharing economy
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Input Choice
A firm can produce a given level of output using many different technically efficient  com-
binations of inputs, as summarized by an isoquant (Chapter 5).  From among the techni-
cally efficient combinations of inputs that can be used to produce a given level of output, 
a firm wants to choose that bundle of inputs with the lowest cost of production, which 
is the economically efficient  combination of inputs.  To do so, the firm combines informa-
tion about technology from the isoquant with information about the cost of production.

The  Isocost Line .  The cost of producing a given level of output depends on the 
price of labor and capital.  The firm hires L  hours of labor services at a constant wage 
of w  per hour, so its labor cost is wL.  The firm rents K hours of machine services at a 
constant rental rate of r  per hour, so its capital cost is rK.  (If the firm owns the capital, 
r is the implicit rental rate.)  The firms total cost is the sum of its labor and capital costs:

  C = wL + rK.  (6.6)

A firm can hire as much labor and capital as it wants at these constant input prices 
from competitive labor and capital markets.

The firm can use many combinations of labor and capital that cost the same 
amount.  Suppose that the wage rate, w,  is $10 an hour and the rental rate of capital, r,  
is $20.  Five of the many combinations of labor and capital that the firm can use that 
cost $200 are listed in Table 6.2.  These combinations of labor and capital are plot-
ted on an isocost line,  which represents all the combinations of inputs that have 
the same (iso-)  total cost.  Figure 6.3 shows three isocost lines.  The $200 isocost line 
represents all the combinations of labor and capital that the firm can buy for $200, 
including the combinations a  through e  in Table 6.2.

Along an isocost line, cost is fixed at a particular level, C,  so by setting cost at C  
in Equation 6.6, we can write the equation for the C  isocost line as

 C = wL + rK.  

Using algebra, we can rewrite this equation to show how much capital the firm can 
buy if it spends a total of C  and purchases L  units of labor:

  K =

C

r
-

w

r
 L.  (6.7)

By substituting C = +200, w = +10, and r = +20 in Equation 6.7, we find that the 
$200 isocost line is K = 10 -

1
2  L.  We can use Equation 6.7 to derive three properties 

of isocost lines.

TAB Le  6 . 2  Bundle s of Labor and Capital  That Cost the  Firm $200

Bundle Labor, L Capital, K

Labor Cost, 

wL  $10L

Capital Cost, 

rK  $20K

Total Cost, 

wL rK

a 20 0 $200 $0 $200

b 14 3 $140 $60 $200

c 10 5 $100 $100 $200

d 6 7 $60 $140 $200

e 0 10 $0 $200 $200

M06_PERL7879_02_SE_C06. indd   1 71 21 /1 1 /1 5   2:35 am



172 CHAPTeR 6   Costs

First, the points at which the isocost lines hit the capital and labor axes depend 
on the firms cost, C,  and on the input prices.  The C  isocost line intersects the capital 
axis where the firm is using only capital.  Setting L = 0 in Equation 6.7, we find that 
the firm buys K = C/r  units of capital.  In Figure 6.3, the $200 isocost line intersects 
the capital axis at +200/ +20 = 10 units of capital.  Similarly, the intersection of the 
isocost line with the labor axis is at C/w,  which is the amount of labor the firm hires 
if it uses only labor.  In the figure, the intersection of the $200 isocost line with the 
labor axis occurs at L = 20, where K = 10 -

1
2 * 20 = 0.

Second, isocost lines that are farther from the origin have higher costs than those 
closer to the origin.  Because the isocost lines intersect the capital axis at C/r  and 
the labor axis at C/w,  an increase in the cost shifts these intersections with the axes 
proportionately outward.  The $100 isocost line hits the capital axis at 5  and the labor 
axis at 10, whereas the $200 isocost line intersects at 10 and 20.

Third, the slope of each isocost line is  the same.  From Equation 6.7, if the firm 
increases labor by L,  it must decrease capital by

 K = -
w

r
L.  

Dividing both sides of this expression by L,  we find that the slope of an isocost line, 
K/ L,  is -w/r.  Thus, the slope of the isocost line depends on the relative prices of 

the inputs.  The slope of the isocost lines in the figure is -w/r = - +10/ +20 = -
1
2.  

If the firm uses two more units of labor, L = 2, it must reduce capital by one unit, 

K
, 
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f 
c
a
p
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a
l 
p
e
r 
y
e
a
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a

b

d

e

c

$300 isocost$200 isocost$1 00 isocost

$200

$1 0
= 20

$300

$1 0
= 30

$1 00

$1 0
= 1 0

$200

$20
1 0 =

$1 00

$20
5 =

$300

$20
1 5 =

L,  Units of labor per year

F I GU Re  6 . 3  A Family of Isocost Line s

An isocost l ine shows al l  the combinations of labor 
and  capital  that cost the firm the same amount.  
The greater the tota l  cost,  the farther from the 
orig in  the isocost l ies.  Al l  the isocosts  have the 
same slope,  -w/r = -

1
2 .  The slope shows the rate 

at which  the firm can substitute capital  for labor 
holding total  cost constant:  For each extra  unit of 
capital  it uses,  the firm must use two fewer units of 
labor to hold  its  cost constant.
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K = -

1
2  L = -1, to keep its total cost constant.  Because all isocost lines are based 

on the same relative prices, they all have the same slope, so they are parallel.
The isocost line plays a similar role in the firms decision making as the budget 

line does in consumer decision making.  Both an isocost line and a budget line are 
straight lines whose slopes depend on relative prices.  However, they differ in an 
important way.  The consumer has a single budget line that depends on the con-
sumer s income.  The firm faces many isocost lines, each of which corresponds to a 
different level of expenditure the firm might make.  A firm may incur a relatively low 
cost by producing relatively little output with few inputs, or it may incur a relatively 
high cost by producing a relatively large quantity.

Combining Cost and Production Information.  By combining the infor-
mation about costs contained in the isocost lines with information about efficient 
production summarized by an isoquant, a firm chooses the lowest-cost way to pro-
duce a given level of output.  We illustrate how a Japanese beer manufacturer picks 
the combination of labor and capital that minimizes its cost of producing 100 units of 
output.  Figure 6.4 shows the isoquant for 100 units of output (based on the estimates 
of Flath, 2011)  and the isocost lines for which the rental rate of a unit of capital is $8 
per hour and the wage rate is $24 per hour.

The firm minimizes its cost by using the combination of inputs on the isoquant 
that is on the lowest isocost line that touches the isoquant.  The lowest possible iso-
cost line that will allow the beer manufacturer to produce 100 units of output is the 
$2,000 isocost line.  This isocost line touches the isoquant at the bundle of inputs x,  
where the firm uses L = 50 workers and K = 100 units of capital.

How do we know that x  is  the least costly way to produce 100 units of output? 
We need to demonstrate that other practical combinations of input produce less than 
100 units or produce 100 units at greater cost.

F I GU Re  6 . 4  Cost Minimization

The beer manufacturer min i-
mizes its  cost of producing 1 00 
units  of output by producing 
at x  (L = 50 and  K = 1 00) .  This 
cost-minimizing combination of 
inputs is  determined by the tan-
gency between  the  q = 1 00
isoquant and  the  lowest iso-
cost l ine,  $2,000,  that touches 
that isoquant.  At x,  the isocost is  
tangent to the isoquant,  so the 
slope of the isocost,  -w/r = -3,
equa ls  the  s lope  of the  iso-
quant,  which is  the negative of 
the marginal  rate of technical  
substitution.  That is,  the rate at 
which the firm can trade capi-
tal  for labor in  the input markets 
equals the rate at which it can 
substitute  capita l  for labor in  
the production process.
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If the firm spent less than $2,000, it could not produce 100 units of output.  For 
example, each combination of inputs on the $1 ,000 isocost line lies below the iso-
quant, so the firm cannot produce 100 units of output for $1 ,000.

The firm can produce 100 units of output using other combinations of inputs 
beside x; however, using these other bundles of inputs is more expensive.  For example, 
the firm can produce 100 units of output using the combinations y  (L = 24, K = 303)  
or z  (L = 116, K = 27),  but both of these combinations cost the firm $3,000.

At the minimum-cost bundle, x,  the isoquant is  tangent  to the isocost line:  The 
slopes of the isocost and isoquant are equal and the isocost line touches the isoquant 
at only one point.  Suppose that an isocost line hits the isoquant but is not tangent to 
it.  Then the isocost line must cross the isoquant twice, as the $3,000 isocost line does 
at points y  and z.  However, if the isocost line crosses the isoquant twice, then part 
of the isoquant must lie below the isocost line.  Consequently, another lower isocost 
line also touches the isoquant.  Only if the isocost line is tangent to the isoquantso 
that it touches the isoquant only oncecan we conclude that we are on the lowest 
possible isocost line.

At the point of tangency, the slope of the isoquant equals the slope of the isocost.  
As we discussed in Chapter 5, the slope of the isoquant is the firms marginal rate of 
technical substitution,  which tells us how many units of capital the firm can replace 
with an extra unit of labor while holding output constant given its production func-
tion.  The slope of the isocost is the negative of the ratio of the wage to the cost of 
capital, w/r,  the rate at which the firm can trade capital for labor in input markets.  
Thus, at the input bundle where the firm minimizes its cost of producing a given 
level of output, the isoquant is tangent to the isocost line.  Therefore, the firm chooses 
its inputs so that the marginal rate of technical substitution equals the negative of 
the relative input prices:

  MRTS = -

w

r
.  (6.8)

To minimize the cost of producing a given level of output, the firm picks the bundle 
of inputs where the rate at which it can substitute capital for labor in the production 
process, the MRTS ,  exactly equals the rate at which it can trade capital for labor in 
input markets, -w/r.

The formula for the beer manufacturer s  marginal rate of technical substitu-
tion is  -1 .5K/L.  At the minimum-cost input bundle x,  K = 100 and L = 50,  so 
its MRTS  is  -3,  which equals the negative of the ratio of the input prices it faces, 
-w/r = -24/8 = -3.  In contrast, at y,  the isocost cuts the isoquant so the slopes 
are not equal.  At y,  the MRTS  is  -18.9375, which is greater in magnitude than the 
negative of the ratio of the input prices, -3.  Because the slopes are not equal at y,  
the firm can produce the same output at lower cost.  As the figure shows, the cost of 
producing at y  is  $3,000, whereas the cost of producing at x  is only $2,000.

We can interpret the condition in Equation 6.8 in another way.  We showed in 
Chapter 5  that the marginal rate of technical substitution equals the negative of the 
ratio of the marginal product of labor to that of capital:  MRTS = -MPL/MPK.  Thus, 
the cost-minimizing condition in Equation 6.8 (multiplying both sides by -1)  is4

  
MPL
MPK

=

w

r
.   (6.9)

4See Appendix 6A at the end of this chapter for a calculus derivation of this cost-minimizing condition.
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This expression may be rewritten as

  
MPL

w
=

MPK
r

.   (6.10)

Equation 6.10 states the last-dollar rule:  Cost is minimized if inputs are chosen so that the 
last dollar spent on labor adds as much extra output as the last dollar spent on capital.

The beer firms marginal product of labor is MPL = 0.6q/L,  and its marginal prod-
uct of capital is MPK = 0.4q/K. 5 At Bundle x  in Figure 6.4, the beer firms marginal 
product of labor is 1 .2 (=  0.6 * 100/50)  and its marginal product of capital is 0.4.  
The last dollar spent on labor gets the firm

 
MPL
w

=

1 .2

24
= 0.05 

more units of output.  The last dollar spent on capital also gets the firm

 
MPK

r
=

0.4

8
= 0.05 

more units of output.  Thus, spending one more dollar on labor at x  gets the firm as 
much extra output as spending the same amount on capital.  Equation 6.10 holds, so 
the firm is minimizing its cost of producing 100 units of output.

If instead  the  firm uses  more  capital  and  less  labor,  producing at y ,  
i ts  MPL  is  2.5 (=  0.6q/L = 0.6 * 100/24)  and  the  MPK  i s  approximately 
0.13 (  0.4q/K = 0.4 * 100/303).  As a result, the last dollar spent on labor yields 
MPL/w 0.1  more output, whereas the last dollar spent on capital yields only a 
fourth as much extra output, MPK/r 0.017.  At y,  if the firm shifts one dollar from 
capital to labor, the reduction in capital causes output to fall by 0.017 units.  Offsetting 
that reduction, the increase in labor causes output to increase by 0.1  units.  Thus, the 
net gain is 0.083 units of output at the same cost.  The firm should shift even more 
resources from capital to laborwhich increases the marginal product of capital 
and decreases the marginal product of laboruntil the firm is operating with the 
capital-labor bundle x,  where Equation 6.10 holds and the last dollar spent on labor 
increases output just as much as the last dollar spent on capital.

To summarize, a manager can use three equivalent rules to pick the lowest-cost 
combination of inputs to produce a given level of output when isoquants are smooth:  
the lowest-isocost rule,  the tangency rule (Equation 6.9),  and the last-dollar rule 
(Equation 6.10).

5Because the beer manufacturer s  production function is q = 1.52L0.6K0.4,  the marginal product 
of labor is  MPL = 0q/0L = (0.6)1 .52L(0.6 - 1)K0.4

= 0.6q/L,  and the marginal product of capital is 
MPK = 0q/0K = (0.4)1 .52L0.6K(0.4 - 1)

= 0.4q/K.

How should a manager minimize cost if the manager does not know the firms 
production function? The manager should use the last-dollar rule to determine 
the cost-minimizing combination of inputs through trial and error.  The manager 
should experiment by adjusting each input slightly, holding other inputs con-
stant, to learn how production and cost change, and then use that information 
to choose a cost-minimizing bundle of inputs.  (That is,  managers dont draw 
isoquants and isocost lines to make decisions; instead, they use the insights from 
such an analysis to obtain the last-dollar rule.)

Cost Minimization 

by Trial  and error

Manag e r i a l  
I mp l i ca t i on
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F I GU Re  6 . 5  effe ct of a  Change  in  Factor Price

Originally,  the wage was $24 and  
the rental  rate of capital  was $8,  so 
the lowest isocost l ine ($2,000)  was 
tangent to the q = 1 00 isoquant 
at x(L = 50,  K = 1 00) .  When  the 
wage fel l  to  $8,  the isocost l ines 
became flatter:  Labor became 
relatively less expensive than cap-
ita l .  The slope of the isocost l ines 
fa l ls  from -w/r = -24/8 = -3 to 
-8/8 = - 1 .  The new lowest iso-
cost l ine  ($1 ,032)  is  tangent at 
v  (L = 77,  K = 52) .  Th u s ,  when 
the wage fal ls,  the firm uses more 
labor and less capital  to produce 
a  given  level  of output,  and  the 
cost of production falls from $2,000 
to $1 ,032.

Factor Price  Change s.  Once the beer manufacturer determines the lowest-
cost combination of inputs to produce a given level of output, it uses that method as 
long as the input prices remain constant.  How should the firm change its behavior 
if the cost of one of the factors changes? Suppose that the wage falls from $24 to $8 
but the rental rate of capital stays constant at $8.

The firm minimizes its new cost by substituting away from the now relatively 
more expensive input, capital, toward the input whose price has fallen, labor.  The 
change in the wage does not affect technological efficiency, so it does not affect 
the isoquant in Figure 6.5.  However, because of the wage decrease, the new iso-
cost lines have a flatter slope, -w/r = -8/8 = -1,  than the original isocost lines, 
-w/r = -24/8 = -3.

The relatively steep original isocost line is  tangent to the 100-unit isoquant at 
Bundle x  (L = 50, K = 100).  The new, flatter isocost line is tangent to the isoquant at 
Bundle v  (L = 77, K = 52).  Thus, the firm uses more labor and less capital as labor 
becomes relatively less expensive.  Moreover, the firms cost of producing 100 units 
falls from $2,000 to $1 ,032 because of the fall in the wage.  This example illustrates 
that a change in the relative prices of inputs affects the mix of inputs that a firm uses.

Min i - Ca se To start a childrens pajama business, Philip Chigos and Mary Domenico designed 
their products, chose fabrics, and searched for low-cost workers in China or 
Mexico from an office in the basement below their San Francisco apartment.  
Increasingly, such mom-and-pop operations are sending their clothing, jewelry, 
and programming work to Sri Lanka, China, India, Mexico, and Eastern Europe.

A firm outsources  if it retains others to  provide services that the firm had 
previously performed itself.  Firms have always used outsourcing.  For example, 
a  restaurant buys goods such as  butter and flour or finished products such 
as bread and pies from other firms or contracts with another firm to provide 

The  Inte rne t and 

Outsourcing
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cleaning services.  A profit-maximizing firm outsources if others can produce 
a good or service for less than the firms own cost.  Though all domestic firms 
face the same factor prices, some firms can produce at lower cost than others 
because they specialize in a good or service.

Many news outlets and politicians have been wringing their hands about 
outsourcing to other countries.  The different factor prices that foreign firms face 
may allow them to produce at lower cost.

In the past, most small firms could not practically outsource to other countries 
because of the high transaction costs of finding partners abroad and communi-
cating with them.  Now they can use the Internet and other communication tech-
nologiessuch as e-mail, fax, and phoneto inexpensively communicate with 
foreign factories, transmit images and design specifications, and track inventory.

Mr.  Chigos used the Internet to find potential Chinese and Mexican manufac-
turers for the pajamas that Ms.  Domenico designed.  Hiring foreign workers is 
crucial to their nascent enterprise.  Mr.  Chigos claims, Wed love it to say Made 
in the U.S.A.  and use American textiles  and production.  However, if they 
did so, their cost would rise four to ten times, and We didnt want to sell our 
pajamas for $120.  One result of easy access to cheap manufacturing, he said, is 
that more American entrepreneurs may be able to turn an idea into a product.

The would-be pajama tycoons plan to outsource to U.S.  firms as well.  They 
will use a Richmond, California, freight management company to receive the 
shipments, check the merchandises quality, and ship it to customers.  They will 
market their clothes on the Internet and through boutique retailers.  Indeed, 
their business will be entirely virtual:  They have no manufacturing plant, store-
front, or warehouse.  As Mr.  Chigos notes, With the technology available today, 
well never touch the product.

Thus, lower communication costs have made foreign outsourcing feasible 
by lowering transaction costs.  Ultimately, however, such outsourcing occurs 
because the costs of outsourced activities are lower abroad.

If relative factor prices (and hence slopes of isocost lines)  are different abroad 
than at home, the manager of a firm with smooth isoquants should use a dif-
ferent factor mix when producing abroad, as Figure 6.5  illustrates.  However, 
Q&A 6.2 shows that if all foreign prices for capital and labor are proportionally 
lower than domestic prices so that relative factor prices are the same, the firm 
should use the same technology as at home.

Q&A  6 . 2 
If a firm manufactures at home, it faces input prices for labor and capital of w  
and r  and produces q  units of output using L  units of labor and K units of capital.  
Abroad, the wage and cost of capital are both half as much as at home.  If the firm 
manufactures abroad, will it change the amount of labor and capital it uses to 
produce q? What happens to its cost of producing quantity q?

Answer

1.  Determine whether the change in  factor prices  affects  the slopes of the isoquant or the 
isocost lines .  The change in input prices does not affect the isoquant, which 
depends only on technology (the production function).  Moreover, cutting both 
the input prices in half does not affect the slope of the isocost lines.  The original 
slope was -w/r,  and the new slope is - (w/2)/(r/2) = -w/r.

MyEconLab Q&A
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2. Using a rule for cost minimization, determine whether the firm changes its input mix.  A 
firm minimizes its cost by producing where its isoquant is tangent to the lowest 
possible isocost line.  That is, the firm produces where the slope of its isoquant, 
MRTS, equals the slope of its isocost line, -w/r.  Because the slopes of the isoquant 
and the isocost lines are unchanged after input prices are cut in half, the firm con-
tinues to produce using the same amount of labor, L, and capital, K, as originally.

3. Calculate the original cost and the new cost and compare them.  The firms original 
cost of producing q  units of output was wL + rK = C.  Its new cost of producing 
the same amount of output is (w/2)L + (r/2)K = C/2.  Thus, its cost of produc-
ing q  falls by half when the input prices are halved.  The isocost lines have the 
same slope as before, but the cost associated with each isocost line is halved.

The  Shape s of Long-Run Cost Curve s
The shapes of the long-run average cost and marginal cost curves depend on 
the shape of the long-run total cost curve.  The long-run cost curve in panel a of 
Figure 6.6 corresponds to the long-run average and marginal cost curves in panel b.  

F I GU Re  6 . 6  Long-Run Cost Curve s

(a)  The long-run cost curve rises less rapidly than 
output at output levels below q* and more  rapidly 
at higher output levels.
(b)  As  a  consequence,  the marginal  cost and  
average cost curves are U-shaped.  The marginal  
cost crosses the average cost at its  min imum 
at q*.
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1796.3 Long-Run Costs

The long-run cost curve of this firm rises less than in proportion to increases in out-
put at outputs below q* and then rises more rapidly.  The corresponding long-run 
average cost curve first falls and then rises.

The explanation for why the long-run average cost curve is U-shaped differs from 
the explanation for why the short-run average cost curves are U-shaped.  A key rea-
son why the short-run average cost is initially downward sloping is that the average 
fixed cost curve is downward sloping:  Spreading the fixed cost over more units of 
output lowers the average fixed cost per unit.  In the long run, fixed costs are less 
important than in the short run, and may be absent altogether, as we have assumed 
in this section.  Therefore, we cannot rely on fixed costs to explain the initial down-
ward slope of the long-run average cost curve.

A major reason why the short-run average cost curve slopes upward at higher 
levels of output is diminishing marginal returns.  In the long run, however, all factors 
can be increased, so diminishing marginal returns do not explain the upward slope 
of a long-run average cost curve.

As with the short-run curves, the shape of the long-run curves is determined by 
the production function relationship between output and inputs.  In the long run, 
returns to scale play a major role in determining the shape of the average cost curve 
and other cost curves.

A cost function exhibits economies of scale  if the average cost of production 
falls as output expands.  If input prices are constant, increasing returns to scale is a 
sufficient condition for economies of scale.  If a production function has increasing 
returns to scale, then the corresponding cost function has economies of scale:  Dou-
bling inputs more than doubles output, so average cost falls with higher output.  
However, even with constant input prices, it might be cost effective to use differ-
ent factor proportions (such as using more robots and fewer workers)  as the firm 
increases output.  If so, the cost function might exhibit economies of scale even if the 
production function does not have increasing returns to scale.

If an increase in output has no effect on average cost,  the production process 
has no economies  of scale.  We sometimes refer to such a cost function as exhibiting 
constant costs,  because average cost does not change with output.  Finally,  a  firm 
suffers from diseconomies of scale  if average cost rises when output increases.  To 
illustrate the relationship between returns to scale and long-run average cost,  we 
use the returns-to-scale data in Table 6.3, which shows the cost-minimizing method 
of producing various quantities.  The firm produces one unit of output using a unit 
each of labor and capital.  Given a wage and rental cost of capital of $12 per unit, 
the total cost and average cost of producing this unit are both $24.  Doubling both 
inputs  causes  output to  increase more than in proportion to  3  units,  reflecting 

Output, Q Labor, L Capital, K
Cost, 

C  wL rK
Average Cost, 
AC  C/q

Returns 
to Scale

1 1 1 24 24

3 2 2 48 16 Increasing

6 4 4 96 16 Constant

8 8 8 192 24 Decreasing

 w = r = +12 per unit.

TAB Le  6 . 3  Re turns to Scale  and Long-Run Costs
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180 CHAPTeR 6   Costs

increasing returns to  scale.  Because cost only doubles while output triples,  the 
average cost falls  and the cost function has economies of scale over this range of 
output.

Doubling the inputs again causes output to double as wellconstant returns to 
scaleand average cost remains constant.  Doubling the inputs once more causes 
only a  small increase in outputdecreasing returns to  scaleso average cost 
increases.

Average long-run cost curves can have many different shapes.  Perfectly competi-
tive firms typically have U-shaped average cost curves.  Average cost curves in non-
competitive markets may be U-shaped, L-shaped (average cost at first falls rapidly 
and then levels off as output increases), everywhere downward sloping, or every-
where upward sloping, or they may have other shapes.

Min i - Ca se Google has become a leader in data storage, offering access to what it calls 
Google Cloud Storage.  People access their data from Googles massive data stor-
age devices using the Internet, as though from a cloud in the sky.  By operating 
at a gigantic size and using a new approach, Google is able to lower its average 
cost and achieve economies of scale.

In the past,  a firm would buy as many large hard disk units as it needed.  
Once the firm was buying the largest possible unit, to get more storage it would 
just buy more such hard disk units and its costs would rise in proportion to the 
number of units it needed.

Rather than buying off-the-shelf completed hard-disk units,  Google buys 
raw computer parts in massive quantities, and assembles custom units on open 
racks without unnecessary components such as  individual cases and fans.  
Google automatically backs up data on multiple hard disks.  Thus, when a disk 
fails,  a  worker quickly yanks it out and replaces it with a  new unit without 
spending time on a tedious manual backup.  By sharing cooling and labor costs 
over many units, it lowers its average cost of storing data.

These lower costs that derive from greater economies of scale have allowed 
Google, Amazon, and a few other firms to create a new, disruptive industry.  
These firms provide disk storage with excellent backup in the cloud to indi-
viduals and firms who no longer have to buy relatively expensive, smaller hard 
drives and rely on themselves to backup their data.

economie s of 

Scale  at Google

Q&A  6 . 3
What is the shape of the long-run cost function for a fixed-proportions production 
function (Chapter 5)  in which it takes one unit of labor and one unit of capital to 
produce one unit of output? What is the shape of the average cost curve? Does it 
have economies or diseconomies of scale?

Answe r

1.  Because no substitution  is  possible with a  fixed-proportion  production  function,  
multiply the inputs  (=  the number of units  of output)  by their prices,  and sum 
to  determine total cost.  The long-run cost of producing q  units of output is 
C(q) = wL + rK = wq + rq = (w + r)q.  Cost rises in proportion to output.  
The long-run cost curve is a straight line with a slope of w + r.
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1816.3 Long-Run Costs

Long-Run Ave rage  Cost as the  enve lope  
of Short-Run Ave rage  Cost Curve s
Capital is flexible in the long run but not in the short run.  Therefore, the firm has 
more flexibility in how it produces in the long run than in the short run.  Any com-
bination of inputs the firm uses in the short run, it also could use in the long run.  
However, the firm may be able to use a different combination of inputs to produce 
at lower cost in the long run, when it is able to vary its capital input.  For this reason, 
the long-run average cost is always equal to or below the short-run average cost.

Suppose, initially, that the firm in Figure 6.7 has only three possible plant sizes.  
The firms short-run average cost curve is SRAC1  for the smallest possible plant.  The 
average cost of producing q1  units of output using this plant, point a  on SRAC1,  is 
$10.  If instead the firm used the next larger plant size, its cost of producing q1  units of 
output, point b  on SRAC2,  would be $12.  Thus, if the firm knows that it will produce 
only q1  units of output, it minimizes its average cost by using the smaller plant size.  
If it expects to be producing q2,  its average cost is lower on the SRAC2 curve, point e,  
than on the SRAC1  curve, point d.

2.  Divide the total cost function by q  to  get the average cost function .  The average 
cost function is AC(q) = C(q)/q = [(w + r)q]/q = w + r.  Because the average 
cost for any quantity is w + r,  the average cost curve is a horizontal straight 
line at w + r.  Moreover, because the average cost does not change when the 
quantity of output changes, the cost function does not have either economies 
or diseconomies of scale.
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F I GU Re  6 . 7   Long-Run Ave rage  Cost as the  enve lope  of Short-Run Ave rage  

Cost Curve s

I f the firm has only three possible plant sizes with  
short-run average costs SRAC 1 ,   SRAC2,  and SRAC3,  
the long-run average cost curve is  the solid,  scal-
loped portion of the three short-run curves.  LRAC  is  

the smooth and U-shaped long-run average cost 
curve if the firm has many possible short-run aver-
age cost curves.

MyEconLab Video
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182 CHAPTeR 6   Costs

In the long run, the firm chooses the plant size that minimizes its cost of pro-
duction, so it picks the plant size that has the lowest average cost for each possible 
output level.  It opts for the small plant size at q1,  whereas it uses the medium plant 
size at q2.  Thus, the long-run average cost curve is the solid, scalloped section of the 
three short-run cost curves.

If many possible plant sizes are possible, the long-run average curve, LRAC,  is 
smooth and U-shaped.  The LRAC  includes one point from each possible short-run 
average cost curve.  This point, however, is not necessarily the minimum point of a 
short-run curve.  For example, the LRAC  includes a  on SRAC1  and not its minimum 
point, c.  A small plant operating at minimum average cost cannot produce at as low 
an average cost as a slightly larger plant that is taking advantage of economies of 
scale.

Min i - Ca se Here we illustrate the relationship between long-run and short-run cost curves 
for our beer manufacturing firm and for oil pipelines.

Beer Manufacturing

The first graph shows the relationship between short-run and long-run aver-
age cost curves for the beer manufacturer.  Because this production function has 
constant returns to scale, doubling both inputs doubles output, so the long-run 

average cost, LRAC,  is  constant.  
If capital is  fixed at 200  units, 
the  firms  short-run average 
cost curve is  SRAC1.  If the firm 
produces 200 units of output, its 
short-run and long-run average 
costs are equal.  At any other out-
put, its short-run average cost is 
higher than its long-run average 
cost.

The short-run marginal cost 
curves,  SRMC1  and SRMC2,  are 
upward sloping and equal the 
corresponding U-shaped short-
run average cost curves, SRAC1  
and SRAC2,  only at their mini-
mum points,  $20.  In contrast, 
because  the  long-run average 
cost is horizontal at $20, the long-
run marginal cost curve, LRMC,  
is  horizontal at $20.  Thus,  the 
long-run marginal cost curve is 
not  the envelope of the short-run 
marginal cost curves.

Long-Run Cost 

Curve s in  Be e r 

Manufacturing 

and Oil  Pipe line s
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1836.4 The Learning Curve

6Graph based on data from Exxon Company, U.S.A., Competition in  the Petroleum Industry,  1975, 
p.  30.

Oil  Pipelines

Oil companies use the information in the second graph6 to choose what size pipe 
to use to deliver oil.  In the figure, the 8  SRAC  curve is the short-run average cost 
curve for a pipe with an 8-inch diameter.  The long-run average cost curve, LRAC,  
is the envelope of all possible short-run average cost curves.  It is more expensive 
to lay larger pipes than smaller ones, so a firm does not want to install unneces-
sarily large pipes.  However, the average cost of sending a substantial quantity 
of oil through a single large pipe is lower than that of sending it through two 
smaller pipes.  For example, as the figure shows, the average cost per barrel of 

sending 200,000 barrels per day 
through two 16-inch pipes  is 
about $50, much more than the 
approximately $30 average cost 
of using a single 26-inch pipe.

Because the company incurs 
large fixed costs in laying miles 
and  miles  of pipelines,  and 
because pipes last for years,  it 
does not vary the size of pipes 
in the short run.  However,  in 
the long run, the oil company 
installs  the ideal pipe size to 
handle its  flow of oil.  Indeed, 
because several oil companies 
often share interstate pipelines 
to take advantage of the large 
economies of scale,  very large 
diameter pipes  are  typically 
installed.
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6.4 The Learning Curve

Average cost may fall over time for three reasons.  First,  operating at a larger scale 
in the long run may lower average cost due to increasing returns to scale (IRS).  
Second, technological progress (Chapter 5)  may increase productivity and thereby 
lower average cost.  Third, a  firm may benefit from learning by doing:  the pro-
ductive skills  and knowledge that workers and managers gain from experience.  
 Workers who are given a new task may perform it slowly the first few times they 
try, but their speed increases with practice.  Managers may learn how to organize 
production more efficiently, discover which workers to assign to particular tasks, 
and determine where more inventories are needed and where they can be reduced.  
Engineers may optimize product designs by experimenting with various produc-
tion methods.  For these and other reasons, the average cost of production tends to 
fall over time, and the effect is  particularly strong with new products.
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184 CHAPTeR 6   Costs

In some firms, learning by doing is a function of the time elapsed since a particular 
product or production process was introduced.  However, more commonly, learning 
is a function of cumulative output:  the total number of units of output produced since 
the product was introduced.  The learning curve  is the relationship between average 
costs and cumulative output.  The learning curve for Intel central processing units 
(CPUs)  in panel a of Figure 6.8 shows that Intels average cost fell very rapidly with 
the first few million units of cumulative output, but then dropped relatively slowly 
with additional units (Salgado, 2008).

If a firm is operating in the economies of scale section of its average cost curve, 
expanding output lowers its cost for two reasons.  Its average cost falls today because 
of economies of scale, and for any given level of output, its average cost is lower in 
the next period due to learning by doing.

In panel b  of Figure 6.8, the firm is producing q1  units of output at point A  on 
average cost curve AC1  in the first period.  We assume that each period is  long 
enough that the firm can vary all factors of production.  If the firm expands its out-
put to q2 in Period 1 ,  its average cost falls to B  because of economies of scale.  The 
learning by doing in Period 1  results in a lower average cost curve, AC2 in period 2.  
If the firm continues to produce q2 units of output in Period 2, its average cost falls 
to b  on AC2.

If instead of expanding output to q2 in Period 1 , the firm expands to q3,  its average 
cost is  even lower in Period 1  (C  on AC1)  due to even greater economies of scale.  
Moreover, its  average cost curve, AC3,  in Period 2 is  even lower due to the extra 
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F I GU Re  6 . 8  Le arning by Doing

(a)  As Intel  produced more cumulative CPUs,  the 
average cost of production  fel l  (Sa lgado,  2008) .  
(b)  In  any one period,  extra  production  reduces 
a  firm s average cost due to economies of scale:  
because q1 6 q2 6 q3,  A  is  h igher than  B,  which 
is  h igher than  C.  Extra  production  in  one period 
reduces average cost in  the future because of 
learning by doing.  To produce q2 this period costs 
B  on  AC 1 ,  but to produce that same output in  the 

next period  would  cost only b  on  AC2.  I f the firm 
produces q3 instead  of q2 in  this  period,  its  aver-
age cost in  the next period is  AC3 instead of AC2 
because of additional  learning  by doing.  Thus,  
extra  output in  this period  lowers the firm s cost in  
two ways:  I t lowers average cost in  this period  due 
to economies of scale and  lowers average cost 
for any given output level  in  the next period due 
to learning by doing.
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1856.5 The Costs of Producing Multiple Goods

Min i - Ca se Learning by doing can substantially reduce the cost of drilling oil wells.  Two 
types of firms work together to drill oil wells.  Oil production companies such 
as  ExxonMobil and Chevron perform the technical design and planning of 
wells to be drilled.  The actual drilling is  performed by drilling companies that 
own and staff drilling rigs.  The time it takes to drill a  well varies across oil 
fields,  which differ in terms of the types of rock covering the oil and the depth 
of the oil.

Kellogg (2011)  found that the more experience a firm hasthe more wells 
that the oil production firm drilled in the field over the past two yearsthe less 
time it takes the firm to drill another well.  His estimated learning curve shows 
that drilling time decreases rapidly at first,  falling by about 15% after the first 
25 wells have been drilled, but that drilling time does not fall much more with 
additional experience.

This decrease in drilling time is  the sum of the benefits from two types of 
experience.  The time it takes to drill a  well falls  as the production company 
drills  (1 )  more wells in the field and (2)  more wells in that field with a particu-
lar drilling company.  The second effect occurs because the two firms learn to 
work better together in a  particular field.  Because neither firm can apply its 
learning with a particular partner to its  work with another partner,  produc-
tion companies  prefer to  continue to  work with the same drilling rig firms 
over time.

The reduction in drilling time from a production firms average stand-alone 
experience over the past two years is  6.4% or 1 .5  fewer days to drill a well.  This 
time savings reduces the cost of drilling a well by about $16,300.  The relation-
ship-specific learning from experience due to working with a drilling company 
for the average duration over two years reduces drilling time per well by 3.8%, 
or about $9,700 per well.  On average, the reduction in drilling time from work-
ing with one rig crew regularly is twice as much as from working with rigs that 
frequently switch from one production firm to another.

Learning by 

Drilling

experience gained from producing more output in Period 1 .  If the firm continues 
to produce q3  in Period 2, its average cost is c  on AC

3.  Thus, all else being the same, 
if learning by doing depends on cumulative output,  firms have an incentive to 
produce more in any one period than they otherwise would to lower their costs in 
the future.

6.5 The Costs of Producing Multiple Goods

If a firm produces two or more goods, the cost of one good may depend on the output 
level of another.  Outputs are linked if a single input is used to produce both of them.  
For example, cattle provide beef and hides (for leather), and petroleum supplies both 
heating fuel and gasoline.  It is less expensive to produce beef and hides together than 
separately.  If the goods are produced together, a single animal yields one unit of beef 
and one hide.  If beef and hides are produced separately (throwing away the unused 
good), the same amount of output requires two animals and more labor.

A cost function exhibits economies of scope  if it is  less expensive to produce 
goods jointly than separately (Panzar and Willig, 1977, 1981).  All else the same, if 
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a firm has such a cost function, it can lower its total cost by producing its products 
together (say at one plant)  rather than separately (at two plants).

A measure of the degree of economies of scope  (SC)  is

SC =

C(q1, 0) + C(0, q2) - C(q1, q2)

C(q1, q2)
,

where C(q1, 0)  is the cost of producing q1  units of the first good by itself, C(0, q2)  is the 
cost of producing q2 units of the second good, and C(q1, q2)  is the cost of producing both 
goods together.  If the cost of producing the two goods separately, C(q1, 0) + C(0, q2),  
is the same as producing them together, C(q1, q2), then SC  is zero.  If it is cheaper to 
produce the goods jointly, SC  is positive.  A production process has diseconomies of scope  
if it is less expensive to produce the two goods separately, so SC  is negative.

Min i - Ca se Empirical studies show that some medical production processes have economies 
of scope, others have none, and some have diseconomies of scope.  Is it cost effec-
tive to separate outpatient and inpatient surgical procedures in a general hos-
pital or should outpatient surgeries be provided separately? Carey et al.  (2015)  
estimate small scope economies (SC = 0.12)  at the median for-profit hospital.

Gonalves and Barros (2013)  examined whether providing auxiliary clini-
cal services in Portuguese hospitals is  cost effective.  They did not find econo-
mies of scope between clinical chemistry service and other medical services, 
so outsourcing that service would not raise costs.  However, in medical imag-
ing, computed tomography exhibits scope economies with most other services, 
which suggests that outsourcing computed tomography would raise the costs 
of producing those other outputs.

Cohen and Morrison Paul (2011 )  found large diseconomies of scope in 
 Washington state hospitals to providing both inpatient and outpatient services 
for drug abuse treatment, so it is  cheaper to provide these services separately.

Medical 

economie s of 

Scope

Te chnology 

Choice  at Home  

Ve rsus Abroad

Manag e r i a l  

S o l u t i on

If a U.S.  semiconductor manufacturing firm shifts production from the firms 
home plant to one abroad, should it use the same mix of inputs as at home? The 
firm may choose to use a different technology because the firms cost of labor 
relative to capital is lower abroad than in the United States.

If the firms isoquant is smooth, the firm uses a different bundle of inputs abroad 
than at home given that the relative factor prices differ (as Figure 6.5 shows).  How-
ever, semiconductor manufacturers have kinked isoquants.  Figure 6.9 shows an 
isoquant for a semiconductor manufacturing firm that we examined in Chapter 5 
in the Mini-Case A Semiconductor Isoquant.  In its U.S.  plant, the semiconduc-
tor manufacturing firm uses a wafer-handling stepper technology because the 
C1  isocost line, which is the lowest isocost line that touches the isoquant, hits the 
isoquant at that technology.

The firms cost of both inputs is less abroad than in the United States, and its 
cost of labor is relatively less than the cost of capital at its foreign plant than at 
its U.S.  plant.  The slope of its isocost line is -w/r,  where w  is the wage and r  is  
the rental cost of the manufacturing equipment.  The smaller w  is  relative to r,  
the less steeply sloped is its isocost curve.  Thus, the firms foreign isocost line is 
flatter than its domestic C1  isocost line.

M06_PERL7879_02_SE_C06. indd   1 86 21 /1 1 /1 5   2:35 am



1876.5 The Costs of Producing Multiple Goods

If the firms isoquant were smooth, the firm would certainly use a  different 
technology at its  foreign plant than in its  home plant.  However,  its  isoquant 
has kinks,  so  a  small change in the relative input prices  does not necessarily 
lead to  a  change in production technology.  The firm could face either the C2 
or C3  isocost curves,  both of which are flatter than the C1  isocost.  If the firm 
faces  the  C2  isocost line,  which is  only slightly flatter than the  C1  isocost, 
the firm still  uses  the capital-intensive wafer-handling stepper technology in 
its  foreign plant.  However,  if the firm faces  the much flatter C3  isocost line, 
which hits  the isoquant at the stepper technology,  it switches technologies.  
(If the isocost line were even flatter,  it could hit the isoquant at the aligner 
technology.)

Even if the wage change is small so that the firms isocost is C2 and the firm 
does not switch technologies abroad, the firms cost will be lower abroad with the 
same technology because C2 is less than C1.  However, if the wage is low enough 
that it can shift to a more labor-intensive technology, its costs will be even lower:  
C

3 is less than C2.
Thus, whether the firm uses a different technology in its foreign plant than 

in its domestic plant turns on the relative factor prices in the two locations and 
whether the firms isoquant is smooth.  If the isoquant is smooth, even a slight 
difference in relative factor prices will induce the firm to shift along the isoquant 
and use a different technology with a different capital-labor ratio.  However, if 
the isoquant has kinks, the firm will use a different technology only if the relative 
factor prices differ substantially.
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F I GU Re  6 . 9  Te chnology Choice

In  the United States,  the semi-
conductor manufacturer pro-
duces using a  wafer-handling 
stepper on  i socost  C 1 .  At 
its  plant abroad,  the wage 
is  lower,  so  it  faces a  flatter 
isocost curve.  I f the wage is  
only s l ightly lower,  so that its  
isocost is  C2,  it  produces the 
same way as at home.  How-
ever,  i f  the  wage is  much 
lower so  that the isocost is  
C

3,  it  switches to  a  stepper 
technology.
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SUMMARy

From all technically efficient production processes, a 
cost-minimizing firm chooses the one that is economi-
cally efficient.  The economically efficient production 
process is the technically efficient process for which the 
cost of producing a given quantity of output is lowest.

1 .  The  Nature  of Costs.  In making decisions 
about production,  managers  need to  take into 
account the opportunity cost of an input, which 
is the value of the inputs best alternative use.  For 
example, if the manager is the owner of the com-
pany and does not receive a salary, the amount that 
the owner could have earned elsewherethe fore-
gone earningsis the opportunity cost of the man-
ager s time and is  relevant in deciding whether 
the firm should produce or not.  A durable goods 
opportunity cost depends on its  current alterna-
tive use.  If the past expenditure for a durable good 
is sunkthat is, it cannot be recoveredthen that 
input has no opportunity cost and the sunk cost 
should not influence current production decisions.

2.  Short-Run Costs.  In the short run, the firm can 
adjust some factors, such as labor, while other fac-
tors, such as capital, are fixed.  Consequently, total 
cost is  the sum of variable costs and fixed costs.  
Average cost is total cost divided by the number 
of units  of output produced.  Similarly,  average 
variable cost is  variable cost divided by output.  
Marginal cost is  the amount by which a  firms 
cost changes if the firm produces one more unit 
of output.  At quantities where the marginal cost 
curve is below the average cost curve, the average 
cost curve is downward sloping.  Where the mar-
ginal cost curve is  above the average cost curve, 
the average cost curve is  upward sloping.  Thus, 
the marginal cost curve cuts the average cost curve 
at its minimum point.  Given that input prices are 
constant, the shapes of the variable cost and the 
cost-per-unit curves are determined by the produc-
tion function.  If labor is the only variable factor in 

the short run, the shape of short-run cost curves 
reflects the marginal product of labor.

3.  Long-Run  Costs.  Over a  long-run planning 
horizon, all inputs can be adjusted.  Therefore all 
costs are avoidable in the long run.  The firm uses 
the combination of inputs that minimizes its cost.  
To produce a given output level, the firm chooses 
the lowest isocost line that touches the relevant 
isoquant, which is tangent to the isoquant.  Equiv-
alently, to minimize cost,  the firm adjusts inputs 
until the last dollar spent on any input increases 
output by as much as the last dollar spent on any 
other input.  If the firm calculates the cost of pro-
ducing every possible output level given current 
input prices,  it knows its  cost function:  Cost is  a 
function of the input prices and the output level.  
If the firms average cost falls as output expands, 
its production process has economies of scale.  If its 
average cost rises as output expands, its produc-
tion process has diseconomies of scale.

4.  The  Le arning  Curve .  A firm that introduces 
a  new product or service often benefits  from 
increased productivity as it gains experience and 
learns how to produce at lower cost,  a  process 
called learning by doing.  Workers who are given 
a  new task will  typically speed up  and make 
fewer mistakes with practice.  The learning curve 
describes the relationship between average cost 
and cumulative output over time.  This curve typi-
cally slopes downward, reflecting the decline in 
cost that arises from learning by doing.

5.  The  Costs of Producing Multiple  Goods.  If 
it is less expensive for a firm to produce two goods 
jointly rather than separately, its production pro-
cess exhibits economies of scope.  If there are dis-
economies of scope, it is  less expensive to produce 
the goods separately.  The presence of economies of 
scope is important in determining the goods that 
the firm produces.

QU eS T I ON S

All exercises  are available on  MyEconLab;  * =  answer at  the back of this  book;  C  =  use of calculus  may be necessary.

1 .  The  Nature  of Costs

 1 .1  Executives at Leonesse Cellars,  a  premium winery 
in Southern California, were surprised to learn that 
shipping wine by sea to  some cities  in Asia was 
less expensive than sending it to the East Coast of 
the United States,  so they started shipping to Asia 
(David  Armstrong,  Discount Cargo Rates  Ripe 

for the  Taking,  San  Francisco  Chronicle,  August 
28,  2005) .  Because of the  large U.S.  trade imbal-
ance with major Asian nations, cargo ships arrive 
at West Coast seaports fully loaded but return to 
Asia half to completely empty.  Use the concept of 
opportunity cost to  help  explain the differential 
shipping rates.
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 1 .2 Carmen bought a  $125  ticket to  attend the Out-
side Lands Music & Arts Festival in San Francisco.  
Because it stars several of her favorite rock groups, 
she would have been willing to pay up to $200 to 
attend the festival.  However,  her friend Bessie 
invites Carmen to go with her to the Monterey Bay 
Aquarium on the same day.  That trip  would cost 
$50,  but she would be willing to pay up to $100.  
What is her opportunity cost of going to the festival?  
(Hint:  See Q&A 6.1 .)

 1 .3 Many corporations allow CEOs to use the firms 
corporate jet for personal travel (see the Mini-Case 
Company Jets  in Chapter 7 for more details).  The 
Internal Revenue Service (IRS)  requires that the firm 
report personal use of its  corporate jet as taxable 
executive income, and the Securities and Exchange 
Commission (SEC) requires that publicly traded cor-
porations report the value of this benefit to share-
holders.  An important issue is  the determination 
of the value of this benefit.  The IRS values a CEOs 
personal flight at or below the price of a first-class 
ticket.  The SEC values the flight at the incremental  
cost of the flight:  the additional costs to the corpora-
tion of the flight.  The third alternative is the market 
value of chartering an aircraft.  Of the three methods, 
the first-class ticket is least expensive and the char-
tered flight is most expensive.

a.  What factors (such as fuel)  determine the mar-
ginal explicit cost to a corporation of an execu-
tives personal flight? Does any one of the three 
valuation methods correctly determine the mar-
ginal explicit cost?

b.  What is  the marginal opportunity cost to the 
corporation of an executives personal flight?

 *1 .4 A firm purchased copper pipes a few years ago at 
$10 per pipe and stored them, using them only as 
the need arises.  The firm could sell its  remaining 
pipes in the market at the current price of $9.  What 
is the opportunity cost of each pipe and what is the 
sunk cost?

2.  Short-Run Costs

 *2.1  Nicolas has purchased a streaming audio service for 
$8.00 per month.  As he listens to more songs in a 
month he spreads this fixed cost over a larger quan-
tity, q.  Derive an algebraic formula for his average 
fixed cost per song and draw it in a diagram.  One 
of his friends says to Nicolas:  The more music you 
listen to, the less you pay per song so you should 
spend all your time listening to music.  What is 
wrong with this reasoning?

 2.2 In the twentieth century,  department stores  and 
supermarkets largely replaced smaller specialty 
stores,  as consumers found it more efficient to go 

to  one store rather than many.  Consumers incur 
a transaction or search cost to shop, primarily the 
opportunity cost of their time.  This transaction cost 
consists of a fixed cost of traveling to and from the 
store and a variable cost that rises with the num-
ber of different types of items the consumer tries to 
find on the shelves.  By going to a supermarket that 
carries meat, fruits and vegetables, and other items, 
consumers can avoid some of the fixed transaction 
costs of traveling to a separate butcher shop, pro-
duce mart, and so forth.  Use math to explain why 
a shopper s average costs are lower when buying 
at a  single  supermarket than from many stores.  
(Hint:  Define the goods as the items purchased and 
brought home.)

 2.3 Give the formulas for and plot AFC,  MC,  AVC,  and 
AC  if the cost function is

a.  C = 10 + 10q,

b.  C = 10 + q2,  or

c.  C = 10 + 10q - 4q2 + q3.  C

 2.4 In 1796, Gottfried Christoph Hrtel, a German music 
publisher, calculated the cost of printing music using 
an engraved plate technology and used these esti-
mated cost functions to make production decisions.  
Hrtel figured that the fixed cost of printing a musi-
cal pagethe cost of engraving the plateswas 900 
pfennigs.  The marginal cost of each additional copy 
of the page is 5 pfennigs (Scherer, 2001).

a.  Graph the total cost, average cost, average vari-
able cost, and marginal cost functions.

b.  Is cost lower if only one music publisher prints 
a given composition? Why?

c.  Hrtel used his data to do the following type of 
analysis.  Suppose he expects to sell exactly 300 
copies of a composition at 15 pfennigs per page 
of the composition.  What is the greatest amount 
the publisher is willing to pay the composer per 
page of the composition?

 2.5  Gail works in a flower shop, where she produces 10 
floral arrangements  per hour.  She is  paid $15  an 
hour for the first eight hours  she works and $20 
an hour for each additional hour she works.  What 
is  the firms  cost function?  What are  its  AC,  AVC,  
and MC  functions?  Draw the  AC,  AVC,  and MC  
curves.

 *2.6 A firm builds shipping crates  out of wood.  How 
does  the  cost of producing a  1 -cubic-foot crate 
(each side  is  1 -foot square)  compare  to  the  cost 
of building an 8-cubic-foot crate if wood costs  $1  
a  square foot and the  firm has no labor or other 
costs?  More  generally,  how does  cost vary with 
volume?

M06_PERL7879_02_SE_C06. indd   1 89 21 /1 1 /1 5   2:35 am



190 CHAPTeR 6   Costs

 2.7 The only variable input a janitorial service firm uses 
to clean offices is workers who are paid a wage, w,  
of $10 an hour.  Each worker can clean four offices in 
an hour.  Use math to determine the variable cost, the 
average variable cost, and the marginal cost of clean-
ing one more office.  Draw a diagram like Figure 6.1  
to show the variable cost, average variable cost, and 
marginal cost curves.

 2.8 A firm has a  Cobb-Douglas production function, 
q = ALK ,  where  + 6 1 .  On the basis of this 
information, what properties does its cost function 
have? For example, a U.S.  chemical firm has a pro-
duction function of q = 10L0.32K0.56 (based on Hsieh, 
1995).  If it faces factor prices of w = 10 and r = 20 
and its capital is fixed at K = 100, what are its short-
run cost, variable cost,  average variable cost,  and 
marginal variable cost functions? Plot these curves.

 2.9  Equation 6.5 gives the short-run variable cost func-
tion for Japanese beer as VC = 0.55q1 .67.  If the fixed 
cost is 600 and the firm produces 550 units, deter-
mine the C,  VC, MC, AFC,  and AVC.  What happens 
to these costs if the firm increases its output to 600?

3.  Long-Run Costs

 3.1  A newly invented machine serves as a mobile sta-
tion for receiving and accumulating packed flats of 
strawberries close to where they are picked, which 
reduces workers  time and burden of carrying full 
flats of strawberries.  According to Rosenberg (2004), 
a machine-assisted crew of 15 pickers produces as 
much output, q*, as that of an unaided crew of 25 
workers.  In a 6-day, 50-hour workweek, the machine 
replaces 500 worker-hours.  At an hourly wage cost 
of $10, a machine saves $5,000 per week in labor 
costs, or $130,000 over a 26-week harvesting season.  
The cost of machine operation and maintenance 
expressed as a daily rental is  $200, or $1 ,200 for a 
six-day week.  Thus, the net savings equal $3,800 per 
week, or $98,800 for 26 weeks.

a.  Draw the q* isoquant assuming that only two 
production methods are available (pure labor 
and labor-machine) .  Label the isoquant and 
axes as thoroughly as possible.

b.  Add an isocost line to show which technology 
the firm chooses (be sure to measure wage and 
rental costs on a comparable time basis).

c.  Draw the  corresponding cost curves  (with 
and without the machine), assuming constant 
returns to scale,  and label the curves and the 
axes as thoroughly as possible.

 *3.2 A bottling company uses two inputs to produce bot-
tles of the soft drink Sludge:  bottling machines (K)  
and workers (L).  The isoquants have the usual smooth 

shape.  The machine costs $1,000 per day to run and 
the workers earn $200 per day.  At the current level of 
production, the marginal product of the machine is 
an additional 200 bottles per day, and the marginal 
product of labor is 50 more bottles per day.  Is this firm 
producing at minimum cost? If it is minimizing cost, 
explain why.  If it is not minimizing cost, explain how 
the firm should change the ratio of inputs it uses to 
lower its cost.  (Hint:  Examine the conditions for mini-
mizing cost in Equations 6.8, 6.9, and 6.10.)

 3.3 Suppose that the government subsidizes the cost 
of workers by paying for 25% of the wage (the rate 
offered by the U.S.  government in the late 1970s 
under the New Jobs Tax Credit program).  What 
effect will this subsidy have on the firms choice of 
labor and capital to produce a given level of output? 
What happens if both capital and labor are subsi-
dized at 25%? (Hint:  See Q&A 6.2.)

 *3.4 The all-American baseball is made using cork from 
Portugal,  rubber from Malaysia,  yarn from Aus-
tralia, and leather from France, and it is stitched (108 
stitches exactly)  by workers in Costa Rica.  To assem-
ble a baseball takes one unit each of these inputs.  Ulti-
mately, the finished product must be shipped to its 
final destinationsay, Cooperstown, New York.  The 
materials used cost the same anywhere.  Labor costs 
are lower in Costa Rica than in a possible alternative 
manufacturing site in Georgia, but shipping costs 
from Costa Rica are higher.  What production func-
tion is used? What is the cost function? What can you 
conclude about shipping costs if it is less expensive to 
produce baseballs in Costa Rica than in Georgia?

 3.5 Californias State Board of Equalization imposed a 
higher tax on alcopops,  flavored beers contain-
ing more than 0.5% alcohol-based flavorings, such 
as vanilla extract (Guy L.  Smith, On Regulation of 
Alcopops, San Francisco Chronicle, April 10, 2009).  
Such beers are taxed as distilled spirits at $3.30 a gallon 
rather than as beer at 20.  a gallon.  In response, manu-
facturers reformulated their beverages to avoid the tax.  
By early 2009, instead of collecting a predicted $38 mil-
lion a year in new taxes, the state collected only about 
$9,000.  Use an isocost-isoquant diagram to explain the 
firms response.  (Hint:  Alcohol-based flavors and other 
flavors may be close to perfect substitutes.)

 3.6 A U.S.  electronics firm is considering moving its pro-
duction to a plant in Mexico.  Its estimated produc-
tion function is q = L0.5K0.5  (based on Hsieh, 1995).  
The U.S.  factor prices are w = r = 10.  In Mexico, 
the wage is  half that in the United States,  but the 
firm faces  the same cost of capital:  w* = 5  and 
r* = r = 10.  What are L  and K,  and what is the cost 
of producing q = 100 units in both countries?
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 3.7 The Mini-Case Economies of Scale  at Google 
describes  economies of scale  for Google  Cloud 
Storage.  The cost function for this service is  well 
approximated by C = F + cq,  where C  is  total cost, 
F  is  fixed cost, c  is  a constant, and q  is  output.  What 
is marginal cost for this cost function? What is aver-
age cost?  Over what range of output does Google 
have economies of scale?

 *3.8 What is the long-run cost function for a fixed-propor-
tions production function for which it takes two units 
of labor and one unit of capital to produce one unit of 
output as a function of the wage, w, and the price of 
capital, r? What is the cost function if the production 
function is q = L + K? (Hint:  See Q&A 6.3.)

 3.9  A U-shaped long-run average cost curve is the enve-
lope of U-shaped short-run average cost curves.  On 
what part of the curve (downward sloping, flat, or 
upward sloping)  does a short-run curve touch the 
long-run curve?

4.  The Learning Curve

 4.1  In what types of industry would you expect to see 
substantial learning by doing? Why?

 *4.2 A firms learning curve, which shows the relation-
ship  between average cost and cumulative output 
(the sum of its output since the firm started produc-
ing),  is  AC = a + bN - r;  where AC  is  its  average 
cost; N is  its cumulative output; a,  b,  and r  are con-
stants; and 0 6 r 6 1 .

a.  What is the firms AC  if r = 0?  What can you 
say about the firms ability to learn by doing?

b.  If r  exceeds zero, what can you say about the 
firms  ability to  learn by doing?  What hap-
pens to its AC  as its cumulative output, N,  gets 
extremely large? Given this result, what is your 
interpretation of a?

 4.3  Panel a of Figure 6.8 shows that Intel s average cost 
in a  given year falls with the quantity that it pro-
duces.  In addition, extra production this year low-
ers the average cost curve next year.  For example, 
in year 1 ,  AC = 50  if quantity is  20  and AC = 40 
if quantity is  60.  If Intel produces 20 in year 1  and 
40 in year 2,  the average cost in year 2  will be 40.  
However,  for every extra 10  units  it produces in 
year 1 ,  its  AC  for any given quantity in year 2  falls 
by 10%.

a.  What is the total cost and the average cost over 
the two years combined if the firm produces 20 
in year 1  and 40 in year 2?

b.  What is the total cost and average cost over the 
two years combined if the firm produces 60 in 
year 1  and 40 in year 2?

c.  Over the two years combined, what is the true 
additional cost of producing 60 instead of 20 
in year 1?

 4.4 In the Mini-Case Learning by Drilling,  an oil 
drilling firms  average cost when working with 
production company M  depends partly on its own 
cumulative drilling experience, N,  and partly on the 
cumulative amount of drilling it has done jointly 
with production company M.  Would an average 
cost curve AC = a + b1N

- r
+ b2M

- s  exhibit such 
learning by doing? Explain.  (Note:  a,  b1, b2, r,  and s  
are all positive constants.)

5.  The Costs of Producing Multiple Goods

 5.1  The United Kingdom started regulating the size of 
grocery stores in the early 1990s, and today the aver-
age size of a typical U.K.  grocery store is  roughly 
half the size of a typical U.S.  store and two-thirds 
the size of a typical French store (Haskel and Sadun, 
2011).  What implications would such a restriction on 
size have on a stores average costs? Discuss in terms 
of economies of scale and scope.

 5.2 Laura sells mushrooms and strawberries to tourists.  
If Laura spends the morning collecting only mush-
rooms, she picks 8 pints; if she spends the morning 
picking strawberries, she collects 6 pints.  If she picks 
some of each, however, she can harvest more total 
pints:  6  pints of mushrooms and 4 pints of straw-
berries.  Suppose that Lauras time is valued at $10 
an hour.  What can you say about her economies of 
scope? That is,  what is  the sign of her measure of 
economies of scope, SC?

 *5.3 A refiner produces heating fuel and gasoline from 
crude oil in virtually fixed proportions.  What can 
you say about economies of scope for such a firm? 
What is  the sign of its  measure of economies of 
scope, SC?

 5.4 The central activity of many acute-care hospitals is 
inpatient surgery, but some of these hospitals also 
provide outpatient services  services for patients 
who come to the hospital for treatment but do not 
stay for any significant period before or after.  Such 
services include outpatient surgery and outpatient 
treatment and counseling for drug abuse.  Based on 
the information in the Mini-Case Medical Econo-
mies of Scale,  is it cost effective to offer these two 
outpatient services? What do you think are the rea-
sons for these economies or diseconomies of scope?

6.  Managerial Problem

 *6.1  In Figure 6.9, show that for some wages and capital 
rental costs the firm is indifferent between using the 
wafer-handling stepper technology and the stepper 
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technology.  How does this wage/cost of capital ratio 
compare to those in the C2 and C3 isocosts?

7.  MyEconLab Spreadsheet Exercises7 

 7.1  The production function for a firm is

 q = -0.6L3 + 18L2K + 10L,  

where q  is  the amount of output, L  is  the number of 
labor hours per week, and K is  the amount of capi-
tal.  The wage is $100 and the rental rate is $800 per 
time period.

a.  Using Excel,  calculate the total short-run out-
put,  q(L) ,  for  L = 0, 1 , 2, p ,  20,  given that 
capital is fixed in the short run at K = 1 .  Also, 
calculate the average product of labor, APL,  and 
the marginal product of labor, MPL.  (You can 
estimate the MPL  for L = 2 as q(2) - q(1),  and 
so on for other levels of L. )

b.  For each quantity of labor in (a),  calculate the 
variable cost, VC; the total cost, C;  the average 
variable cost,  AVC;  the average cost,  AC;  and 
the marginal cost,  MC.  Using Excel,  draw the 
AVC, AC,  and MC  curves in a diagram.

c.  For each quantity of labor in (a) ,  calculate 
w/APL  and w/MPL  and show that they equal 
AVC  and MC,  respectively.  Explain why these 
relationships hold.

 7.2 A furniture company has opened a small plant that 
builds tables.  Jill, the production manager, knows the 
fixed cost of the plant, F = +78 per day, and includes 
the cost of the building, tools, and equipment.  Vari-
able costs include labor, energy costs, and wood.  Jill 
wants to know the cost function.  She conducts an 
experiment in which she varies the daily production 
level over a 10-day period and observes the associ-
ated daily cost.  The daily output levels assigned are 
1 , 2, 4, 5, 7, 8, 10, 12, 15, and 16.  The associated total 
costs for these output levels are 125, 161 , 181 , 202, 
207, 222, 230, 275, 390, and 535, respectively.

a.  Use the Trendline tool in Excel to estimate a cost 
function by regressing cost on output (Chapter 3).  

Try a linear specification (C = a + bq),  a quad-
ratic specification (C = a + bq + dq2),  and a 
cubic specification (C = a + bq + dq2 + eq3).  
Based on the plotted regressions, which specifica-
tion would you recommend that Jill use? Would 
it make sense to use the Set Intercept  option? If 
so, what value would you choose? (Hint:  Put out-
put in column A and cost in column B.  To obtain 
quadratic and cubic cost specifications, select the 
Polynomial  option from the Trendline  menu and set 
Order at 2 for the quadratic specification and at 3  
for the cubic function.)

b.  Generate the corresponding average cost data 
by dividing the known cost by output for each 
experimental output level.  Estimate an average 
cost curve using the Trendline tool.

 7.3 A Korean electronic chip  manufacturer has a  pro-
duction function given by q = L0.5K0.5.

a.  Use Excel to determine the amount of capital, 
K,  needed to  produce 10  units  of output for 
each value of labor, L,  starting from L = 2 and 
going to L = 20 in increments of 1 .  Plot this iso-
quant.  (Hint:  The formula for that isoquant is 
10 = L0.5K0.5.  Squaring both sides of this equa-
tion, we obtain 100 = LK.  Dividing both sides 
of the equation by L,  we learn that K = 100/L. )

b.  Use  Excel to  determine the  cost of each of 
these combinations of labor and capital if the 
wage rate,  w,  and the cost of capital,  r,  are each 
$30  per unit.  Which combination of inputs 
minimizes the cost of producing 10  units  of 
output?

c.  The slope of the isoquant is  -100/L2.  Calcu-
late the slope of the isoquant for each combi-
nation of inputs.  The slope of the isocost line 
is -w/r = -30/30 = -1.  Verify that the cost 
minimizing input combination occurs where 
the slope of the isoquant equals the slope of the 
isocost line.  Draw the isoquant and the isocost 
line and show that they are tangent at the cost-
minimizing combination of inputs.

7The spreadsheet exercises in this chapter are based largely on the work of Satyajit Ghosh, in cooperation with the authors.  
The answers are available on MyEconLab .
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Appendix 6A  Long-Run Cost Minimization

We can use calculus to derive the tangency rule, cost-minimization condition, Equa-
tion 6.9.  The problem the firm faces in the long run is to choose labor, L,  and capital, 
K,  to minimize the cost of producing a particular level of output, q,  given a wage of 
w  and a rental rate of capital of r.

The firms production function is q = f(L,  K),  so the marginal products of labor 
and capital are MPL(L,  K) = 0f(L,  K)/0L 7 0 and MP K = 0f(L,  K)/0K 7 0.  The firms 
problem is  to minimize its cost of production, C,  through its choice of labor and 
capital,

 min
L,  K

 C = wL + rK,  

subject to the constraint that a given amount of output, q,  is to be produced:

  f(L,  K) = q.  (6A.1)

Equation 6A.1  is the formula for the q  isoquant.
We can change this constrained minimization problem into an unconstrained 

problem by using the Lagrangian technique.  The corresponding Lagrangian, ,  is

  = wL + rK - 3 f(L,  K) - q 4 ,  

where  is the Lagrange multiplier.
The first-order conditions are obtained by differentiating   with respect to L,  K,  

and  and setting the derivatives equal to zero:

  0/0L = w - MPL(L,  K) = 0, (6A.2)

  0/0K = r - MPK(L,  K) = 0, (6A.3)

  0/0 = f(L,  K) - q = 0.  (6A.4)

Using algebra,  we can rewrite Equations 6A.2 and 6A.3 as  w = MPL(L,  K)  and 
r = MPK(L,  K) .  Taking the ratio of these two expressions, we obtain

  
MPL(L,  K)

MPK(L,  K)
=

w

r
,  (6A.5)

which is the same as Equation 6.9.  This condition states that cost is minimized when 
the ratio of marginal products is the same as the factor price ratio, w/r.
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Firm Organization 
and Market Structure7

Learn i n g  Ob jec t i ve s

1 .  Describe how firms d iffer by type of ownership and  objectives.

2.  Determine the profit-maximizing output of a  firm.

3.  Explain  how firms resolve confl icting objectives between owners and managers.

4.  Discuss a  firm s profit-maximizing vertical  organization.

5.  Explain  how the various market structures affect firms  characteristics and  behavior.

I  wont belong to  any organization  that would have me as a  member.   

Groucho Marx

Many managers receive an annual  bonus based on their firms  performance in  the 

current year.  Such managers may take actions that increase this year s profit,  even 

if these actions wil l  reduce future profits.  Some dramatic examples of this behavior 

occurred in  U .S.  financial  markets in  the years leading up to 2007,  when many mort-

gage brokers at banks took crazy risks in  issuing mortgages to borrowers with  bad 

financial  records because the brokers were rewarded 

for the number and size of mortgages they issued.

Bank directors threw accepted lending practices 

out the window, rewarding their mortgage brokers for 

bringing in  large numbers of new mortgages regardless 

of their risk.  For example,  they often granted loans to 

risky borrowers without requiring any down payment.  

A  borrower who does not make a  down payment is  

more l ikely to default (stop paying  the mortgage)  

than one who makes a  sizeable down payment.  In  

the San  Francisco Bay area,  69% of famil ies whose 

owner- occupied homes were in  foreclosure in  the first 

nine months of 2007 had put down 0% at the time of 

purchase,  and only 1 0% had made the traditional  20% 

down payment.  In  addition, brokers enticed homeown-

ers and  speculators to take out new mortgages with  

very low initial  mortgage rates that adjusted over time.

Brokers  and  their managers  issued  these  risky 

mortgages because they were rewarded  based  on 

the number of mortgages or annual  (short-run)  prof-

its.  They d idn t worry about lower future profits  that 

would  occur if economic conditions turned bad and 

Clawing Back 

Bonuses

Manager ia l  
P rob l em

Were now tying annual executive bonuses

to performance.  You owe us $100, 000.
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h
aving examined firms production and cost decisions in earlier chapters, we 
now turn to some of the firms other crucial decisions.1  Owners must choose 
which objectives the firm should pursue.  Then they need to structure incen-

tives to induce managers to pursue these objectives.  Managers decide which stages 
of production the firm should perform, such as assembling the good and selling it, 
and which to leave to others, such as producing inputs.  We also consider how market 
characteristics such as the number of rivals affect a firms decisions.

We start by examining the ownership and governance of firms, which affect the 
objectives a firm chooses to pursue.  Although this book focuses on for-profit firms, 
the law permits and in some cases requires firms to pursue objectives other than 
maximizing profit.

Even among for-profit firms, not all firms focus on maximizing profit because 
managers of the firm, who are not necessarily the firms owners,  may decide to 
pursue other objectives.  If the owner of a firm is the manager, or if the manager and 
the owner have consistent objectives, no problems arise and we can largely ignore 
whether owners or managers make decisions.  However, if their objectives are not 
aligned and the owner cannot completely control the behavior of the manager, then 
a conflict may arise.

This conflict is one of many situations where a principal,  such as an owner, del-
egates tasks to an agent,  such as a manager.  Such a conflict creates a special type of 
transaction cost called an agency cost.  Many features of the firms organization can 
be viewed as attempts to minimize the associated agency cost.

In the pursuit of their main goal, such as maximizing profit, owners and managers 
must make decisions about the nature of the firm, such as whether the firm produces 

borrowers defaulted  on  their mortgages.  The result was terrible losses for banks,  

borrowers,  and the overall  economy during the Great Recession of 20072009.  One 

response called  for in  the 201 0 Dodd-Frank Consumer Protection Act was that firms 

institute clawback  provisions that would  al low firms to claw back or reclaim some 

earl ier bonus payments to managers if their past actions resulted  in  later losses.  

Many firms instituted  such provisions voluntarily.  While only 1 8% of Fortune 1 00 com-

panies reported having a  clawback policy in  1 986,  almost 90% had such a  provision 

by 201 3.  In  201 5,  the U.S.  Securities and  Exchange Commission proposed a  rule that 

would  require al l  U .S.  publicly traded corporations to have clawback provisions.

An alternative policy to a  clawback policy is for a  firm to withhold  bonuses and  

other compensation for an extended period (often several  years)  so that managers 

are rewarded only for the long-run success arising from their decisions.  Does evalu-

ating a  manager s performance over a  longer period using delayed compensation 

or clawback provisions lead to better management?

1Throughout the rest of this book, we discuss how firms behave or the firms decision.  Obvi-
ously, firms are not conscious entities that make decisionsit is the people within firms who make 
decisions on behalf of those firms.  We use this short cut because we do not want to be distracted 
by discussing which person within the firm makes a particular decision for the firm.  However, in 
this chapter (and in Chapter 15), we examine how owners and managers interact and how laws, 
transaction costs, market size, individual incentives, and other factors affect decisions owners and 
managers make.
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needed inputs internally or buys them.  Whether the firm makes or buys an input 
depends on the relative costs of these two approaches.  These costs include agency 
costs as well as other transaction costs.  The size of the market affects transaction 
and other costs, and thereby affects the make-or-buy decision.  We show that as a 
market grows, firms typically change from producing their own inputs to buying 
them from others, but, as the market grows even larger, firms may revert to produc-
ing the inputs themselves.

The size of the market affects not only individual firms organizational structure 
but also the overall structure of the market.  A markets structure is described by the 
number of firms, how easily they can enter or exit the market,  their ability to set 
prices, whether they differentiate their products, and how the firms interact.

In  this chapte r, 

we  e xamine  five  

main topics

Main  top ic s
1 .  Owne rship and  Gove rnance  of Firms:  Firms d iffer by types  of ownersh ip,  

how they are  managed,  and  whether they seek to  maximize profit.

2.  Profit Maximization: To maximize profit,  any firm must make two decisions:  how 

much to produce and whether to produce at al l .

3.  Owne rs  Ve rsus Manage rs  Obje ctive s:  Differences in  objectives between 

owners and managers affect the success of a  firm.

4.  the  Make  or Buy De cision:  Depending on which approach is  most profitable,  

a  firm may engage in  many sequential  stages of production itself,  participate 

in  only a  few stages and rely on  markets for others,  or use contracts or other 

means to coordinate its activities with  those of other firms.

5.  Marke t Structure :  Markets differ as to the number of firms in  the market,  the 

ease of entry of new firms,  whether firms produce identical  products,  how the 

firms interact,  and the abil ity of firms to set prices.

7.1  Owne rship and Gove rnance  of Firms

A firm may be owned by a government, by other firms, by private individuals, or by 
some combination.  A countrys legal and governmental system affects whether firms 
are privately owned, how owners run firms, and whether or not they pursue profits.

Private ,  Public,  and Nonprofit Firms
Atheism is  a  non-prophet organization.  George Carlin

Firms operate in the private sector, the public sector, or the nonprofit sector.  The 
private sectorsometimes referred to as the for-profit private sector  or for-profit sector
consists of firms that are owned by individuals or other nongovernmental entities 
and whose owners may earn a profit.  Most of the firms that we discuss throughout 
this booksuch as Apple, Nike, and Toyotabelong to the private sector.  In almost 
every country, this sector provides most of that countrys gross domestic product 
(GDP), which is a measure of the value of a countrys total output.

The public sector  consists of firms and other organizations that are owned by gov-
ernments or government agencies, called state-owned enterprises .  An example of a 
public sector firm is the National Railroad Passenger Corporation (Amtrak), which 
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1977.1  Ownership and  Governance of Firms

is owned primarily by the U.S.  government.  The armed forces and the court system 
are also part of the public sector, as are most schools, colleges, and universities.

In most countries, the government produces between 10% and 20% of the coun-
trys (GDP).  Examples include the United States (12%), India (13%), Australia (14%), 
Germany (16%), Canada (17%), Nigeria (17%), China (18%), and the United King-
dom (20%).2 The governments share is higher in a few countries that provide a high 
level of government servicessuch as Sweden (23%)or maintain a relatively large 
army, such as Israel (24%).

The nonprofit sector  consists of organizations that are neither government owned 
nor intended to earn a profit, but typically pursue social or public interest objectives.  
Literally, this sector should be called the nongovernment,  not-for-profit sector,  but this 
term is normally shortened to just the nonprofit sector.  Well-known examples include 
Greenpeace, Alcoholics Anonymous, and the Salvation Army, along with many other 
charitable, educational, health, and religious organizations.  According to the 2012 
U.S.  Statistical Abstract,  the private sector created 75% of the U.S.  gross domestic 
product while nonprofits and households produced about 13%slightly more than 
the public sector, which accounted for the rest.

Sometimes all three sectors play an important role in the same industry.  For 
example, in the United States,  Canada, the United Kingdom, and in many other 
countries, for-profit,  nonprofit, and government-owned hospitals coexist.  Similarly, 
while most schools and other educational institutions are government owned, many 
are not, including some of the most prominent U.S.  universities such as Harvard, 
Stanford, and the Massachusetts Institute of Technology (MIT).  These universities 
are often referred to as private  universities.  Most private universities are nonprofit 
organizations.  However, some educational institutions, such as the University of 
Phoenix, are intended to earn profits and are part of the for-profit private sector.

A single enterprise may be partially owned by a government and partially owned 
by private interests.  For example, during the 20072009 Great Recession, the U.S.  
government took a partial ownership position in many firms in the financial and 
automobile industries.  If the government is the dominant owner, it is normal to view 
the enterprise as part of the public sector.  Conversely, if the government has only a 
small ownership interest in a for-profit enterprise, that enterprise would be viewed 
as part of the private sector.  Organizations or projects with significant government 
ownership and significant private ownership are sometimes referred to as mixed 
enterprises  or public-private partnerships.

Min i - Ca se Before 1978, virtually all Chinese industrial firms were state-owned enterprises 
(SOEs).  Since then, China has been transitioning to a market-based economy, 
gradually increasing the role of private-sector firms.  It has dramatically reduced 
the number of SOEs, keeping mainly the largest ones.  By 1999, SOEs comprised 
only about 36% of Chinese industrial firms but still controlled nearly 68% of 
industrial assets (capital).  Since 2000, the Chinese government has allowed many 
small SOEs to be privatized or go bankrupt, while it continues to subsidize many 
large SOEs.  By 2014, SOEs accounted for only about 5% of industrial firms, but 
they still held 40% of industrial assets.

Chine se   

State -Owned 

ente rprise s

2The data in this paragraph are from Version 8.1  of the Penn World Table, available for download 
at http://www.rug.nl/research/ggdc/data/pwt/.  See Feenstra et al.  (2015).

M07_PERL7879_02_SE_C07. indd   1 97 21 /1 1 /1 5   4:59 am



198 ChaPter 7   Firm Organization and  Market Structure

Ownership of For-Profit Firms
In this textbook, we focus on the private sector.  The private sector has three main 
types of organizations:  the sole proprietorship, the partnership, and the corporation.

Sole proprietorships  are firms owned and controlled by a single individual.
Partnerships  are businesses jointly owned and controlled by two or more people 

operating under a partnership agreement.
Corporations  are owned by shareholders,  who own the firms shares  (also called 

stock) .  Each share (or unit of stock)  is  a  unit of ownership in the firm.  Therefore, 
shareholders own the firm in proportion to the number of shares they hold.  The 
shareholders elect a board of directors to represent them.  In turn, the board of direc-
tors usually hires managers who manage the firms operations.  Some corporations 
are very small and have a single shareholder.  Others are very large and have thou-
sands of shareholders.  The legal name of a corporation often includes the term Incor-
porated (Inc.)  or Limited (Ltd.)  to indicate its corporate status.

Publicly traded and Close ly he ld  Corporations.  Corporations may 
be either publicly traded or closely held.  The term public  in this context has a differ-
ent meaning than its use in the term public sector.  A publicly traded corporation is 
a corporation whose shares can be readily bought and sold by the general public.  
The shares of most of these corporations trade on major organized stock exchanges, 
such as the New York Stock Exchange, the NASDAQ (National Association of Secu-
rities Dealers Automated Quotations), the Tokyo Stock Exchange, the Toronto Stock 
Exchange, or the London Stock Exchange.  For example, IBM shares can be readily 
bought and sold on the New York Stock Exchange.

The stock of a closely held corporation is not available for purchase or sale on an 
organized exchange.  Typically its stock is owned by a small group of individuals.  
The stock of a closely held corporation is sometimes referred to as private equity.  The 
transition from closely held to publicly traded status is often an important step in 
the evolution of a corporation.

In making the transition from privately held to publicly traded status, the closely 
held firm will make an initial public offering  (or IPO)  of its shares on an organized 
stock exchange.  This IPO is  a way to raise money for the firm.  For example, the 
2015 IPO of Fitbit,  a maker of wearable fitness trackers, raised over $700 million.  
This ability to raise money by issuing stock is one major advantage of going public.  
However, a major disadvantage from the point of view of the original owners is that 
ownership of the firm becomes broadly distributed, possibly causing the original 
owners to lose control of the firm.

It is  also possible for a publicly traded firm to go private and become closely 
held.  Such a change occurs when a group of investors buys all or most of the shares 
held by the general public and takes the corporation out of any organized exchanges 
where its stock previously traded.  Sometimes senior managers of the corporation 
are the buyers.  Commonly, the buyers are private equity firms  that specialize in tak-
ing firms private, often in combination with other outside investors.  For example, in 
2015, Informatica, a California-based enterprise software provider was purchased 
by European private equity firm Permira Investors and a Canadian Pension fund for 
over $5 billion.

Liabil ity.  Traditionally,  the owners  of sole  proprietorships  and partnerships 
were fully liable,  individually and collectively,  for any debts of the firm.  In con-
trast,  the owners of a  corporation are not personally liable for the firms debts; 
they have limited liability:  The personal assets of the corporate owners cannot be 
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taken to pay a  corporations  debts even if it goes into bankruptcy.  Because of the 
limited liability of corporations,  the most that shareholders can lose is  the amount 
they paid for their stock,  which typically becomes worthless  if the corporation 
goes bankrupt.

Changes in the laws in many countries have allowed a sole proprietorship  or 
a  partnership  to obtain the advantages of limited liability by becoming a limited 
liability company  (LLC).3 These LLC firms can otherwise do business as usual and 
need not adopt other aspects  of the corporate form such as  filing corporate tax 
returns.  The precise regulations that apply to LLCs vary from country to country, 
and from state to  state within the United States.  Adopting the LLC form has some 
costs  that many firms are  not willing to  incur,  including registration fees,  and 
firms in some industries  are not eligible.  Therefore,  traditional sole proprietor-
ships and partnerships with unlimited personal liability for the owners remain 
very common.  However, the LLC form has significantly extended the availability 
of limited liability.4

Firm Size.  The purpose of limiting the liability of owners of corporations was to 
allow firms to raise funds and grow larger than was possible when owners risked 
everything they owned on any firm in which they invested.  Consequently, most 
large firms were (and still are)  corporations.  According to the 2015 ProQuest Statisti-
cal Abstract of the U.S. ,  U.S.  corporations are responsible for 81% of business receipts 
and 58% of net business income even though they are only 18% of all nonfarm firms.  
Nonfarm sole proprietorships are 72% of firms but make only 4% of the sales rev-
enue and earn 15% of net income.  Partnerships are 10% of firms, account for 15% of 
revenue, and make 27% of net income.

As these statistics illustrate, larger firms tend to be corporations and smaller firms 
are often sole proprietorships.  This pattern reflects a natural evolution in the life 
cycle of the firm, as an entrepreneur may start a small business as a sole proprietor-
ship and then incorporate as the firms operations expand.

Indeed, successful corporations typically expand, and a relatively small number 
of corporations account for most of the revenue and income in the U.S.  economy.  
According to the 2015 ProQuest Statistical Abstract of the U.S. ,  81% of all corpora-
tions earn less than $1  million a year, and they account for only 3% of corporative 
revenue.  In contrast,  less  than 1% of all corporations earn over $50 million,  but 
they make 77% of total corporate revenue.  In 2014, the U.S.  corporation with the 
largest worldwide revenue was Walmart.  Its  revenue of $486 billion exceeded the 
annual GDP of fairly large countries, such as Austria ($437 billion)  and Thailand 
($373 billion).5

3In the United States,  a  few states  had longstanding provisions for LLCs,  but national accep-
tance and standardization of this  form dates from the Uniform Limited Liability Company Act 
of 1996.
4Forming a limited partnership  has become an alternative method for a partnership to gain the advan-
tages of limited liability.  Such firms are owned in whole or in part by limited partners,  whose finan-
cial liability is limited in the sense that they cannot lose more than the amount of their investment.  
Limited partnerships may also have one or more general partners  who, like sole proprietors, are 
personally responsible for the firms debts.
5Fortune Magazine  annually provides a list of the largest corporations:  http://fortune.com/fortune500.  
GDP data are from the IMF for 2014.
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Firm Gove rnance

In a small private sector firm with a single owner-manager, the governance of the 
firm is straightforward:  The owner-manager makes the important decisions for the 
firm.  In contrast, governance in a large modern publicly traded corporation is more 
complex.

The shareholders own the corporation.  However, most shareholders play no 
meaningful role in day-to-day decision making or even in long-range planning in 
the firm and therefore do not control the firm in any meaningful sense.  Many people 
own shares in corporations like Microsoft and Sony, but virtually none of these indi-
viduals influence or even have knowledge about these firms day-to-day managerial 
decisions.

Many of the ownership rights of shareholders are delegated to a board of directors 
that is elected by the shareholders, often referred to simply as the board.  The board 
of a large publicly traded corporation normally includes outside directors, who are 
not employed as managers by the corporation, and inside directors,  such as the 
chief executive officer (CEO)  of the corporation and other senior executives.  Many 
corporations also have former politicians and other prominent people as directors.  
Current directors of major corporations include former U.S.  Vice President Al Gore 
(Apple)  and former Massachusetts governor and U.S.  presidential candidate Mitt 
Romney (Marriott International).

7.2 Profit Maximization

The managers of all types of firms pursue goals.  Managers of government agencies, 
charitable organizations, and other nonprofit organizations are supposed to take 
actions that benefit specific groups of people.  We assume that most owners of private-
sector firms want to maximize their profits, which is the reason why private-sector 
firms are called for-profit businesses.  However, managers may not share the owners 
objectiveparticularly if their compensation is not tied closely to the firms profit.

In this section, we discuss how a firm maximizes its profit.  In the next section, we 
discuss the factors that might lead the manager of a firm to pursue another objec-
tive, along with some of the methods that owners use to ensure that managers try 
to maximize profit.

Profit

A firms profit,  ,  is  the difference between a firms revenues, R,  and its cost, C:

 = R - C.  

If profit is negative, 6 0, the firm makes a loss.
Measuring a firms revenue from the sale of its product is straightforward:  Rev-

enue is price times quantity.  Measuring cost is more challenging.  From the economic 
point of view, the correct measure of cost is the opportunity cost:  the value of the best 
alternative use of any input the firm employs.  As discussed in Chapter 6, the full 
opportunity cost of inputs used might exceed the explicit or out-of-pocket costs 
recorded in financial accounting statements.  The reason that this distinction is impor-
tant is that a firm may make a serious mistake if it does not measure profit properly 
because it ignores some relevant opportunity costs.
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two Ste ps to Maximizing Profit
Because both the firms revenue and cost vary with its output, q,  the firms profit 
also varies with output:

 (q) = R(q) - C(q),  (7.1 )

where R(q)  is its revenue function and C(q)  is its cost function.  A firm decides how 
much output to sell to maximize its profit, Equation 7.1 .  To maximize its profit, any 
firm must answer two questions:

 Output de cision:  If the firm produces, what output level, q,  maximizes its profit 
or minimizes its loss?

 Shutdown de cision:  Is  it more profitable to produce q  or to shut down and 
produce no output?

The profit curve in Figure 7.1  illustrates these two basic decisions.  This firm makes 
losses at very low and very high output levels and positive profits at moderate out-
put levels.  The profit curve first rises and then falls, reaching a maximum profit of 
*  when its output is q*.  As this profit level is positive, the firm chooses to produce 

output q* rather than shut down and earn no profit.

Output rule s.  A firm can use one of three equivalent rules to choose how much 
output to produce.  These rules are just three different ways of stating essentially the 
same thing.  The most straightforward rule is:

Output Rule 1 :  The firm sets its output where its profit is maximized.

If the firm knows its entire profit curve in Figure 7.1 , it sets its output at q* to maxi-
mize its profit at * .

Even if the firm does not know the exact shape of its profit curve, it may be able 
to find the maximum by experimenting.  The firm slightly increases its  output.  If 
profit increases, the firm increases the output more.  The firm keeps increasing out-
put until profit does not change.  At that output, the firm is at the peak of the profit 
curve.  If profit falls when the firm first increases its output, the firm tries decreasing 
its output.  It keeps decreasing its output until it reaches the peak of the profit curve.

p
, 
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Dp  >  0 Dp  <  0

q* q,  Units per day
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F I Gu re  7 . 1  Maximizing Profit

By setting  its  output at 
q*,  the firm maximizes its  
profit  a t  * ,  where the 
profit  curve reaches  its  
peak.
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What the firm is doing is experimentally determining the slope of the profit curve.  
The slope of the profit curve is the firms marginal profit:  the change in the profit the 
firm gets from selling one more unit of output, / q,  where q = 1 .  In Figure 7.1 , 
the marginal profit or slope of the profit curve is positive when output is less than q*, 
zero when output is q*, and negative when output is greater than q*.  Thus,

Output Rule 2 :  A firm sets its output where its marginal profit is zero.

A third way to express this profit-maximizing output rule is in terms of cost and 
revenue.  The marginal profit depends on a firms marginal cost  and marginal revenue.  
A firms marginal cost (MC)  is  the amount by which a firms cost changes if it pro-
duces one more unit of output:  MC = C/ q,  where C  is  the change in cost when 
q = 1.  Similarly, a firms marginal revenue (MR)  is  the change in revenue it gets 

from selling one more unit of output:  R/ q,  where R  is the change in revenue 
when q = 1 .  Provided MR  is  positive at output q,  the firm earns more revenue 
by selling more units of output, but the firm also incurs an additional cost, MC(q),  
which must be deducted from MR(q)  to determine the net effect on marginal profit.  
The change in the firms profit is

 Marginal profit(q) = MR(q) - MC(q) .  

Does it pay for a  firm to produce one more unit of output?  If the marginal rev-
enue from this last unit of output exceeds its marginal cost,  MR(q) 7 MC(q),  the 
firms marginal profit is positive, MR(q) - MC(q) 7 0, so it pays to increase output.  
The firm keeps increasing its output until it is producing the q,  where its marginal 
profit(q) = MR(q) - MC(q) = 0.  That is,  the firm picks the q  where its  marginal 
revenue equals its marginal cost:  MR(q) = MC(q).  Were the firm to produce more 
output so that its marginal cost exceeded its marginal revenue, MR(q) 6 MC(q),  the 
extra output would reduce the firms profit.  Thus, a third, equivalent rule is:

Output Rule 3 :  A firm sets its output where its marginal revenue equals its mar-
ginal cost:

 MR(q) = MC(q).  (7.2)

Maximizing 

Profit

using  Calculus
We can use calculus to derive the condition that marginal revenue must equal 
marginal cost at the output level that maximizes profit.  Using calculus, we define 
marginal revenue as the derivative of revenue with respect to output:

MR(q) =
dR(q)

dq
.

The derivative dR(q)/dq  is  the limit of R(q)/ q  as q  gets very small.  Our ear-
lier definition of marginal revenue, R(q)/ q  for q = 1,  is nearly equivalent to 
the calculus definition if q = 1  is a very small change.  Similarly, marginal cost 
is the derivative of cost with respect to output, MC(q) = dC(q)/dq  (Chapter 6).

To maximize profit in Equation 7.1 , (q) = R(q) - C(q),  the firm operates at 
the quantity q  where the derivative of profit with respect to quantity is zero:

 
d(q)

dq
=

dR(q)

dq
-

dC(q)

dq
= MR(q) - MC(q) = 0.  (7.3)
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Q&a  7 . 1
If a  firms  revenue function is  R(q) = 120q - 2q2  and its  cost function is 
C(q) = 100 + q2,  what output level maximizes its profit?

answer

1.  Determine the marginal revenue and marginal cost by differentiating the revenue 
and cost functions .  The firms marginal revenue is  dR(q)/dq = 120 - 4q.  Its 
marginal cost is dC(q)/dq = 2q.

2.  Equate the marginal revenue and marginal cost expressions to determine the output 
that maximizes profit.  Setting the marginal revenue equal to the marginal cost, 
we find that 120 - 4q = 2q.  Solving for q,  we learn that the profit-maximizing 
output is q = 20.

3.  Alternatively,  determine the profit  function  and then  differentiate the profit 
function  to  find the maximum .  The profit function is  (q) = R(q) - C(q)  
=   [120q - 2q2] - [100 + q2] = 120q - 3q2 - 100.  Taking the derivative of 
the profit function with respect to quantity (the marginal profit)  and setting 
it equal to zero, we learn that d (q)/dq = 120 - 6q = 0.  Consequently, the 
profit-maximizing output is q = 20.

One of the most important implications of economics is that marginal analysis 
is very valuable to managers.  If a manager knows the entire profit function (as 
in Figure 7.1 ), then its easy to choose the profit-maximizing output.  However, 
many managers are uncertain about what profit would be at output levels that 
differ significantly from the current level.

Such a manager can use marginal reasoning to maximize profit.  By experi-
menting, the manager can determine if increasing output slightly raises profit
that is, the firms marginal profit is positive (or, equivalently, its marginal revenue 
is greater than its marginal cost).  If so, the manager should continue to increase 
output until the marginal profit is zero (marginal revenue equals marginal cost).  
Similarly, if marginal profit is negative, the manager should decrease output until 
marginal profit is zero.6

Marginal 

Decision Making

Manager ial  
I mp l i cat ion

The left side of Equation 7.3, d /dq,  is  the firms marginal profit.  This result 
shows that marginal profit equals the difference in marginal revenue and marginal 
cost.  Because this profit-maximizing condition requires that MR(q) - MC(q) = 0, 
it follows that the firm maximizes its profit when it chooses output such that 
MR(q) = MC(q),  which is the same condition as in Equation 7.2.

6In our examples, this marginal condition (MR = MC  or d /dq = 0)  is met at only one output 
level, where profit is maximized.  However, it is  possible to have more than one local  profit maxi-
mum, each of which satisfies the marginal condition.  (If profit is minimized  at a positive output level, 
this marginal condition also holds.)  If the marginal condition holds at more than one quantity, the 
one with the highest profit is the global  profit maximum.
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Shutdown rule s.  Producing the output level q  such that MR(q) = MC(q)  is a 
necessary condition to maximize profit if the firm produces a positive output level.  
However, the firm might make losses even at the best possible positive output 
(although a smaller loss than at other positive outputs).

Should the firm shut down if its profit is negative? Surprisingly, the answer is It 
depends.  The general rule, which holds for all types of firms in both the short run 
and the long run, is:

Shutdown Rule 1 :  The firm shuts down only if it can reduce its loss by doing so.

In the short run, the firm has variable costs, such as for labor and materials, and 
fixed costs, such as from plant and equipment (Chapter 6).  If the fixed cost is sunk,  
this expense cannot be avoided by stopping operationsthe firm pays this cost 
whether it shuts down or not.  Thus, the sunk fixed cost is irrelevant to the shutdown 
decision.  By shutting down, the firm stops receiving revenue and stops paying the 
avoidable costs (Chapter 6), but it is still stuck with its fixed cost.  Thus, it pays for 
the firm to shut down only if its revenue is less than its avoidable cost.

Suppose that a  firms  weekly revenue is  R = +2,000,  its  variable  cost is 
VC = +1,000, and its fixed cost is F = +3,000, which is the price it paid for a machine 
that it cannot resell or use for any other purpose.  This firm is making a short-run 
negative profit  (a loss):

 = R - VC - F = +2,000 - +1,000 - +3,000 = - +2,000.  

If the firm shuts down, it still has to pay its fixed cost of $3,000, and hence it loses 
$3,000, which is a greater loss than the $2,000 it loses if it operates.  Because its fixed 
cost is sunk, the firm should ignore it when making its shutdown decision.  Ignoring 
the fixed cost, the firm sees that its $2,000 revenue exceeds its $1 ,000 avoidable, vari-
able cost by $1 ,000, so it does not shut down.  The extra $1 ,000 can be used to offset 
some of the fixed cost, reducing the firms loss from $3,000 to $2,000.

However, if its revenue is only $500, it cannot cover its $1 ,000 avoidable, variable 
cost and loses an additional $500.  When it adds this $500 loss to the $3,000 it must 
pay in fixed cost, the firms total loss is $3,500.  Because the firm can reduce its loss 
from $3,500 to $3,000 by ceasing operations, it shuts down.  (Remember the shutdown 
rule:  The firm shuts down only if it can reduce its loss by doing so.)

The firms variable costs are always avoidable:  The firm only pays the variable 
costs if it operates.  In contrast,  the firms short-run fixed cost is  usually unavoid-
able:  The firm incurs the fixed cost whether or not it shuts down.  Therefore, if the 
firm shuts down in the short run it incurs a loss equal to its  fixed cost because 
it has no revenue (R = 0)  or variable cost (VC = 0),  so  its  profit is  negative:  
= R - VC - F = 0 - 0 - F = -F.  If the firm operates and its  revenue more 

than covers its variable cost, R 7 VC,  then the firm does better by operating because 
= R - VC - F 7 -F.  Thus, the firm shuts down only if its revenue is less than 

its avoidable, variable cost:  R 6 VC.
In conclusion, the firm compares its revenue to only its avoidable, variable costs 

when deciding whether to stop operating.  If the fixed cost is sunk, the firm pays this 
cost whether it shuts down or not.  The sunk fixed cost is irrelevant to the shutdown 
decision.

We usually assume that a fixed cost is sunk.  However, if a firm can sell its capital 
for as much as it paid, its fixed cost is avoidable and should be taken into account 
when the firm is considering whether to shut down.  A firm with a fully avoidable 
fixed cost always shuts down if it makes a short-run loss.  If a firm buys a specialized 
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piece of machinery for $1 ,000 that can be used only in its business but can be sold for 
scrap metal for $100, then $100 of the fixed cost is avoidable and $900 is sunk.  Only 
the avoidable portion of fixed cost is relevant for the shutdown decision.

All capital and other inputs are adjustable in the long run so all costs are avoid-
able.  Thus, the firm can eliminate all costs by shutting downit has no sunk fixed 
costs.  In the long run, it pays to shut down if the firm faces any loss at all.  As a result, 
we can restate the shutdown rule, which holds for all types of firms in both the short 
run and the long run, as:

Shutdown Rule 2:  The firm shuts down only if its revenue is less than its avoidable cost.

Profit over time
Through most of this book, we examine a firm whose shareholders want it to maxi-
mize its profit in the current period.  However, firms are typically interested in maxi-
mizing their profit over many periods.  Often when one period is just like the others, 
this distinction in objectives is  minor.  However, in some situations the difference 
between maximizing the current periods profit and maximizing long-run profit is 
important.

For example, when Amazon, Netflix, and Groupon launched, each spent large 
sums of money on advertising, investing in product improvements, providing ser-
vices below cost, and taking other actions to acquire as many loyal customers as pos-
sible.  By doing so, they reduced their short-run profitoften running at a lossin 
the hopes of acquiring larger long-run profits.7 Because money in the future is worth 
less than money today, the shareholders of a firm may value a stream of profits over 
time by calculating the present value,  in which future profits are discounted using the 
interest rate (see Appendix 7A).

Many newspaper articles and business shows focus almost exclusively on the 
price of a share of the firms stock rather than on its annual profit.  Does it fol-
low that a manager should be more concerned about a firms stock price than its 
profit?  It makes no difference whether the manager maximizes the stock price or 
profit if the stock price reflects the firms profit.

The owner of stock in a corporation like Nokia or Starbucks has the right 
to share in the current and future profits of the firm.  Therefore, the stock price 
reflects both current and future profits.  The sum of the value of all outstanding 
shares in the firm is the stock market valuation of the firm.  It is the present value 
investors place on the flow of current and future profits.

If the firm earns an annual profit of  per year forever, the present value of that 
profit stream is / i,  where i  is  the interest rate (Appendix 7A, Equation 7A.4).  
For example, if the firm earns $10 million a year forever and the interest rate is 
5%, then the present value is +10/0.05 = +200 million.  If shareholders expect this 
level of profit and the same interest rate to continue in the future and the firm 
issued one million shares of stock, then each share would sell for $200.

If the firms profit were higher, then its present value would also be higher.  
For example, if the annual profit were expected to be $11  million per year forever 

Stock Prices 

Versus Profit

Manager ia l  
I mp l i ca tion

7Indeed, Amazons stock price rose substantially over time, with the price in February 2013 nearly 
13 times larger than when it was initially offered in 1997.
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7.3 Owne rs  Ve rsus Managers  Obje ctive s

Except for the smallest of firms, one person cannot perform all the tasks necessary 
to run a firm.  In most firms, the owners of the firm have to delegate tasks to manag-
ers and other workers.  A conflict may arise between owners who want to maximize 
profit and managers who are interested in pursuing other goals, such as maximizing 
their incomes or traveling in a company jet.  A conflict between an owner (a principal)  
and a manager (an agent)  may impose costs on the firmagency coststhat result in 
lower profit for the firm.  However, owners can take steps to minimize these conflicts, 
and market forces reduce the likelihood that a firm will deviate substantially from 
trying to maximize profit.

Consiste nt Obje ctive s
No conflict between owners and managers arises if the owner and the manager 
have the same objective.  To  make their objectives  more closely aligned,  many 
firms use contingent rewards,  so that the manager receives higher pay if the firm 
does well.

Continge nt rewards.  Owners may give managers pay incentives to induce 
them to  work hard and to maximize profit.  If good performance by manag-
ers is  observable, the owner can reward it directly.  However, the owners of large 
 corporationsthe shareholdersusually cannot observe the performance of indi-
vidual managers.  Owners often provide alternative incentive schemes to managers 
and others whose productivity is difficult to quantify, especially those who work as 
part of a team.  Such workers may be rewarded if their team or the firm does well in 
general.  Frequently, year-end bonuses are based on the firms profit or on increases 
in the value of its stock.

(instead of $10 million), then the firms present value would be $220 million and 
the value of each share would be $220.  Thus, maximizing a constant profit flow 
maximizes the value of the firm and is therefore equivalent to maximizing the 
stock price.

However, if a firms profit flow varies over time, then the link between a firms 
profit and its  stock price is  more complex and the stock price might be more 
relevant to managers than the current profit.  Consider a firm that makes a major 
investment that causes it to suffer a loss this year but that results in higher profits 
in the future.  If investors understand that the investment will pay off in the long 
run, the stock price rises after the investment is made.  Thus, a manager who is 
concerned about a firms long-run profit stream may try to maximize the pres-
ent value of profit or, equivalently, maximize the firms stock value, rather than 
concentrate on the profit this period.  However, if investors are not well informed 
about the firms profit so that the stock price does not closely track the present 
value of profits, then maximizing the stock price is not equivalent to maximizing 
the present value of profits.
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A common type of incentive is  a  lump-sum year-end bonus based on the per-
formance of the whole firm or a  group of workers within the firm.  Another incen-
tive is  a  stock option, which gives managers  (and,  increasingly,  other workers)  
the option to buy a certain number of shares of stock in the firm at a  pre-specified 
exercise price  within a  specified time period.  If the stocks  market price  exceeds 
the exercise price during that period, an employee can exercise the optionbuy the 
stockand then sell it at the market price,  making an immediate profit.  But if the 
stocks price stays below the exercise price,  the option becomes worthless.8 Steve 
Jobs,  CEO and co-founder of Apple, received a salary of only $1  per year until his 
retirement in 2011 ,  but he also received stock options worth hundreds of millions 
of dollars.

Profit Sharing.  If profit is easily observed  by the owner and the manager and both 
want to maximize their own earnings,  the agency problems can be avoided by paying 
the manager a share of the firms profit.  Typically, rather than paying managers a 
share of the profit directly, their earnings are based on the companys stock price, 
which rises as the firms profit increases.

Frydman and Saks (2010)  found that large U.S.  firms have increasingly linked 
executive compensation to the firms financial performance over time.  They esti-
mated that by 2005 over 70% of firms provided annual stock options to their top 
three executives, compared to virtually none in 1950 and about 50% in 1970.  In 2013, 
only 10% of the median Fortune 500 CEOs total compensation was salary.  Most of 
the CEOs income was based on the firms performance, including bonuses (17%), 
stock awards (58%), and options (13%), along with a few other small items (2%).9 
According to Conyon et al.  (2011), rewarding CEOs for performance was much more 
common in the United States than in the United Kingdom, Germany, France, and 
other European countries.

If the manager is paid a specified fraction of the firms profit and both the man-
ager and the owners care only about financial returns, then the agency problem is 
avoided because the objectives of the manager and the owners are aligned.  Both 
parties want to maximize total profit.  The output level that maximizes total profit 
also maximizes any fixed fraction of total profit.  In Figure 7.2, the manager (agent)  
earns one-third of the joint profit of the firm and the shareholders (principals)  receive 
two-thirds.  The figure shows that the output level, q*, maximizes the profits of both 
the manager and the shareholders.10 The next Q&A analyzes an alternative com-
pensation scheme.

8A stock option might have unintended negative consequences if it gives a manager an incentive 
to increase the firms short-run stock price at the expense of future stock prices.  After all,  in the 
long run, an employee might not even be around and therefore might place excessive emphasis 
on the short run.
9An option award gives the executive the option to buy an amount of stock at a specified price up to 
a specified date.  A stock award grants an executive stock directly.  The statistics are from the Equilar 
2014 CEO Pay Strategies Report available at http://www.equilar.com/.
10To determine where profit is  maximized using calculus, we differentiate the profit function, 
(q),  with respect to output,  q,  and set that derivative, which is  marginal profit,  equal to zero:  

d (q)/dq = 0.  The quantity that maximizes the manager s share of profit,  13  (q),  is determined by 
d 13  (q)/dq = 1

3  d (q)/dq = 0, or d (q)/dq = 0.  That is, the quantity at which the manager s share 
of profit reaches a maximum is determined by the same condition as the one that determines that 
total profit reaches a maximum.
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F I Gu re  7 . 2  Profit Sharing

I f the manager gets a  th ird  of the total  
profit,  13  ,  then the manager sets output 
at q*,  which  maximizes the manager s 
share of profit.  The firm s owners receive 
2
3  ,  wh ich  i s  the  vertica l  d ifference 
between the total  profit curve and  the 
agent s  earnings at each  output.  Both  
total  profit and the owner s share of profit 
are also maximized at q*.
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Q&a  7 . 2
Peter, the owner, makes the same offer to the manager at each of his stores:  At 
the end of the year, give me $100,000 and you can keep any additional profit.  
Ann, a manager at one of the stores, gladly agrees, knowing that the total profit 
at the store will substantially exceed $100,000 if it is well run.  If she is interested 
in maximizing her personal earnings, will Ann act in a manner that maximizes 
the stores total profit?

answer

1.  Draw a  diagram showing the total profit curve and use it  to  derive Anns  profit 
curve.  The figure shows that the total profit curve is first increasing and then 
decreasing as output rises.  Ann, the manager, receives the total profit minus 
$100,000, so at every quantity, her profit is $100,000 less than the stores total 
profit.  Thus, her profit curve is the original curve shifted down by $100,000 at 

every quantity.  The figure shows only 
that part of Anns profit curve where 
her profit is positive.

2.   Determine the quantity that maximizes 
Anns profit and check whether that quan-
tity also  maximizes  total  profit.  In the 
 figure,  Anns  profit is  maximized at 
point E*  where output is  q*.  At that 
quantity, total profit is  also maximized 
at point E.  Because the manager s curve 
is the total profit curve shifted straight 
down, the quantity that maximizes one 
curve must maximize the other.  Thus, if 
Ann wants to maximize her earnings, 
she will work to maximize the stores 
profit.
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Conflicting Obje ctive s
Unfortunately,  owners and managers have conflicting objectives in some firms.  
A manager is especially likely to pursue an objective other than profit if the manag-
er s compensation system rewards the manager for something other than maximiz-
ing profit.  Moreover, even if the owner offers to share the profit with the manager, a 
manager who pursues an objective other than purely maximizing personal earnings, 
such as wanting to avoid working hard, will not maximize profit.

re ve nue  Obje ctive s.  It is  not always feasible to  tie  a  manager s compen-
sation to profit,  because profit may not be observed by everyone or because the 
owner or the manager can manipulate the reported profit. 11  For example, if the 
manager can allocate reported costs  to  a  future year,  the manager can increase 
reported profit this year.  Consequently, many firms tie a  manager s compensation 
to an objective other than current profit.  If executive compensation is  primarily 
determined by the firms revenue, managers prefer to  maximize revenue rather 
than profit.

Figure 7.3 shows the revenue or sales curve as well as the profit curve for a firm.12 
If the owners agent, the manager, is paid a share of revenue, the manager sets output 
at q = 5, where profit is 5  and revenue is 25.  This output level exceeds the output 
that maximizes profit, q = 3, where profit is 9  and revenue is 21 .

11Authors normally receive royalties based on revenue rather than profit.  They will not agree to 
compensation based on profit because they fear that the publisher would be able to reduce reported 
profit by allocating common costs associated with publishing all books to their particular book.  
Similarly, top movie stars and directors insist on a percentage of sales rather than profit because 
studios have been notorious for reporting such implausibly high costs that even blockbuster mov-
ies apparently made losses.
12In this figure, the firm faces a linear inverse demand curve of p = 10 - q  and a cost function of 
C = 4q.  Consequently, the firms revenue is R = 10q - q2 and its profit is = R - C = 6q - q2.

F I Gu re  7 . 3  re ve nue  Maximization

I f the manager s earnings are in  pro-
portion  to  revenue,  the  manager 
wants the firm to produce q = 5 units 
of output.  However,  profit is  maximized 
where q = 3 units are produced.
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While rewarding a manager solely based on revenue would cause problems, 
most corporations mix revenue incentives with other incentives, so as to induce the 
manager to maximize profit.  The Mini-Case Determinants of CEO Compensation 
in Chapter 3 shows that a typical CEOs compensation is a weighted average of a 
measure of revenue, profit, shareholders returns, and other measures.  To the degree 
that more weight is placed on profit than on revenue, the manager is more likely to 
set output close to the profit-maximizing output level.

Some boards that reward managers for increasing revenue may do so even though 
they are interested in maximizing long-run profit.  They may believe that the profit 
measure reflects short-run profit and that long-run profit will be higher if the firm 
becomes larger in the short run, perhaps due to learning by doing (Chapter 6)  or 
obtaining more loyal customers (as Amazon did).

13To determine where revenue is maximized using calculus, we differentiate the revenue function, 
R(q),  with respect to output, q,  and set that derivative, which is marginal revenue, equal to zero:  
MR = dR(q)/dq = 0.

Q&a  7 . 3
How does a manager set output to maximize revenue?  Describe the role of 
 marginal revenue in your analysis.

answer

1.   Draw a  diagram showing the sales  or 
 revenue curve and identify the quantity 
at  which  it  reaches  a  peak.  The figure 
shows a  single-peak revenue curve.  
This curve reaches its  maximum at an 
output of q*.

2.   Use marginal revenue to determine when 
the revenue curve reaches  its  peak.  The 
slope of the revenue curve is marginal 
revenue, MR.  Where the curve slopes 
up,  MR  is  positive.  Where it slopes 
down,  MR  is  negative.  Where  the 
 revenue curve reaches its  maximum, 
MR  is  zero.13 Thus,  the manager sets 
production at q* to maximize revenue.
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MR <  0

MR = 0

MR >  0

Othe r Obje ctive s.  If the manager s utility or well-being depends on personal 
effort as well as personal earnings, then even receiving a share of profit may not be 
a sufficient incentive for the manager to maximize the firms profit.  Also, a manager 
who receives a fixed salary or other compensation that is not tied to the firms per-
formance and who values leisure may not work hard enough to maximize the firms 
profit.  If a board reacts by insisting that a certain profit target be achieved, a manager 
may satisfice  by merely achieving results that are good enough rather than trying 
to maximize profit.

Although a manager who is solely interested in personal gain may steal from a 
firm, we hope that relatively few managers are that dishonest.  Nonetheless, many 

M07_PERL7879_02_SE_C07. indd   21 0 21 /1 1 /1 5   4:59 am



2117.3 Owners  Versus Managers  Objectives

Min i - Ca se Some corporations allow the chief executive officer (CEO)  to make personal 
use of the companys planefor example, to play golf at a distant course.  In 
2011, the Wall Street Journal  reported that, based on a review of the flight records 

of dozens of corporate jets over a four-year period, 
more than half of their trips were to or from resort 
destinations, and usually to locations where execu-
tives owned homes.14

If the corporation reduces the CEOs earnings so 
that the CEO is effectively paying for this privilege, 
providing the aircraft should have no effect on the 
firms bottom line or its  stocks value.  However, if 
the managers do not pay for using the jet for per-
sonal purposes, this perk lowers the firms profit and 
reduces its stock value.  Moreover, if workers react 
adversely to managers  perks, morale may fall and 
shirking and unethical behavior may increase.  If so, 
we would expect the firms profit and stock value to 
fall even more.

According to Yermack (2006), when firms first disclose a CEOs jet plane per-
quisites,  shareholders react very negatively, causing the firms stock price to 
fall by 1 .1% on average.  Moreover, the long-run effect of such disclosures is to 
reduce average shareholder returns by more than 4% below market benchmarks 
annuallya large gap that greatly exceeds the cost of resources consumed.  
Nonetheless in 2015, of the 95 public Fortune 100 companies, 65 either provided 
or offered to provide a jet perk to their CEOs.

Although perks may be given to reward excellent work by managers, large 
perks often indicate weak governance by boards.  Companies disclosing a plane 
perk are more likely to take extraordinary accounting write-offs and to report 
quarterly earnings per share significantly below analyst estimates.

Company Jets

managers believe it is  appropriate to  treat themselves to a  variety of perquisites  
(perks)benefits beyond their salaryof dubious value to the firm.

It is perfectly appropriate for a corporation to provide a manager with health or 
various other benefits.  If the firm reduces the manager s salary by the cost of such 
benefits, then these benefits do not harm the firms bottom line.  A firm might want 
to provide a flashy perk such as a luxurious office to impress clients or a chauffeured 
limo that saves a manager s time and increases profit.  Nonetheless, some managers 
unilaterally grant themselves perks that come out of the firms profit with little or 
no tangible advantage to the firm.

14These perks are often a large share of an executives compensation.  In a 2012 filing, Facebook 
reported that Mark Zuckerberg, its CEO, had a compensation package including $483,333 in salary, 
a $220,500 bonus, and $783,529 in other compensation, which includes $692,679 for personal use 
of aircraft chartered in connection with his comprehensive security program and on which family 
and friends flew.
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Corporate  Social re sponsibility
The pursuit of social objectives by corporations is called corporate social responsibility  
(CSR).15 Often, it leads to conflict between owners and managers.

CSR has become increasingly important in managerial decision making.  Exxon 
now produces an annual Corporate Citizenship Report,  Sony has provided an 
annual CSR Report since 2004,  and most other large corporations issue similar 
reports.  A well-known example of corporate philanthropy is  Ronald McDonald 
House Charities.  It provides temporary housing and other support in over 50 coun-
tries for families of children who are hospitalized for extended periods of time.

CSR decisions are made by a corporations CEO and other senior managers, who 
often provide large corporate contributions to hospitals, universities, environmen-
tal projects, disadvantaged groups, and other causes.  However, if senior executives 
pursue their own values or social objectives instead of maximizing profit, they may 
be reducing returns to shareholders.  Such causes might seem worthy but, after all,  
if shareholders want to donate money for a new hospital or a new building on a 
university campus, they can do so directly.  Shareholders might not want manag-
ers making such decisions for them.  Just what is the legal and ethical obligation of 
managers to shareholders?

ethical Obligations of Managers.  Milton Friedman, a Nobel prize-winning 
economist, made the normative argument that the social responsibility of a business 
is to increase its profit.16 He asserted that the sole responsibility of managers is to 
the owners of the firm and that managers should therefore seek to maximize profit.

The philosopher and business professor R.  Edward Freeman (1984)  disagreed.  
According to his stakeholder theory,  managers have obligations to several groups in 
addition to shareholders,  including workers,  customers, and the communities in 
which firms reside and operate.  He contends that corporations should not use child 
labor in poor countries; they should provide safe working conditions and safe prod-
ucts; and they should not contaminate communities where they operate with toxic 
waste, even if such corporate policies reduce profit.  Of course, it is difficult to know 
where to draw the line.  Few jobs or products can be made completely safe, even at 
very high cost.

The extent of managerial obligations to shareholders, workers, consumers, and 
other stakeholders has been much debated by philosophers and other academics, 
boards of directors, and managers themselves.  It has also been the subject of much 
litigation.  Courts have increasingly decided that businesses have implicit obligations 
to various stakeholders that often go beyond what is explicitly covered in formal 
contracts.

Strate gic CSr.  Purely altruistic CSR  activities are costly to shareholders, and 
hence may create a conflict between managers and shareholders.  However, some 

15The worlds largest developer of voluntary international standards, the International Organiza-
tion for Standardization (ISO), has attempted to provide standards for corporate social responsi-
bility (http://www.iso.org/iso/home/standards/management-standards/iso26000.htm) .  The ISO 
defines social responsibility as acting in an ethical and transparent way that contributes to the 
health and welfare of society.  It identifies several major areas of corporate social responsibility, 
including the environment (or sustainability), treatment of employees, consumer issues, and chari-
table giving (corporate philanthropy).
16Friedman, Milton, The Social Responsibility of Business Is to Increase Its Profits,  New York Times 
Magazine,  September 13, 1970:  3233.
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costly CSR activities may provide shareholders with significant benefits that more 
than offset the costs.  For example, if consumers are willing to pay more for environ-
mentally friendly products, then producing such products may raise a firms profits.  
Similarly, a firm that acquires a reputation for treating its workers fairly may increase 
its sales or may be able to charge a higher price for its product.17

CSR activities that are intended to increase profits are called strategic CSR  and are 
often described as doing well by doing good.  For example, McDonalds receives 
extensive, favorable media exposure and other reputational benefits from its Ronald 
McDonald Houses.  CSR expenditures can often be more effective than conventional 
advertising in building consumer goodwill.  In addition, some corporations believe 
that CSR activities prevent various government interventions.

Monitoring and Controlling a Managers actions
If the owner s and manager s objectives conflict, the owner may try to monitor or 
control the manager s behavior.  Monitoring is difficult if the owner cannot easily 
observe  the actions of the manager and if the profit or other payoff from these actions 
is subject to uncertainty.  Moreover, controlling the manager s actions is difficult if the 
parties cannot write an enforceable contract.

If the owner and manager work side by side, monitoring the manager is  easy.  
However, the cost of monitoring the manager s effort is  sometimes prohibitively 
high.  Usually the owner does not want to have to shadow the manager all day to 
ensure that the manager is working hard.  Installing a time clock might show that 
the manager was at work, but it does not show that the manager was working hard.  
In any case, it is typically difficult to determine if a manager who must engage in 
a complex set of actions is  working well.  When direct monitoring of a manager s 
actions is impractical, the owner may be able to use an indirect method to monitor, 
as we discuss in Chapter 15.

To minimize agency costs, most corporations set rules that govern the relationship 
between the board and the senior executives.  Senior executives are usually restricted 
in their ability to carry out activities outside the firm that are related to their duties 
at the firm.  Many are required to disclose to the board various actual or potential 
conflicts of interest that might arise.

Similarly, most corporations set rules that govern the board of directors to further 
reduce the likelihood of agency problems between the board and the sharehold-
ers.  For example, the rules may require the board to have outside directors:  directors 
who are not the firms managers.  The rules also specify the nature and frequency of 
elections to the board and the rights of shareholders to vote on important decisions 
and to propose various actions at shareholder meetings.  Unfortunately, it is difficult 
to specify or legally enforce what constitutes appropriate effort on the part of the 
board.  Moreover, in most corporations, although board members must be elected 
by shareholders, new board members are nominated by the existing board.  Some 
shareholders sue boards, but such lawsuits are costly to pursue and rarely solve the 
associated agency problems.

17Several fair trade labeling organizations, including Fairtrade International, designate certain prod-
ucts as fair trade  products.  The designation implies that certain standards of sustainability and treat-
ment of workers have been met.  Some consumers are willing to pay more for fair trade products 
(such as De Pelsmacker, Driesen, and Rayp, 2005).
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The 20072009 Great Recession led to increased use of say on pay  (SOP)  rules that 
allow shareholders to provide input on executive compensation.  The Dodd-Frank 
Act of 2010 requires publicly traded companies in the United States to hold share-
holder SOP votes at least once every three years regarding the compensation going 
to senior executives.

The vote is nonbinding, so a negative vote (objecting to the level of pay)  does not 
necessarily block the compensation.  However, failed SOP votes create significant 
problems for a firm, including negative publicity and greater legal vulnerability to 
shareholder lawsuits.  In 2014 shareholders of the restaurant chain Chipotle  Mexican 
Grill voted 77% against the planned compensation, but it was paid as planned.  How-
ever, the company reduced the compensation in 2015, resulting in a 95% positive 
SOP vote that year.18

The vast majority of SOP votes have been positive.  Among Russell 3000 compa-
nies (the largest 3000 publicly traded U.S.  companies), only about 2.2% of SOP votes 
were negative from 2011  through 2014.  In 75% of cases, more than 90% of the shares 
voted in favor.19 And even when votes are negative, the planned compensation often 
goes ahead anyway.

The United States is  not the only country with mandatory SOP votes.  In 2014, 
Switzerland implemented SOP requirements and, unlike in the United States, the 
outcome of votes is binding.  Australia and Britain also require SOP votes.  Even in 
countries where SOP votes are not legally required, such as Canada, an increasing 
number of companies use them voluntarily.

takeove rs and the  Marke t for Corporate  Control
Competition  is  the  keen  cutting edge of business,  always shaving away at costs.  

Henry Ford

Economists generally assume that firms try to maximize profit because of the survi-
vor principle as well as the market for corporate control.  According to the survivor 
principle,  in highly competitive markets, the only firms that survive are those that 
are run so as to maximize profit.  Firms that fail to maximize profit lose money and 
go out of business.

Even in less competitive markets, managers can be disciplined through the mar-
ket for corporate control,  where outside investors use the stock market to buy enough 
shares to take over control of an underperforming publicly traded firm.  An out-
sider may profit by seizing control of a  company in which the current managers 
are doing a poor jobundertaking unprofitable projects and spending money on 
their own comfort and compensationwith little  profit going to the sharehold-
ers in the form of dividends or capital gains.  If the acquiring firm can convince 
enough shareholders  that profit will rise after a  takeover,  the shareholders  can 
vote out the existing board and management and vote in the one the acquiring 
firm recommends.

For example, Sophia, the manager of an underperforming company, is worried 
because a well-known corporate raider (such as Carl Icahn or T.  Boone Pickens)  is 

18Gretchen Morgenson, Shareholders  Votes Have Done Little to Curb Lavish Executive Pay,  
New York Times,  May 17, 2015.
19Joseph E.  Bachelder III,  A Say on Say-on-Pay:  Assessing Impact After Four Years,  New York 
Law Journal,  March 20, 2015.
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buying many shares of her firm.20 Shes sure that the raider is planning a hostile take-
over and will replace the current managers with new managers, whom he believes 
can turn around the underperforming firm.  How does Sophia keep her job? If she 
cant instantly improve the firms performance, she may hire the cleverest corporate 
lawyer she can find to construct takeover defenses.

Common defenses in the United States include a shareholder rights plan,  which is 
better known as a poison pill.21  (See Table 7.1  for a list of takeover defense terminol-
ogy.)  A poison pill is a provision that a corporate board adds to its bylaws or charter 
that makes the firm a less attractive takeover target.

The law on the use of poison pills is  evolving, with many countries restricting 
their use, including the United Kingdom and many other European countries.  In 
Canada, regulatory authorities can remove provisions deemed to be poison pills 
from takeover bids, and they frequently do.

Poison pills do not always work in preventing a takeover, but they frequently 
cause some of the profits arising from the takeover to go to the original managers or 

20Corporate raiders are large investors who make hostile takeovers bidsseeking to buy a control-
ling interest in a firm despite the opposition of senior management.  Sometimes, however, a raider 
will engage in greenmail,  buying enough shares to credibly threaten a takeover, but agreeing to sell 
those shares back to the firm at a premium to end the takeover attempt.
21The use of such a defense was introduced by Martin Lipton, a mergers and acquisitions lawyer, 
during a takeover battle in which T.  Boone Pickens was trying to acquire General American Oil in 
1982.  See http://activistinvesting.blogspot.com/2011/01/historial-and-legal-background-of.html  
(viewed February 23, 2013).

back-end plan:  Provision that gives shareholders the right to cash or debt securities at an 
above-market price previously defined by the companys board in the event of a hostile 
takeover.

dead-hand:  Provision that allows only the directors who introduce the poison pill to remove 
it for a fixed period after they have been replaced, thereby delaying a new boards ability 
to sell the firm.

flip-in:  Provision that gives current shareholders of the firm other than the hostile acquirer 
the right to purchase additional shares of stocks at a  discount price after the acquirer 
obtains a certain percentage of the firms shares (usually between 20% and 50%).

flip-over:  Provision that allows stockholders to buy the acquiring firms shares at a dis-
count price after a merger or takeover.

golden handcuffs:  Employment clauses that require top employees to give back lucrative 
bonuses or incentives if they leave the firm within a specified period of time.  As a poison 
pill, these clauses cease to hold after a hostile takeover so that the employees may quit 
immediately after cashing their stock options.

macaroni defense  (similar to a flip-over):  The issuance of many bonds with the condition 
they must be redeemed at an above-market price if the company is taken over.

poison pill,  porcupine provision,  shareholder rights  plan,  or shark repellent:  Defensive provi-
sions that corporate boards include in the firms corporate charter or bylaws that make a 
takeover less profitable.

poison puts:  The issuance of bonds that investors may cash before they mature in the event 
of a hostile takeover attempt.

taB Le  7 . 1  Some  takeove r De fe nse  te rms
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Min i - Case

the  Yahoo! 

Poison Pill

boards of directors, so that they do not fight the takeover.  The use of poison pills in 
the United States has declined sharply from its peak.  More than 2,200 corporations 
had poison pills in their bylaws in 2001  compared to fewer than 900 corporations in 
early 2011  (Bab and Neenan, 2011).  In part, this decline is due to companies increas-
ingly allowing shareholders to vote on poison pills.

Yahoo!  successfully used a poison pill defense against a takeover bid, but it seri-
ously hurt shareholders by keeping the existing management.  As early as 2001, 
Yahoo!  installed a poison pill.  In 2008, Microsoft made an unsolicited takeover 
bid for Yahoo!, hoping to strengthen its Internet capabilities in its head-to-head 
battle with Google.

In an afternoon phone call just before it made its bid, Microsofts chief exec-
utive,  Steven Ballmer, informed a startled Jerry Yang, the chief executive of 
Yahoo! ,  that Microsoft would be making an unfriendly offer.  The offer was for 
$31  (later raised to $33)  a share, which was 60% more than the value of Yahoo!  
shares.

According to a subsequent shareholders  suit against Yahoo! ,  Mr.  Ballmer 
made it clear that he wanted to keep Yahoo!  employees and was allocating $1 .5 
billion for employee retention.  However, Mr.  Yangs poison pill would create a 
huge incentive for a massive employee walkout in the aftermath of a change 
in control.  The plan gave the 14,000 full-time Yahoo!  employees the right to 
quit their jobs and pocket generous termination benefits at any time during 
the two years following a takeover.  .  .  .  

Mr.  Ballmer walked away from a Yahoo!  deal.  One Microsoft executive com-
mented, They are going to burn the furniture if we go hostile.  They are going 
to destroy the place.  Yahoo!s stock price plunged after Microsoft withdrew the 
bid.  Soon thereafter, Yahoo!  faced shareholder lawsuits and an aborted proxy 
fight led by Carl Icahn.  Near the end of 2008, Yahoo! s value fell as low as $10.9 
billion, which was 23% of the $47.5 billion offered by Microsoft.  Under pressure 
from stockholders, Mr.  Yang resigned as CEO at the end of 2008.

A sequence of new Yahoo!  CEOs failed to restore Yahoo!  to its  former profit-
ability.  From 2009 through 2012, its  stock value ranged between $11 .6 billion 
and $23.2 billion.  That is,  during the 20092012 period Microsoft could have 
bought Yahoo!  for between 25% and 50% of what it had offered in 2008.  Even 
by mid-2015,  Yahoo was still  worth only about $35  billion,  much less  than 
Microsofts  2008 bid.  Thus, in the end, the poison pill defense led to a Pyrrhic 
victory.

7.4 the  Make  or Buy De cision

Managers make many decisions that affect the horizontal and vertical dimensions 
of a firms organization.  The horizontal  dimension refers to the size of the firm in 
its primary market, while the vertical  dimension refers to the various stages of the 
production process in which the firm participates.

To produce a good and sell it to consumers involves many sequential stages of 
production, marketing, and distribution activities.  A manager must decide how 
many stages the firm itself will undertake.  At each stage, a manager chooses whether 
to carry out the activity within the firm or to pay for it to be done by others.  Deciding 
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which stages of the production process to handle internally and which to buy from 
others is part of what is referred to as supply chain  management.

Stage s of Production
The turkey sandwich you purchase at your local food stand is produced and deliv-
ered through the actions of many firms and individuals.  Farmers grow wheat and 
raise turkeys using inputs they purchase from other firms; processors convert these 
raw inputs into bread and turkey slices; wholesalers transfer these products from the 
food processors to the food stand; and, finally, employees at the food stand combine 
various ingredients to make a sandwich, wrap it, and sell it to you.

Figure 7.4 illustrates the sequential or vertical  stages of a relatively simple pro-
duction process.  At the top of the figure, firms use raw inputs (such as wheat)  to 
produce semi-processed materials (such as flour).  Then the same or other firms use 
the semi-processed materials and labor to produce the final good (such as bread).  In 
the last stage, the final consumers buy the product.

In the nineteenth century, production often took place along a river.  Early stages of 
production occurred upstream, and then the partially finished goods were shipped 
by barge downstreamgoing with the flow of the riverto other firms that finished 
the product.  These anachronistic river terms are still used to indicate the order of 
production:  Upstream  refers to earlier stages of production and downstream  refers to 
later stages.

Vertical Inte gration
The number of separate firms involved in producing your turkey sandwich depends 
on how many steps of the process each firm handles.  One possibility is that the food 
stand carries out many steps itself:  making the sandwich, wrapping it, and selling it 
to you.  An alternative is that one firm makes and wraps the sandwich and delivers 
it to another firm that sells it to you.

F I Gu re  7 . 4  Ve rtical Organization

Raw inputs  produced  upstream are 
combined using a  production process,  
q = f(M ,  L) ,  downstream to produce a  
final  good.

Final  good

q =  f (M,  L)

Labor

L

Materials

M

Inputs

Downstream

Upstream

Consumers

q
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A firm that participates in more than one successive stage of the production or 
distribution of goods or services is vertically integrated.  A firm may vertically inte-
grate backward and produce its own inputs.  For example, after years of buying its 
unique auto bodies from Fisher Body, General Motors purchased Fisher in a vertical 
merger.  Or a firm may vertically integrate forward and buy its former customer.  At 
different times, the car manufacturers General Motors and Ford have owned Hertz, 
the first car-rental company.22

The alternative to a firm producing an input or activity itself is to buy it.  Firms 
may buy inputs from a market (such as buying corn on the Chicago Board of Trade 
or copper in the London Metal Exchange).  Increasingly, many firms reach agree-
ments with other firms to buy services from them on a continuing basis, a practice 
called outsourcing.  For example, many U.S.  computer manufacturing firms retain 
firms located in the United States, India, and elsewhere to provide services such as 
giving technical advice to their customers.

A firm can be partially vertically integrated.  It may produce a good but rely on 
others to market it.  Or it may produce some inputs itself and buy others from the 
market.

Quasi-Ve rtical  Inte gration.  Some firms buy from a small number of sup-
pliers or sell through a small number of distributors.  These firms often control the 
actions of the firms with whom they deal by writing contracts that restrict the actions 
of those other firms.  These contractual vertical restraints  approximate the outcome 
from vertically merging.  Such tight relationships between firms are referred to as 
quasi-vertical integration .

For example, a franchisor and a franchisee have a close relationship that is gov-
erned by a contract.  Some franchisors such as Kentucky Fried Chicken (KFC)  sell a 
proven method of doing business to individual franchisees, who are owners of KFC 
outlets.  A fast-food franchisor may dictate the types of raw products its franchisees 
buy, the franchisees  cooking methods, the restaurants  appearance, and the fran-
chisees  advertising.

Similarly, a manufacturer that contracts with a distributor to sell its product may 
place vertical restrictions on the distributor s actions beyond requiring it to pay the 
wholesale price for the product.  These vertical restrictions are determined through 
contractual negotiations between the manufacturer and the distributor.  The manu-
facturer imposes these restrictions to approximate the outcome that would occur if 
the firms vertically integrated.  Examples of restrictions include requirements that 
the distributor sell a minimum number of units, that distributors not locate near each 
other, that distributors not sell competing products, and that distributors charge no 
lower than a particular price.

Contracts Ve rsus Spot Marke ts.  Even if a company does not use the detailed 
contracts needed for quasi-vertical integration, it may sign long-term contracts that 
provide some of the features of vertical integration.  For example, a furniture maker 
might enter into a multi-year contract to buy some specific annual quantity of wood 
from a lumber company at a fixed price.  The furniture maker can rely on a steady 
supply of wood at an affordable price, just as it would if it produced its own lumber 
in a vertically integrated structure.

22Hertz, founded in 1918, was purchased by General Motors in 1926, which subsequently sold it.  In 
1954, Hertz went public.  It was sold to a Ford Motor subsidiary in 1987 and became a fully owned 
Ford subsidiary in 1994.  Hertz went public again in 2006.
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If the furniture firm does not sign a long-term contract and does not vertically 
integrate, it buys lumber as it needs it at the current price from a variety of lumber 
yards or in a spot market  or cash market:  an organized market that sells commodities 
for immediate delivery (such as the Chicago Mercantile Exchange).

Degrees of Vertical  Integration.  We see a spectrum of vertical integration 
ranging from full integration through quasi-integration and long-term contracts, to 
relying on spot markets.  All firms are vertically integrated to some degree, but they 
differ substantially as to how many successive stages of production they perform 
internally.  At one extreme, we have firms that perform only one major task and 
rely on markets and outsourcing for all others.  For example, some retailers, such as 
computer retailers, buy products from a variety of manufacturers or markets, sell 
them to final consumers, and have any related service such as technical support for 
customers provided by other firms through outsourcing arrangements.

At the other extreme, we have firms that perform most stages of the produc-
tion process.  The leading broiler chicken producers,  such as Tyson, Purdue, and 
 Foster Farms, have integrated or quasi-vertically integrated (through the use of con-
tracts)  into virtually every production stage except the final stage of distribution to 
consumers.

The vertically integrated firms provide supplies to breeder farms that produce 
eggs.  The breeder farms send eggs to a hatchery and the hatched chicks are sent 
to grow-out farms, where the birds grow to market weight.  From there, the chick-
ens are sent to the processing plant to be slaughtered and packed (either frozen or 
chilled).  Packed chicken is then shipped to another company-owned plant for further 
processing into products such as frozen nuggets and chicken dinners.  Finally, the 
products are sold to other firms such as fast-food restaurants and grocery stores for 
sale to final consumers (Martinez, 1999).  By vertically integrating, these firms are 
able to take advantage of very large economies of scale at virtually every stage of 
the production process.

However, no firm is completely integrated:  It would have to run the entire econ-
omy.  Even Foster Farms buys some inputs,  such as its  equipment, from outside 
markets.  As Carl Sagan observed, If you want to make an apple pie from scratch, 
you must first create the universe.

Profitability and the Supply Chain Decision
Firms decide whether to vertically integrate, quasi-vertically integrate, or buy goods 
and services from markets or other firms depending on which approach is the most 
profitable.23 Although at first glance this profitability rule seems very simple, it has 
a number of tricky aspects.  First, the firm has to take into account all relevant costs, 
including some that are not easy to quantify such as transaction costs.  Second, the 
firm must ensure a steady and timely supply of needed inputs to its production 
process.  Third, the firm may vertically integrate, even if doing so raises its cost of 
doing business, so as to avoid government regulations.24

23For a more detailed analysis of the pros and cons of vertical integration, see Perry (1989)  and 
 Carlton and Perloff (2005) .  Two classic  articles  on vertical integration are  Coase (1937)  and 
 Williamson (1975).
24Firms may also vertically integrate for reasons related to market power, allowing the firm to 
charge higher prices than it otherwise would or to reduce prices it would otherwise pay for its 
inputs.  We discuss market power issues in later chapters.
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However, by vertically integrating and becoming larger and more complex, the 
firm may increase its managerial costs.  Thus, firms do not always vertically integrate 
to avoid transaction costs and opportunistic behavior.

As a consequence of these complexities, firms in the same industry may reach 
different decisions about the optimal level of integration.  We observe that such firms 
handle the supply chain in different ways.  In the auto industry, Toyota is known as a 
leader in successful outsourcing and is less vertically integrated than its rivals such 
as General Motors and Ford.

Firms in some markets differ in how much they integrate because their manag-
ers have different strengths or the firms face different costs (such as costs that vary 
across countries).  However, some of these firms could be making a mistake by being 
more or less integrated than other firms, which lowers their profits and may drive 
them out of business.

Min i - Case The high-fashion garment industry is noted for outsourcing and relying on a 
supply chain consisting of many firms.  Major clothing brands typically out-
source sewing and various other specialized manufacturing functions to sub-
contractors in a variety of low-wage countries, particularly in Asia.  Bucking this 
trend is the Spanish firm Zara, one of the worlds largest and most successful 
clothing retailers.  Zara manufactures its high fashion items in Spain and Portu-
gal in a dozen company-owned factories.  Thus, Zara relies on vertical integration 
more than most clothing retailers.

Because it produces locally under the direction of company managers, Zara 
can quickly and easily change designs.  It can design a new product and deliver 
the finished goods to its European stores in four to five weeks, much faster than 
its competitors who rely on production by contractors in Indonesia or Bangla-
desh.  Zara exploits this speed advantage by quickly terminating designs that 
do not sell well,  often canceling a design within a one week of when it hits the 
shelves if it does not move quickly.

Vertical 

Inte gration  

at Zara

transaction Costs and Opportunistic Be havior.  Among the most impor-
tant reasons to integrate is to reduce transaction costs and to avoid  opportunistic 
behavior:  taking advantage of someone when circumstances permit.

By integrating, a  firm can avoid the transaction costs of negotiating contracts.  
Instead of regularly negotiating deals with independent supply companies, a man-
ager of a vertically integrated firm simply directs the input-producing section of the 
company to send the supplies.  It can also minimize communication problems and 
better handle the timing of deliveries by vertically integrating.

Firms also vertically integrate to avoid opportunistic behavior.  A firm may try to 
interpret the terms of a contract to its advantage, especially when terms are vague or 
missing.  Such behavior is particularly likely when a firm deals with only one other 
firm:  a classic principal-agent problem.  If an electronic game manufacturer can buy 
computer chips from only one firm, it is at the mercy of that chip supplier.  The sup-
plier could take advantage of the situation by increasing its price substantially just 
before the holiday buying season.  The game manufacturer may vertically integrate
manufacturing the chip itselfto avoid such opportunistic behavior.
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Security and Flexibility of Supply.  A common reason for vertical integration 
is to ensure supply of important inputs.  Having inputs available on a timely basis is 
very important in many if not most industries.  Costs would skyrocket if a car manu-
facturer had to stop assembling cars while waiting for a part.  Backward (upstream) 
integration to produce the part itself may help  to ensure timely arrival of parts.  
Alternatively, this problem may be eliminated through quasi-vertical integration, in 
which the buyer and seller agree to a contract whereby the supplier is rewarded for 
prompt delivery and penalized for delays.  Toyota and other Japanese manufactur-
ers pioneered the just-in-time  system of having suppliers deliver inputs at the time 
needed to process them, thus minimizing inventory costs and avoiding bottlenecks.

Similarly, it is often important that a firm be able to vary its production quickly.  If 
the demand curve shifts to the left during a recession, a firm may want to cut output, 
and hence temporarily reduce its use of essential inputs.  By vertically integrating, 
firms may gain greater flexibility.  PepsiCo Inc.  offered to buy its two largest bottlers, 
Pepsi Bottling Group and PepsiAmericas, because, as PepsiCo Chairwoman and 
Chief Executive Officer Indra Nooyi said, We could unlock significant cost syner-
gies, improve the speed of decision making and increase our strategic flexibility.25

25PepsiCo bids to buy its bottlers,  Marketwatch,  April 20, 2009, http://www.marketwatch.com/
story/pepsico-bids-buy-bottlers-reports .

Min i - Case Backward vertical integration is common in the aluminum industry, largely 
because firms are seeking to avoid being subject to  opportunistic behavior.  
 Aluminum production has three main stages:  mining bauxite, refining bauxite 
to produce alumina, and smelting alumina to produce aluminum, which is used 
to produce cookware, car parts, and many other products.

A small number of firms dominate the mining and refining of bauxite.  In 
addition, markets for bauxite and alumina tend to be regional due to high trans-
portation costs.  Thus, an aluminum producer might have only a few or even 
only one supplier of alumina in a particular region, and would be vulnerable to 
potential opportunistic behavior by refiners such as demanding an unreason-
ably high price at a critical time.  Conversely, a refiner might also be vulnerable 
to opportunistic behavior by aluminum producers.

aluminum
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avoiding Gove rnment Inte rve ntion.  Firms may also vertically integrate 
to avoid government price controls, taxes, and regulations.  A vertically integrated 
firm avoids price controls  by selling to itself.  For example, the U.S.  government has 
set a  maximum price for steel products on several occasions since World War II.  
Under such price controls,  steel producers did not want to sell as  much steel as 
before the controls took effect.  Consequently, they rationed steel,  selling their long-
time customers only a fraction of what they had sold before the controls went into 
effect.

Because transactions within a company were unaffected by price controls, a buyer 
who really desired more steel could purchase a steel company and obtain all the steel 
it wanted (and at least one firm did so).  Thus, purchasing a steel company allowed 
firms to avoid price controls.  Were it not for the high transaction costs, firms could 
completely avoid price controls by vertically integrating.

More commonly, firms integrate to lower their taxes.  Tax rates vary by country, 
state, and type of product.  A vertically integrated firm can shift profit from one of 
its operations to another simply by changing the transfer price  at which it sells its 
internally produced materials from one division to another.  By shifting profits from 
a high-tax state or country to a low-tax state or country, a firm can increase its after-
tax profits.  The Internal Revenue Service tries to restrict such behavior by requiring 
that firms use market prices for internal transfers where possible.

Government regulations create additional incentives for a firm to integrate verti-
cally (or horizontally)  when the profits of only one division of a firm are regulated.  
When the government restricts the profit that a local telephone company earns on 
local services but not its profit on other services, such as selling telephones in com-
petition with other suppliers, the telephone company tries to shift profits from its 
regulated division to its unregulated division.

Marke t Size  and the  Life  Cycle  of a Firm
Why do workers commonly engage in highly specialized activities? The answer is 
that it is generally more efficient to divide production processes into several small 
steps in which workers specialize, with each worker becoming skilled in a certain 
activity.

Adam Smith, writing in Scotland at the time of the American Revolution, gave an 
example of a pin factory in The Wealth of Nations  to illustrate that the division of labor 
can have important advantages in the very trifling manufacture of pins:

[A]  workman not educated to this business .  .  .  nor acquainted with the use of 
machinery employed in it .  .  .  could scarce, perhaps, with his utmost industry, 
make one pin a day, and certainly could not make twenty.  But in the way in 
which this business is now carried on, not only the whole work is a peculiar 

To avoid the potential for such opportunistic behavior, many of the major 
producers of aluminum are vertically integrated.  Companies such as Rio Tinto 
Alcan Ltd.  (Canada),  Alcoa (Aluminum Company of America),  and Chalco 
(China)  are vertically integrated as they operate mines, refineries, and  smelters, 
and also produce many aluminum products.
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trade, but it is  divided into a number of branches, of which the greater part 
are likewise peculiar trades.  One man draws out the wire, another straightens 
it,  a third cuts it,  a fourth points it,  a fifth grinds it to the top for receiving the 
head; to make the head requires two or three distinct operations; to put it on, 
is a peculiar business, to whiten the pins is another; it is even a trade by itself 
to put them into the paper; and the important business of making a pin is, in 
this manner, divided into about eighteen distinct operations, which, in some 
manufactories, are all performed by distinct hands, though in others the same 
man will sometimes perform two or three of them.  I have seen a small manufac-
tory of this kind where ten men only were employed, and where some of them 
consequently performed two or three distinct operations.  .  .  .  [T]hey could, 
when they exerted themselves, make among them about twelve pounds of pins 
in a day [or]  upward of forty-eight thousand pins in a day.

Using this insight about specialization, Henry Ford became the largest and prob-
ably the most profitable automobile manufacturer in the early 1900s by developing 
mass production techniques.  He adapted the conveyor belt and assembly line so 
that he could produce a standardized, inexpensive car in a series of tasks in which 
individual workers specialized.  By doing so, he achieved cost savings despite paying 
wages that were considerably above average.

Despite the advantages of specialization, many workers and many firms do not 
specialize.  Why? According to Adam Smith, the answer is that the division of labor 
is  limited by the extent of the market.  That is,  a firm can take advantage of spe-
cialization and economies of scale only if it produces a sufficiently large amount of 
output, which it produces only if enough consumers are willing to buy it.

Stigler (1951)  and Williamson (1975)  showed that Adam Smiths insight provides 
a theory of the life cycle of firms.  They explain why firms rely on markets during 
certain periods, while during other periods, they vertically integrate.  The key insight 
is that the degree of integration depends on the size of the market.  If demand for a 
product at the current price is low so that the collective output of all the firms in the 
industry is small, each firm must undertake all the activities associated with produc-
ing the final output itself.

Why dont some firms specialize in making one of several inputs that they then 
sell to another firm to use in assembling the final product? The answer is that when 
the industry is small, it does not pay for a firm to specialize in one activity even given 
increasing returns to scale.  A specialized firm may have a large setup or fixed cost.  If 
the specialized firm produces large quantities of output, the average fixed cost per 
unit is small.  In contrast, the average fixed cost is large in a small industry.  Therefore, 
if specialized firms are to earn a profit, the sum of the specialized firms prices must 
be higher than the cost of a firm that produces everything for itself.

As the industry expands, it may become profitable for a firm to specialize, because 
the per-unit transaction costs fall.  That is, as the industry grows, firms vertically disin-

tegrate.  When the industry was small, each firm produced all successive steps of the 
production process, so that all firms were vertically integrated.  In the larger industry, 
each firm does not handle every stage of production itself but rather buys services 
or products from specialized firms.

As an industry matures further, new products often develop and reduce much of 
the demand for the original product, so that the industry shrinks in size.  As a result, 
firms again vertically integrate.
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7.5 Marke t Structure

When making their horizontal and vertical decisions, managers need to take account 
of the behavior of actual and potential rival firms, which affect the profit function 
the manager s firm faces.  So far, we have implicitly ignored the role of other firms.  
However, a firms manager must take into account how its profit is affected by rival 
firms output levels, the prices rivals set, or whether additional firms are likely to 
enter the market if the firm makes a large profit.

How rivals behave depends on the organization of the industry in which the 
firms operate.  A firm will behave differently if it is one of a very large number of 
firms rather than the only firm in the market.  The behavior of firms depends on the 
market structure:  the number of firms in the market, the ease with which firms can 
enter and leave the market, and the ability of firms to differentiate their products 
from those of their rivals.

the  Four Main Marke t Structure s
Most industries fit into one of four common market structures:  perfect competition, 
monopoly, oligopoly, and monopolistic competition.

Pe rfe ct Compe tition.  When most people talk about competitive firms,  they 
mean firms that are rivals for the same customers.  By this interpretation, any mar-
ket that has more than one firm is competitive.  However, economists often use the 
term competitive  to refer to markets that satisfy the conditions for perfect competition 
(Chapter 2)  or that closely approximate perfect competition.

Economists say that a market is perfectly competitive if each firm in the market is 
a price taker:  a firm that cannot significantly affect the market price for its output or 
the prices at which it buys its inputs.  Firms are likely to be price takers in markets 
where all firms in the market sell identical products, firms can freely enter and exit 
the market in the long run, all buyers and sellers know the prices charged by firms, 
and transaction costs are low.  If any one of the 26,000 tomato producers in the United 
States were to stop producing or to double its production, the market price of toma-
toes would not change appreciably.  Similarly, by stopping production or doubling 
its production, a producer would have little or no effect on the price for fertilizer, 
labor, or other inputs.

Because firms can enter freely, firms enter whenever they see an opportunity to 
make an economic profit.  This entry continues until the economic profit of the last 
firm to enterthe marginal firmis zero.

Monopoly.  A monopoly  is  the only supplier of a good that has no close substi-
tute.  De Beers, until recently, controlled the global diamond market.  Monsanto has a 
monopoly in many genetically modified (GM) seeds.  Many local public utilities such 
as cable television companies are local monopolies.  Patents give monopoly rights 
to sell inventions, such as particular pharmaceuticals or GM seeds.  A firm may be a 
monopoly if its costs are substantially below those of other potential firms.

A monopoly can set  its  priceit is  not a  price taker like a  competitive firm.  
A monopolys output is the market output, and the demand curve a monopoly faces 
is the market demand curve.  Because the market demand curve is downward slop-
ing, the monopolyunlike a competitive firmdoesnt lose all its sales if it raises 
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its price.  As a consequence, the monopoly typically charges relatively high prices
much higher than the price set in a perfectly competitive market.

Oligopoly.  An oligopoly  is  a market with only a few firms and with substantial 
barriers to entry, which prevent other firms from entering.  A barrier to entry could 
be a government licensing law that limits the number of firms or patents that prevent 
other firms from using low-cost technologies.  Nintendo, Microsoft, and Sony are 
oligopolistic firms that dominate the video game market.  Only a handful of firms 
control the automobile, television, and aircraft manufacturing markets.

Because relatively few firms compete in an oligopolistic market, each can influ-
ence the price.  One reason why oligopolies are price setters is  because many oli-
gopolies differentiate their products from those of their rivals.  Because consumers 
perceive differences between a Honda Accord and a Toyota Camry, Toyota can raise 
the price of its Camry above the price of an Accord without losing all its sales.  Some 
customers who prefer the Camry to the Accord will buy a Camry even if it costs 
more than an Accord.

Moreover, because an oligopoly has few firms, the actions of each firm affect its 
rivals.  An oligopoly firm that ignores or inaccurately predicts its rivals  behavior is 
likely to lose profit.  For example, as Toyota produces more cars, the price Honda can 
get for its cars falls.  If Honda underestimates how many cars Toyota will produce, 
Honda may produce too many automobiles and lose money.

The need to consider the strategies of rival firms makes analyzing an oligopoly 
firms profit-maximization decision more difficult than that of a monopoly or a com-
petitive firm.  A monopoly has no rivals, and a perfectly competitive firm ignores the 
behavior of individual rivalsit considers only the market price and its own costs 
in choosing its profit-maximizing output.

Oligopolistic  firms may act independently or may coordinate their actions.  
A group of firms that explicitly agree (collude)  to coordinate their activities is called 
a cartel.  These firms may agree on how much each firm will sell or on a common 
price.  By cooperating and behaving like a monopoly, the members of a cartel seek 
to collectively earn the monopoly profitthe maximum possible profit.  In most 
developed countries, cartels are illegal.  If oligopolistic firms do not collude, they 
earn lower profits than a monopoly, but usually earn higher profits than do firms in 
a competitive industry.

Monopolistic Competition.  Monopolistic competition  is  a market structure in 
which firms are price setters but entry is easy.  As in a monopoly or oligopoly, the 
market has few enough firms that each can affect the price.  Indeed, monopolistically 
competitive firms often differentiate their products, which facilitates their ability to 
be price setters.  However, as in competition, firms can freely enter, so the marginal 
firm earns zero economic profit.

Comparison of Market Structures
Table 7.2 summarizes the major features of these four market structures.  The first row 
notes that perfectly competitive firms are price takers, whereas monopolies, oligopo-
lies, and monopolistically competitive firms are price setters.  Typically, monopolies 
charge higher prices than oligopolies and monopolistically competitive firms, while 
competitive firms charge lower prices.
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In the long run in both competitive and monopolistically competitive markets, 
entry occurs until no new firm can profitably enter, so the marginal firm earns zero 
economic profit.  Monopolistically competitive markets typically have fewer firms 
than perfectly competitive markets do.  Barriers  to entry in a market result in a 
monopoly with one firm or an oligopoly with few firms.  Monopolies and oligopo-
lies may earn positive economic profits.

Oligopolistic and monopolistically competitive firms must pay attention to rival 
firms behavior, in contrast to monopolistic or competitive firms.  A monopoly has 
no rivals.  A competitive firm ignores the behavior of individual rivals in choosing 
its output because the market price tells the firm everything it needs to know about 
its competitors.  Oligopolistic and monopolistically competitive firms may produce 
differentiated products in contrast to monopolies and competitive firms.

road Map to the  re st of the  Book
In Chapters 8 through 13, we examine the market outcomes under perfect competi-
tion, monopoly, oligopoly, and monopolistic competition.  We start by examining 
competitive and monopoly firms, which can ignore the behavior of other firms.  Then 
we turn to oligopolies and other markets where firms need to develop strategies to 
compete with rival firms.  In these chapters, we maintain the assumption that firms 
seek to maximize profits.  In contrast, in Chapters 14 through 16 we return to the 
realistic issues introduced in this chapter concerning uncertainty, unequal informa-
tion, and government regulation, which lead to agency problems.  In Chapter 17, 
many of the issues raised in this chapter, such as outsourcing, are considered in a 
global context.

Monopoly Oligopoly
Monopolistic 
Competition

Perfect 
Competition

1 .   Ability to set 
price

Price setter Price setter Price setter Price taker

2.  Price level Very high High High Low

3.   Entry conditions No entry Limited entry Free entry Free entry

4.   Number of firms 1 Few Few or many Many

5.  Long-run profit 0 0 0 0

6.   Strategy 
 dependent on 
individual rival 
firms behavior

No (has no 
rivals)

Yes Yes No (cares only 
about market 
price)

7.  Products Single product May be 
differentiated

May be 
differentiated

Undifferentiated

8.  Example Producer of 
patented drug

Automobile 
manufacturers

Plumbers in a 
small town

Apple farmers

taB Le  7 . 2   Prope rtie s of Monopoly,  Oligopoly,  Monopolistic Compe tition,  

and Pe rfe ct Compe tition
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Clawing Back 

Bonuses

Manager ia l  

S o l u t i on

Does evaluating a manager s performance over a  longer time period using 
delayed compensation or clawback provisions lead to better management? The 
answer depends on whether the reward a manager receives in the short run 
induces the manager to sacrifice long-run profit for short-run gains.

Managers prefer to be paid sooner rather than later because money today is 
worth more than the same amount later.  Thus, if a manager can move a major 
sale from January of next year to December of this year, the firms total profits 
over the two years are unchanged, but the manager s performance-based bonus 
is paid this year rather than next year.  Most boards are probably not very con-
cerned with such shifts over time as they are unlikely to lower long-run profits.

Of more concern are managers who increase this year s profit even though 
doing so lowers profit in later years.  Many firms pay a bonus on a positive profit 
but do not impose fines or penalties (negative bonuses)  for a  loss (negative 
profit).  Suppose that a particular policy results in a large profit this year but a 
larger loss next year.  If the manager gets a bonus based on each year s profit, the 
manager receives a large bonus this year and no bonus next year.  However, if the 
bonus is calculated over two years, the manager would receive no bonus in either 
year.  A firm could achieve a similar effect by allowing for a bonus given in one 
year to be clawed back  if the firm does badly in the subsequent year.  Without such 
clawbacks the manager has a greater incentive to adopt this policy of increasing 
profit in one year at the cost of lower profit the next.

In an extreme case, a  manager engages in reckless behavior that increases 
this year s profit but bankrupts the firm next year.  The manager plans to grab 
this year s bonus and then disappear.  Many mortgage and financial instrument 
managers engaged in such reckless and irresponsible behavior leading up to the 
20072009 financial meltdown.  Bad decisions at Merrill Lynch, a wealth man-
agement firm, cost shareholders billions of dollars,  but senior managers kept 
bonuses despite the negative effects of their decisions on shareholders.

One solution to bad managerial incentives is to base bonuses on more than one 
year.  Starting in 2012, Morgan Stanley paid bonuses to high-income employees 
over a three-year period.  Similarly, Apple stock options and related benefits are 
paid every two years rather than every year.

To illustrate why paying over time provides a better incentive structure, we 
examine the case of Angelo, who is an executive in a company that provides auto 
loans for a two-year period.  Initially, he receives 10% of the amount of the loans 
he makes in the first year.  He can loan to two groups of customers.  Customers 
in one group have excellent financial histories and repay their loans on time.  
Loans to this group produce revenue of $10 million this year, so that over the 
two-year period, the firm nets $9 million after paying Angelo.  Customers in the 
other group are much more likely to default.  That group produces $30 million in 
revenue this year, but their defaults in the second year cost the firm $40 million.  
After paying Angelo $3 million in the first year, the firm suffers a $13 million loss 
over the two years (ignoring discounting).

Because Angelo prefers receiving $4 million by loaning to both groups to 
$1  million from loaning to only the good risks, he may expose the firm to devas-
tating losses in the second year.  He may be happy earning a gigantic amount in 
the first year even if hes fired in the second year.  This management problem can 
be avoided if his compensation is based on profit over a two-year period, where 
he has less incentive to loan to the bad risks.

M07_PERL7879_02_SE_C07. indd   227 21 /1 1 /1 5   5:00 am



228 ChaPter 7   Firm Organization and  Market Structure

SuMMarY

1 . Owne rship and Gove rnance  of Firms.  For-
profit firms are normally organized as sole propri-
etorships, partnerships, or corporations.  Owners 
may manage small companies (particularly sole 
proprietorships  and partnerships)  themselves, 
but owners  of larger firms (particularly corpo-
rations)  typically hire  managers  to  run such 
firms.   Government-owned firms and nonprofit 
firms normally have objectives other than profit 
maximization.

2.  Profit Maximization. Most firms maximize eco-
nomic profit, which is revenue minus economic cost 
(opportunity cost).  A firm earning zero economic 
profit is making as much as it could if its resources 
were devoted to their best alternative uses.  To maxi-
mize profit, a firm must make two decisions.  First, 
the firm determines the quantity at which its profit is 
highest.  Profit is maximized when marginal profit is  
zero or, equivalently, when marginal revenue equals 
marginal cost.  Second, the firm decides whether to 
produce at all.  It shuts down if doing so reduces a 
loss (negative profit)  it would otherwise suffer.

3.  Owne rs  Ve rsus Manage rs  Obje ctive s.   
Owners  and  managers  may have conflicting 
objectives.  For example, an owner may want to 
maximize the firms profit,  while  the manager 
is  interested in maximizing personal earnings.  
Such conflicts are an example of a principal-agent 
problem or agency problem, where the principal 
(owner)  hires an agent (manager)  to perform an 
action, and the agent acts in his or her own best 
interest.  Some owners and managers disagree over 
corporate social responsibility.  The owner can use a 
variety of means including monitoring, contingent 

rewards, and corporation rules to influence or con-
trol the manager s behavior.  Market pressures also 
make it difficult for a firm to deviate substantially 
from profit-maximizing behavior.

4.  the  Make  or Buy De cision.  A firm may 
engage in many sequential stages of production 
itself, perform only a few stages itself and rely on 
markets for others, or use contracts or other means 
to coordinate its activities with those of other firms, 
depending on which approach is most profitable.  
A firm may vertically integrate (participate in more 
than one successive stage of the production or dis-
tribution of goods or services) ,  quasi-vertically 
integrate (use contracts or other means to control 
firms with which it has vertical relations), or buy 
from others depending on which is  more profit-
able.  Key incentives to vertically integrate include 
lowering transaction costs, ensuring a steady sup-
ply, and avoiding government restrictions.

5.  Marke t Structure .  A firms profit depends in 
large part on the market structure, which reflects 
the number of firms in the market, the ease with 
which firms can enter and leave the market, and 
the ability of firms to differentiate their products 
from those of their rivals.  The major market struc-
tures are perfect competition, monopoly, oligopoly, 
and monopolistic competition.  Competitive firms 
are price takers, whereas others are price setters.  
Oligopolies  and monopolistically competitive 
firms, unlike competitive firms and monopolies, 
must take account of rivals strategies and may dif-
ferentiate their  products.  Competitive and monop-
olistically competitive firms are in markets where 
entry by potential rivals is easy, so economic profit 
is  driven to zero.

Qu eS t I ON S

All exercises  are available on  MyEconLab;  * =  answer at  the back of this  book;  C  =  use of calculus  may be necessary.

1 .  Owne rship and Gove rnance  of Firms 

 1 .1  What types of firms would not normally maximize 
profit?

 *1 .2 Describe three important consequences of going 
public  by selling shares in an initial public offering.

 1 .3 What types of firm organization allow owners of a 
firm to obtain the advantages of limited liability?

 1 .4 Has  Chinese  government control  of industrial 
 production declined significantly over the last sev-
eral decades? Quantify your answer.  (Hint:  see the 
Mini-Case Chinese State-Owned Enterprises.)

2.  Profit Maximization 

 2.1  A firm has three different production facilities,  all 
of which produce the same product.  While review-
ing the firms cost data, Jasmin, a manager, discov-
ers that one of the plants has a higher average cost 
than the other plants and suggests closing that plant.  
Another manager, Joshua, notes that the high-cost 
plant has high fixed costs but that the marginal cost 
in that plant is  lower than in the other plants.  He 
says that the high-cost plant should not be  shut 
down but should expand its  operations.  Who is 
right?
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 *2.2 A firm has revenue given by R(q) = 100q - 3q2 
and its  cost function is  C(q) = 100 + 10q.  What is 
the profit-maximizing level of output? What profit 
does the firm earn at this output level?  (Hint:  See 
Q&A 7.1 .)  C

 2.3 Should a  firm ever produce if it is  losing money 
(making a  negative  economic  profit)?  Why or 
why not?

 *2.4 Should a firm shut down if its  weekly revenue is 
$1 ,000, its variable cost is $500, and its fixed cost is 
$800, of which $600 is avoidable if it shuts down? 
Why?

 2.5  A firm has to  pay a  tax equal to  25% of its  revenue.  
Give a condition that determines the output level 
at which it  maximizes  its  after-tax profit.  (Hint :  
See  Using Calculus:  Maximizing Profit  and 
Q&A 7.1 . )  C

 2.6 At the time of its initial public offering (initial sale 
of stock), Groupon, an Internet company that pro-
vides discount coupons, used unusual measures of 
its business performance (Michael J.  de la Merced, 
Abracadabra!  Magic Trumps Math at Web Start-
Ups,  dealbook.nytimes.com,  June 17, 2011).  One 
such measure used by Groupon was acsoi  (pro-
nounced ack-soy or, alternatively, ack-swa)  for 
adjusted consolidated segment operating income.  
Acsoi is  operating profit before subtracting the 
year s online marketing and acquisition expenses.  
The firms profit was negative,  but its  acsoi was 
positive.  Groupon argued that acsoi marketing 
and acquisition expenses were an investment that 
would build future business and whose costs should 
therefore be amortized (spread out over time).  If 
shareholders care about the stock price or the pres-
ent value of the company, is  acsoi an appropriate 
measure?

 2.7 A firm that owns and manages rental properties 
is  considering buying a building that would cost 
$800,000 this year, but would yield an annual rev-
enue stream of $50,000 per year for the foreseeable 
future.  For what range of interest rates would this 
purchase increase the present value of the firm?

3.  Owners  Versus Managers  Objectives 

 3.1  In  Q&A 7.2,  suppose  that Anns  compensa-
tion, Y,  is  half of the firms profit minus $30,000:  
Y = /2 - 30,000.  Will she still seek to maximize 
the firms profit?

 3.2 A firms revenue varies with its  output:  R(q) .  Its 
managers income, Y, equals aR(q), where 0 6 a 6 1  
is  the manager s share of the firms revenue.  Use 
calculus to  prove that maximizing aR(q)  implies 
the same output level, q,  as maximizing R(q).  What 

does this result imply about the manager s incentive 
to maximize the firms profit,  (q) = R(q) - C(q)?  
Would it be better for shareholders if the manager 
received a  share of profit rather than a  share of 
 revenue? (Hint:  See Q&A 7.2 and Q&A 7.3.)  C

 3.3 Three  firms have identical  revenue and profit 
functions with the same general shape as those in 
 Figure 7.3.  Firm 1  is a private sector firm operated by 
an owner-manager who wishes to maximize profit.  
Firm 2 is managed by an income-maximizing man-
ager whose pay is proportional to the firms revenue.  
Firm 3 is a government-owned firm that has been 
instructed to maximize the amount of employment, 
L,  subject to the constraint that revenue must not be 
negative.  To increase q,  L  must increase.  Which of 
these firms produces the most, which the least, and 
which is  in the middle?  Show the output level of 
each firm in a diagram.

 *3.4 Each of the three firms in Question 3.3  has a  rev-
enue function R(q) = 100q - 2q2 and a cost function 
C(q) = 100 + 20q.  Determine how much output 
each firm chooses.  C

 3.5  Michael, the CEO of a successful firm, enjoys both 
income, Y,  and perquisites, S  (such as a nice office 
and expensive office furniture) .  Michael s  utility 
function (Chapter 4)  is U(S,  Y)  with normal (convex 
to the origin)  indifference curves.  Michael receives 
a base salary of M.  He is able to determine the level 
of perquisites provided by the firm up to a  maxi-
mum allowable budget of B .  However, any of this 
budget not spent on perquisites is given to Michael 
as a bonus over and above his base salary.  Illustrate 
Michael s utility maximization problem in a  dia-
gram in which you show his indifference curves and 
his budget line.

 3.6 Milton Friedman argued that managers should try 
to maximize profit.  Does his view conflict with the 
actions taken by senior executives of McDonalds to 
use corporate resources to support Ronald McDon-
ald House projects?  Explain.

 3.7 Inside directors of a firm are also executives of the 
firm, and they normally receive compensation that 
includes some form of profit sharing.  Outside direc-
tors are not employees of the firm.  They normally 
receive some compensation but do not have profit-
sharing arrangements.  Outside directors are often 
charged with determining salaries of senior execu-
tives.  From the shareholders  point of view, why 
would it be desirable for outside directors to have 
this responsibility?

 3.8 Why are  steps taken by corporate management 
to avoid takeovers often not in shareholders  best 
interests?
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 3.9  How does the market for corporate control encour-
age firms to maximize profits?

 3.10 An acquiring firm, A,  seeks to buy a target firm, T.  
The acquiring firm has better managers.  The value 
of the target firm, if acquired by A,  is $100 million.  
The value of the target firm under its current man-
agement is only $80 million.  However, the managers 
of T can impose a poison pill that would reduce the 
value of firm T to the acquirer by amount P  without 
providing any benefit to shareholders of T.  What is 
the minimum value of P  that would prevent A  from 
acquiring T?  What is the cost of this poison pill to 
shareholders of the two firms?

4.  the  Make  or Buy De cision 

 *4.1  In 2012,  the Campbell Soup  Company acquired 
Bolthouse Farms for $1 .55 billion.  This acquisition 
increased the level of vertical integration in Camp-
bell, as Bolthouse Farms owned and operated exten-
sive farming operations where it produced many 
food items used in Campbell s products.  Suppose 
that the value of produce provided by these farms 
after the acquisition would be $75 million per year 
for Campbell and that, in addition, Campbell could 
save $10 million per year in costs it would other-
wise spend in searching for and negotiating over 
equivalent produce.  However, the transaction cost 
of the acquisition (lawyers  fees,  relocating some 
production facilities, paying severance to unneces-
sary employees, etc.)  required a one-time payment 
of $50 million.  If the interest rate used to discount 
future earnings is 5%, what is the gain to Campbells 
from the acquisition?

 4.2 Katies Quilts is a small retailer of quilts and other 
bed linen products.  Katie currently purchases quilts 
from a large producer for $100 each and sells them 
in her store at a price that does not change with the 
number of quilts that she sells.  Katie is considering 
vertically integrating by making her own quilts.  If 
the fixed cost of vertically integrating is $10,000 and 
she can produce quilts at $50 per quilt, her total cost 
of producing quilts, q,  herself is C = 10,000 + 50q.  
How many quilts does Katie need to sell for vertical 
integration to be a profitable decision?

 4.3  A producer of ballpoint pens  has  been purchas-
ing ink from an ink supplier  and is  considering 
acquiring the  ink supplier.  Would the  pen com-
pany be more or less  likely to  vertically integrate 
by buying the ink manufacturer if the government 
taxes  ink?

 4.4 Based on the Mini-Case Vertical Integration at 
Zara,  would you expect vertical integration to be 
as profitable for clothing retailers who specialize in 
work clothes and uniforms as it is for Zara?

 4.5 When the western part of the United States was 
sparsely populated, many small towns had a single 
schoolhouse in which one teacher taught all subjects to 
students of all ages.  Nowadays, in large cities, teachers 
are often highly specialized, teaching a single subject, 
such as mathematics, to just one grade level.  Explain 
why this change occurred by making reference to 
Adam Smiths famous description of a pin factory.

 4.6 What are some of the major reasons that firms ver-
tically integrate?  Why dont these factors cause all 
firms to vertically integrate?

5.  Marke t Structure  

 5.1  Which market structure best describes (a)  airplane 
manufacturing,  (b)  electricians in a  small town, 
(c)  farms that grow tomatoes, and (d)  cable televi-
sion in a city? Explain your reasoning.

 5.2 Describe the effects of the Internet on the empirical 
relevance of perfect competition.  Focus specifically 
on how the Internet has affected the availability 
of price and product information, whether it has 
increased or decreased search costs and other trans-
action costs and whether it has increased the ability 
of large numbers of buyers and sellers to interact.

6.  Manage rial Problem 

 6.1  Consider the following change to Angelos  situa-
tion in the Managerial Solution.  Now Angelo can 
provide loans to only one of the two groups.  If he 
loans to the safer group, he gets his 10% in Year 1  
and faces the same choice in Year 2 with two new 
groups of borrowers.  If he loans to the riskier group, 
he gets 10% but will be fired in the second year and 
earns nothing when the risky loans start to go bad.  
If Angelo wants to maximize his earnings over the 
two years (ignoring discounting), what will he do in 
each year? Would his firm gain by using a system of 
deferred compensation?

7.  MyEconLab Spreadsheet Exercises26 

 7.1  A firms revenue function is  R(q) = 90q - 2q2.  Its 
cost function is C(q) = 104 + 6q + 1 .5q2.

a.  Using Excel, calculate the levels of revenue, total 
cost, and profit for the firm for q = 0, 1, 2, p ,  24.  
Determine the profit-maximizing output and 
the maximum profit for the firm.

26The spreadsheet exercises in this chapter are based largely on the work of Satyajit Ghosh, in cooperation with the authors.  
The answers are available on MyEconLab .
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b.  Using Excel s  Charting tool,  draw the graph 
of the profit curve and determine the profit- 
maximizing level of output.

c.  The  firms  marginal  revenue  function is 
MR = 90 - 4q  and the marginal cost function 
is  MC = 6 + 3q.  Using Excel,  calculate  MR  
and MC  for q = 0, 1 , 2, p , 24.  Verify that the 
;MR = MC<  rule determines the same profit-
maximizing output as you found in part (a).

 7.2 A firm has the same revenue and cost function as in 
Spreadsheet Exercise 7.1 .

a.  The shareholders of the firm hire a  manager 
on a profit-sharing basis whose payment, M,  
is  25% of the firms profit:  M = 0.25(R - C) .  
The shareholders receive the remaining 75%, 
so their income is  S = 0.75(R - C).  Add col-
umns for M  and S  to the spreadsheet in part a of 
Spreadsheet Exercise 7.1  and calculate the man-
ager s payment and the shareholders  income 
for q = 0, 1 , 2, p ,  20.  Determine the amount 
of output that the manager will produce if the 
manager s objective is to maximize his or her 
own compensation.  Is  this  outcome consist-
ent with the shareholders  profit-maximizing 
objective?

b.  Now suppose that the manager receives com-
pensation equal to 10% of revenue, so that the 
return to the owners is S = 0.9R - C.  Use Excel 

to determine the return to the manager and the 
return to the owners for q = 0, 1 , 2, p ,  20.  Are 
the incentives of the shareholders and the man-
ager aligned in this case?

 7.3 Second Look Enterprises (SLE)  buys old comput-
ers,  fixes  them up,  and resells them.  Its  weekly 
revenue function is R = 40q - 2q2,  so its marginal 
revenue is  MR = 40 - 4q.  Its  weekly cost func-
tion is  C = 10q + 0.5q2,  so  its  marginal cost is 
MC = 10 + q.

a.  Use Excel to calculate SLEs revenue, cost, and 
profit for q = 1  to q = 20 in increments of 1 .  
SLEs manager wants to maximize profit.  Based 
on these calculations, what output does the man-
ager choose?  Create columns in your spread-
sheet for MR  and MC  and verify that MR = MC  
at the profit-maximizing output level.

b.  Now assume that SLE is run by a manager who 
is paid 10% of the revenue and therefore wants 
to maximize revenue.  How much output does 
the firm produce now? What is  marginal rev-
enue at this output level?

c.  Now suppose that SLE is  acquired and man-
aged by a philanthropist who wants to promote 
recycling of used computers and therefore pro-
duces as much output as possible as long as the 
firm does not make losses.  What output does 
SLE produce now?
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Appendix 7A   Interest rates,  Present Value, 

and Future Value

To make decisions based on cash flows such as costs and revenues over time, manag-
ers compare current and future cash flows using interest rates.

The interest rate, i,  connects the value of money you invest today, the present value,  
PV,  and the amount that you will be repaid later, the future value,  FV.  For example, 
if you put $100 in the bank today, your present value is $100.  If the annual interest 
rate is i = 5, = 0.05, then a year from now the bank will return your original $100 
and give you an additional interest payment of +5 = 0.05 * 100, so that your future 
value is $105 one year from now.  More generally, if you invest PV today at an interest 
rate of i,  one year from now you will receive

 FV = PV(1 + i) .  

If you leave this future value, PV(1 + i)  in the bank for a second year to earn more 
interest, youll receive PV(1 + i)(1 + i) = PV(1 + i)2 at the end of the second year.  
That is, in the second year, you are earning interest on both your original investment 
and the interest payment from the first year.  After t  years, the future value is

 FV = PV(1 + i)t.  (7A.1)

Dividing both sides of Equation 7A.1  by (1 + i)t,  we can express the present value 
in terms of the future value:

 PV =

FV

(1 + i)t
.  (7A.2)

For example, if the interest rate is  5% and you will receive a payment of $105 
with certainty one year from now, your present value of this future payment is 
PV = 105/(1 .05) = 100.

Because the future payment of $105 has a present value of only $100, we say that 
the future payment is discounted  when compared with the present.  At high interest 
rates, money significantly in the future is virtually worthless today.  Using Equation 
7A.2, we can calculate that a $100 payment 25 years from now is worth only slightly 
more than $1  today at a 20% interest rate:  PV = 100/(1 .2)25 100/95.4 +1 .05.

Sometimes we want to calculate the present value of a stream of payments, such as 
the firms annual profits over the next 15 years.  We can generalize the relationships 
we have already developed to determine the present value of the stream of payments 
by calculating the present value of each future payment and then summing them.

Suppose an investor has a share that pays $10 in dividends at the end of each year 
for three years and nothing thereafter.  If the interest rate is 10%, the present value of 
this series of payments is

 PV =

+10

1.1
+
+10

1 .12
+
+10

1 .13
+24.87.  
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More generally, a stream of payments of f per year for t  years given interest rate i  
has a present value of

 PV = f c
1

(1 + i)1
+

1

(1 + i)2
+ g +

1

(1 + i)t
d .  (7A.3)

If these dividend payments are made at the end of each year forever, Equation 
7A.3 can be simplified.  If you invest PV at i  forever, you can receive a future pay-
ment of f = PV * i  each year forever.  Dividing both sides of this equation by i,  we 
find that

 PV =

f

i
.  (7A.4)
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Lea rn i n g  Ob jec t i ve s

1 .  List the characteristics of perfect competition.

2.  Graphically identify the competitive equil ibrium and derive the short-run supply curve.

3.  Contrast the short-run and long-run competitive equil ibria  and supply curves.

4.  Use consumer and  producer surplus to show the main  advantage of perfect competition.

Competitive Firms 
and Markets8

To plan properly,  managers need to be able to predict the impact of new govern-

ment regulations on  their firms  costs,  their sales,  and their probabil ity of surviving.  

Managers complain  constantly about the costs  and  red  tape that government 

regulations impose on them. The very competitive U.S.  trucking industry has a  par-

ticular beef.  In  recent years,  federal  and  state fees have increased substantial ly 

and  truckers have had to adhere to many new regulations.

The Federal  Motor Carrier Safety Administration (FMCSA) ,  along with  state trans-

portation agencies in  41  states,  administers interstate trucking l icenses through the 

Unified  Carrier Registration Agreement.  According to FMCSA s Web site in  201 3,  it 

has 27 types of driver regulations,  1 6 types of vehicle 

regulations,  42 types of company regulations,  4 types 

of hazardous materials regulations,  and 1 4 types of 

other regulatory guidance. A trucker must also main-

tain  minimum insurance coverage,  pay registration 

fees,  and  fol low pol icies  that d iffer across  states 

before the FMCSA wil l  issue the actual  authorities 

(grant permission  to operate) .  The registration pro-

cess is  so complex and  time consuming that firms 

pay substantial  amounts to brokers who expedite the 

application process and take care of state l icensing 

requirements.

For a  large truck,  the annual  federal  interstate reg-

istration fee can exceed $8,000.  To operate,  truck-

ers and firms must pay for many additional  fees and  

costly regulations.  These largely lump-sum costswhich are not related to the number 

of miles drivenhave increased substantially in  recent years.  During the 20072009 

financial  crisis,  many states raised their annual fee from a few hundred to several  thou-

sand dollars per truck.  Before going into the interstate trucking business,  a  firm must 

participate in the New Entrant Safety Assurance Process,  which raised the standard of 

The Rising Cost 

of Keeping On 

Truckin

Manager ia l  
P rob l em

The love of money is  the  root of all virtue.  George Bernard  Shaw
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T
o answer questions about industry price and quantity, we need to combine our 
understanding of demand curves with knowledge about firm and market sup-
ply curves.  We start our analysis of firm behavior by addressing the fundamental 

question:  How much should a firm produce? To pick a level of output that maxi-
mizes its profit, a firm must consider its cost function and how much it can sell at a 
given price.  The amount the firm thinks it can sell depends on the market demand 
of consumers and on its beliefs about how other firms in the market will behave.  
As described in Chapter 7,  how a firm should approach such issues depends on 
the markets structure.  We identified four primary market structuresmonopoly, 
oligopoly, monopolistic competition, and perfect competition that differ based 
on such attributes as the number of firms in the market, the control firms have over 
market prices, the ease with which firms can enter and leave the market, and the 
ability of firms to differentiate their products from those of their rivals.

This chapter focuses on perfect competition, a market structure in which there are so 
many buyers and sellers that each market participant is a price taker, who cannot affect 
the markets equilibrium price.  Perfect competition is an important market structure 
for two main reasons.  First, a significant part of the economyincluding much of 
agriculture, finance, construction, real estate, wholesale and retail trade, and many 
service industriesis highly competitive and is well-described by the model of perfect 
competition.  Second, a competitive market is the only market structure that maximizes 
a commonly used measure of economic well-being (total surplus)  and thus serves as a 
baseline against which to compare the economic outcomes of other market structures.

In  this chapte r,  

we  e xamine  four 

main topics

Main  Top ic s
1 .  Pe rfe ct Compe tition:  In  a  perfectly competitive market,  each  firm is  a  price 

taker,  which  means the firm faces a  horizontal  demand curve for its  product.

2.  Compe tition  in  the  Short Run:  Short-run  marginal  costs  determine a  profit-

maximizing,  competitive firm s short-run supply curve and  the market supply 

curve,  which,  when combined with  the market demand curve,  determines 

the competitive equil ibrium.

3.  Compe tition in  the  Long Run:  Firm supply,  market supply,  and the competitive 

equil ibrium may be different in  the long run than in  the short run because firms 

can vary inputs that were fixed  in  the short run.

4.  Pe rfe ct Compe tition Maximize s economic We ll-Be ing:  Perfect competition 

maximizes a  widely used  measure of economic well-being for society.

compliance for passing the new entrant safety audit starting in  2009.  By 201 7,  each 

truck wil l  have to add an electronic onboard recorder,  which documents travel  

time and distance with an annualized cost of between $1 65 and $832 per truck.

What effect do these new fixed costs have on the trucking industry s market 

price and quantity?  Are individual  firms providing more or fewer trucking services?  

Does the number of firms in  the market rise or fal l?  (As we l l  d iscuss at the end of 

the chapter,  the answer to one of these questions is  surprising.)
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8.1  Pe rfe ct Compe tition

Perfect competition is a market structure in which buyers and sellers are price tak-
ers.  A price-taking firm cannot affect the market price for the product it sells.  A firm 
is a  price taker if it faces a demand curve for its  product that is  horizontal at the 
market price.  That is,  it can sell as much as it wants at the market price, so it has no 
incentive to lower its price to gain more sales.  If it raises its  price even slightly, it 
sells nothing as consumers can buy the product for less elsewhere.  Thus, the firm 
sells its product at the market price.  In this section, we discuss how the characteris-
tics of a  perfectly competitive market lead to price taking and how much a market 
can deviate from these characteristics and still be regarded as a competitive market.

Characte ristics of a Pe rfe ctly Compe titive  Marke t
Perfectly competitive markets have five characteristics that force firms to be price takers:

1.  The market consists of many small buyers and sellers.

2.  All firms produce identical products.

3.  All  market participants  have  full  information about price  and product 
characteristics.

4.  Transaction costs are negligible.

5.  Firms can freely enter and exit the market in the long run.

Large  Numbe rs of Buye rs and Se lle rs.  If the sellers in a market are small and 
numerous, no single firm can raise or lower the market price.  The more firms in a mar-
ket, the less any one firms output affects the market output and hence the market price.

For example, the 107,000 U.S. soybean farmers are price takers.  If a typical grower were 
to drop out of the market, market supply would fall by only 1/107,000 = 0.00093, , so 
the market price would not be noticeably affected.  Each soybean farm can sell as much 
output as it can produce at the prevailing market equilibrium price, so each farm faces 
a demand curve that is a horizontal line at the market price.

Similarly, perfect competition requires that buyers be price takers as well.  In con-
trast, if firms sell to only a single buyersuch as producers of weapons that are 
allowed to sell to only the governmentthen the buyer can set the price and the 
market is not perfectly competitive.

Ide ntical  Products.  Firms in a perfectly competitive market sell identical  or 
homogeneous  products.  Consumers do not ask which farm grew a particular Granny 
Smith apple because they view all Granny Smith apples as essentially identical prod-
ucts.  If the products of all firms are identical, it is difficult for any single firm to raise 
its price above the going price charged by other firms.

In contrast, in the automobile marketwhich is not perfectly competitivethe 
characteristics of a Ferrari and a Honda Civic differ substantially.  These products are 
differentiated  or heterogeneous.  Competition from Civics is not in itself a very strong 
force preventing Ferrari from raising its price.

Full  Information.  If buyers know that different firms are producing identical 
products and they know the prices charged by all firms, no single firm can unilater-
ally raise its price above the market equilibrium price.  If it tried to do so, consum-
ers would buy the identical product from another firm.  However, if consumers are 
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unaware that products are identical or they dont know the prices charged by other 
firms, a single firm may be able to raise its price and still make sales.

Negligible  Transaction Costs.  Perfectly competitive markets have very low 
transaction costs.  Buyers and sellers do not have to spend much time and money 
finding each other or hiring lawyers to write contracts to make a trade.  If transaction 
costs are low, it is easy for a customer to buy from a rival firm if the customers usual 
supplier raises its price.

In contrast, if transaction costs are high, customers may absorb a price increase 
from their traditional supplier to avoid incurring a substantial transaction cost in 
finding and contracting with a new supplier.  Because some consumers prefer to buy 
a carton of milk at a local convenience store rather than travel several extra miles to 
a supermarket, the convenience store can charge slightly more than the supermarket 
without losing all its customers.

In some perfectly competitive markets,  many buyers and sellers are brought 
together in a single room or online so that transaction costs are virtually zero.  Trans-
action costs are very low at FloraHollands daily plant and cut flower auctions in the 
Netherlands, which attract 7,000 suppliers and 4,500 buyers from around the world.  
The auction has about 125,000 transactions every day, with 12 billion cut flowers and 
1 .3 billion plants trading in a year.

Fre e  entry and exit.  The ability of firms to enter and exit a market freely in the 
long run leads to a large number of firms in a market and promotes price taking.  
Suppose a firm could raise its price and make a higher profit.  If other firms could 
not enter the market, this firm would not be a price taker.  However, if other firms 
can quickly and easily enter the market, the higher profit encourages entry by new 
firms until the price is driven back to the original level.  Free exit is  also important:  
If firms can freely enter a market but cannot quickly exit if prices decline, they are 
reluctant to enter the market in response to a possibly temporary profit opportunity.1

Pe rfe ct Compe tition in  the  Chicago Me rcantile  exchange .  The 
Chicago Mercantile Exchange, where buyers and sellers can trade wheat and other 
commodities, has the various characteristics of perfect competition including a very 
large number of buyers and sellers who are price takers.  Anyone can be a buyer or a 
seller.  Indeed, a trader might buy wheat in the morning and sell it in the afternoon.  
They trade virtually identical products.  Buyers and sellers have full information  about 
products and prices, which is posted for everyone to see.  Market participants waste 
no time finding someone who wants to trade and they can easily place buy or sell 
orders in person, over the telephone, or electronically without paperwork, so trans-
action costs  are negligible.  Finally, buyers and sellers  can easily enter this market and trade 
wheat.  These characteristics lead to an abundance of buyers and sellers and to price-
taking behavior by these market participants.

Deviations from Pe rfe ct Compe tition
Many markets possess some but not all the characteristics  of perfect competition, 
but they are still highly competitive so that buyers and sellers are,  for all practical 
purposes,  price takers.  For example,  a  government may limit entry into a  market, 

1For example, some governments, particularly in Europe, require firms to give workers six months 
warning before they can exit the market.
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but if the market has many buyers and sellers,  they may still be price takers.  Many 
cities  use zoning laws to  limit the number of certain types of stores or motels,  yet 
these cities  still have a  large number of these firms.  Other cities  impose moder-
ately large transaction costs  on entrants by requiring them to  buy licenses,  post 
bonds,  and deal with a  slow moving city bureaucracy,  yet a  significant number 
of firms still  enter the market.  Similarly,  even if only some customers have full 
information, that may be sufficient to  prevent firms from deviating significantly 
from price taking.  For example,  tourists  do not know the prices at various stores, 
but locals  do and use their knowledge to prevent one store from charging unusu-
ally high prices.

Economists use the terms competition  and competitive  more restrictively than do 
others.  To an economist, a competitive firm is a price taker.  In contrast, when most 
people talk about competitive firms, they mean that firms are rivals for the same 
customers.  Even in an oligopolistic market (Chapter 7)  with only a few firms, the 
firms compete for the same customers so they are competitive in this broader sense.  
From now on, we will use the terms competition  and competitive  to refer to all markets 
in which no buyer or seller can significantly affect the market pricethey are price 
takerseven if the market is not perfectly competitive.

8.2 Compe tition in  the  Short Run

In this section, we examine the profit-maximizing behavior of competitive firms, 
derive their supply curves, and determine the competitive equilibrium in the short 
run.  In the next section, we examine the same issues in the long run.

The short run  is  a period short enough that at least one input cannot be varied 
(Chapter 5).  Because a firm cannot quickly build a new plant or make other large 
capital expenditures, a new firm cannot enter a market in the short run.  Similarly, a 
firm cannot fully exit in the short run.  It can choose not to produceto shut down
but it is stuck with some fixed inputs such as a plant or other capital that it cannot 
quickly sell or assign to other uses.  In the long run, all inputs can be varied so firms 
can enter and fully exit the industry.

We treat the short run and the long run separately for two reasons.  First, profit-
maximizing firms may choose to operate at a loss in the short run, whereas they do 
not do so in the long run.  Second, a firms long-run supply curve typically differs 
from its short-run supply curve.

Economists usually assume that all  firmsnot just competitive firmswant 
to maximize their profits.  This assumption is  reasonable for at least two reasons 
(Chapter 7).  First, many owners and managers of firms say that their objective is to 
maximize profits.  Second, firmsespecially competitive firmsthat do not maxi-
mize profit are likely to lose money and be driven out of business.  As we showed 
in Chapter 7, all firmsnot just competitive firmsuse a two-step decision-making 
process to determine how to maximize profit:

1.  How much to produce.  A firm first determines the output that maximizes its 
profit or minimizes its loss.

2.  Whether to produce.  Given that it has determined its profit-maximizing output, 
the firm decides whether to produce this quantity or shut down, producing no 
output.
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how Much to Produce

As Chapter 7 shows, any operating firmnot just a competitive firmmaximizes its 
profit or minimizes its loss by setting its output where its marginal profit is zero or, 
equivalently, where its marginal revenue equals its marginal cost:  MR(q) = MC(q).2 
A competitive firm can easily determine its marginal revenue.  Because it faces a hori-
zontal demand curve, a competitive firm can sell as many units of output as it wants 
at the market price, p.  Thus, a competitive firms revenue, R = pq,  increases by p  if 
it sells one more unit of output, so its marginal revenue is p.  For example, if the firm 
faces a market price of $1  per unit, its revenue is $5 if it sells 5 units and $6 if it sells 6 
units, so its marginal revenue for the sixth unit is +1 = +6 - +5, which is the market 
price.3 Thus, because a competitive firms marginal revenue equals the market price, 
a profit-maximizing competitive firm produces the amount of output,  q,  at which the market 
price,  p,  equals its  marginal cost,  MC:

 p = MC(q) .  (8.1 )

To illustrate how a competitive firm maximizes its profit, we examine a represen-
tative firm in the highly competitive Canadian lime manufacturing industry.  Lime is 
a nonmetallic mineral used in mortars, plasters, cements, bleaching powders, steel, 
paper, glass, and other products.  The lime plants estimated average cost curve, AC,  
first falls and then rises in panel a of Figure 8.1 .4 As always, the marginal cost curve, 
MC,  intersects the average cost curve at its minimum point.

If the market price of lime is p = +8 per metric ton, the competitive firm faces a 
horizontal demand curve (marginal revenue curve)  at $8.  The MC  curve crosses the 
firms demand curve (or price or marginal revenue curve)  at point e, where the firms 
output is 284 units (where a unit is a thousand metric tons).

Thus, at a market price of $8, the competitive firm maximizes its profit by produc-
ing 284 units.  If the firm produced fewer than 284 units, the market price would be 
above its marginal cost.  As a result, the firm could increase its profit by expanding 
output because the firm earns more on the next ton, p = +8, than it costs to produce it,  
MC 6 +8.  If the firm were to produce more than 284 units, the market price would be 
below its marginal cost, MC 7 +8, and the firm could increase its profit by reducing 
its output.  Thus, the competitive firm maximizes its profit by producing that output 
at which its marginal cost equals its marginal revenue, which is the market price.5

2As explained in Chapter 7, if MR 7 MC,  then a small increase in quantity causes revenue to rise by 
more than cost, so maximizing profit requires an increase in output.  If MR 6 MC,  then maximizing 
profit requires a decrease in quantity as the reduction in cost exceeds the reduction in revenue.  Only 
if MR = MC  is  the firm maximizing profit.
3We can use calculus to derive this result.  Because p  is constant and R(q) = pq, MR(q) = dR(q)/dq  =  
d(pq)/dq = p.
4The figure is based on Robidoux and Lester s (1988)  estimated variable cost function.  In the fig-
ure, we assume that the minimum of the average variable cost curve is $5 at 50,000 metric tons of 
output.  Based on information from Statistics Canada, we set the fixed cost so that the average cost 
is $6 at 140,000 tons.
5The firm chooses its output level to maximize its total  profit  rather than its average profit  per ton.  
If the firm were to produce 140 units, where its average cost is minimized at $6, the firm would 
maximize its average profit at $2, but its  total profit would be only $280,000.  Although the firm 
gives up 50 in profit per ton when it produces 284 units instead of 140 units, it more than makes 
up for that lost profit per ton by selling an extra 144 units.  At $1 .50 profit per ton, the firms total 
profit is $426,000, which is $146,000 higher than it is  at 140 units.
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F I gu Re  8 . 1  how a Compe titive  Firm Maximize s Profit

(a)  A competitive l ime manufacturing  firm maxi-
mizes its  profit at * = $426,000 where its marginal  
revenue,  MR ,  which  is  the market price,  p = $8,  
equals its marginal  cost,  MC.

(b)  The  corresponding  profit  curve reaches its  
peak at 284 units of l ime.  Estimated cost curves are 
based on Robidoux and Lester (1 988) .

MyEconLab Video

At that 284 units, the firms profit is = +426,000, which is the shaded rectangle 
in panel a.  The length of the rectangle is the number of units sold, q = 284,000 (or 
284 units).  The height of the rectangle is the firms average profit per unit.  Because 
the firms profit is its revenue, R(q) = pq,  minus its cost, (q) = R(q) - C(q),  its aver-
age profit per unit is the difference between the market price (or average revenue), 
p = R(q)/q = pq/q,  and its average cost, AC = C(q)/q:

 
(q)

q
=

R(q) - C(q)

q
=

R(q)

q
-

C(q)

q
= p - AC.  (8.2)

P
ro

t,
 $
 t
h
o
u
s
a
n
d
 p
e
r 
y
e
a
r

0

426

1 00

(b)

p (q)

p
, 
$
 p
e
r 
to
n

e

2841 400 q,  Thousand metric tons of l ime per year

8

6.50

6

1 0

(a)

p =  MR

p = $426,000

AC

MC

1 40 284 q,  Thousand metric 
tons of l ime per year

M08_PERL7879_02_SE_C08. indd   240 21 /1 1 /1 5   4:58 am



2418.2 Competition in  the Short Run

Q&a  8 . 1
If a competitive firms cost increases due to an increase in the price of a factor 
of production or a tax, the firms manager can quickly determine by how much 
to adjust output by calculating how the firms marginal cost has changed and 
applying the profit-maximization rule.  Suppose that the Canadian province of 
Manitoba imposes a specific (per-unit)  tax of t  per ton of lime produced in the 
province.  No other provincial government imposes such a tax.  Manitoba has 
only one lime-producing firm, so the tax affects only that firm and hence has 
virtually no effect on the market price.  Given the tax, how should the Manitoba 
firm change its output level to maximize its profit, and how does its maximum 
profit change?

answer

1.  Show how the tax shifts the marginal cost and average cost curves.  The firms before-
tax marginal cost curve is MC1  and its before-tax average cost curve is AC1.  
Because the specific tax adds t  to the per-unit cost, it shifts the after-tax mar-
ginal cost curve up to MC2

= MC1
+ t  and the after-tax average cost curve to 

AC2
= AC1

+ t.

t

p
, 
$
 p
e
r 
u
n
it

q1q2

e1

t

e2

q,  Units per year

p p = MR

AC1

MC1

MC2 =  MC1  +  t

AC2
 =  AC1  +  t

AC 2(q2)

AC 1 (q1 )

A

B

At 284 units,  the lime firms average profit per unit is  +1.50 = p - AC(284)  =  
+8 - +6.50, and the firms profit is = +1 .50 * 284,000 = +426,000.  Panel b shows 
that this profit is the maximum possible profit because it is the peak of the profit 
curve.

M08_PERL7879_02_SE_C08. indd   241 21 /1 1 /1 5   4:58 am



242 ChaPTeR 8   Competitive Firms and Markets

Whe the r to Produce
Once a firm determines the output level that maximizes its profit or minimizes its 
loss, it must decide whether to produce that output level or to shut down and pro-
duce nothing.  This decision is easy for the lime firm in Figure 8.1  because, at the 
output that maximizes its profit, it makes a positive profit.  However, the question 
remains whether a firm should shut down if it is making a loss in the short run.

In Chapter 7, we showed that all firmsnot just competitive firmsuse the same 
shutdown rule:  The firm shuts down only if it can reduce its loss by doing so.  Equiva-
lently, the firm shuts down only if its revenue is less than its avoidable variable cost 
(VC):  R 6 VC.  If the firm shuts down, it does not incur the variable cost, so its only 
loss is its fixed cost (F),  which we assume is unavoidable.

For a competitive firm, this rule is  R = pq 6 VC.  Dividing both sides of this 
inequality by output, we find that a competitive firm shuts down only if the market price 
is  less  than its  average variable cost:  p 6 AVC = VC/q.

We illustrate the logic behind this rule using our lime firm example.  We look at 
three cases where the market price is (1 )  above the minimum average cost (AC),  (2)  
less than the minimum average cost but at least equal to or above the minimum 
average variable cost, or (3)  below the minimum average variable cost.

The  Marke t Price  Is above  Minimum aC.  If the market price is above the 
firms average cost at the quantity that its producing, the firm makes a profit and so 

2.  Determine the before-tax and after-tax equilibria and the amount by which the firm 
adjusts its  output.  Where the before-tax marginal cost curve, MC1,  hits the hori-
zontal demand curve, p,  at e1,  the profit-maximizing quantity is q1.  The after-
tax marginal cost curve, MC2,  intersects the demand curve, p,  at e2,  where 
the profit-maximizing quantity is  q2.  Thus, in response to the tax, the firm 
produces q1 - q2 fewer units of output.

3.  Show how the profit changes after the tax.  Because the market price is constant 
but the firms average cost curve shifts upward, the firms profit at every 
output level falls.  The firm sells fewer units (because of the increase in MC)  
and makes less profit per unit (because of the increase in AC) .  The after-tax 
profit is  area A = 2 = [p - AC2(q2)]q2,  and the before-tax profit is  area 
A + B = 1 = [p - AC1(q1)]q1,  so profit falls by area B  due to the tax.

Profit Maximization 

with a Specific Tax

using  Calculus
We can use calculus to solve the problem in Q&A 8.1 .  After the government 
imposes the specific tax t,  the competitive firms profit is

= pq - [C(q) + tq] ,

where C(q)  is  the firms before-tax cost and C(q) + tq  is  its  after-tax cost.  We 
obtain a necessary condition for the firm to maximize its after-tax profit by taking 
the first derivative of profit with respect to quantity and setting it equal to zero:

d

dq
=

d(pq)

dq
-

d[C(q) + tq]

dq
= p - c

dC(q)

dq
+ t d = p - [MC + t] = 0.

Thus, the competitive firm maximizes its profit by choosing q  such that its after-
tax marginal cost, MC + t,  equals the market price.
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2438.2 Competition in  the Short Run

it operates.  In panel a of Figure 8.1 , the competitive lime firms average cost curve 
reaches its minimum of $6 per ton at 140 units.  Thus, if the market price is above $6, 
the firm makes a profit of p - AC  on each unit it sells and operates.  In the figure, 
the market price is $8, and the firm makes a profit of $426,000.

The  Marke t Price  Is Be twe en the  Minimum aC and the  Minimum 

aVC.  The tricky case is when the market price is less than the minimum average cost 
but is at least as great as the minimum average variable cost.  If the price is in this range, 
the firm makes a loss, but it reduces its loss by operating rather than shutting down.

Figure 8.2 (which reproduces the marginal and average cost curves from panel 
a of Figure 8.1  and adds the average variable cost curve)  illustrates this case for the 
lime firm.  The lime firms average cost curve reaches a minimum of $6 at 140 units, 
while its average variable cost curve hits its minimum of $5 at 50 units.  If the market 
price is between $5 and $6, the lime firm loses money (its profit is negative)  because 
the price is less than its AC,  but the firm does not shut down.

For example, if the market price is $5.50, the firm minimizes its loss by produc-
ing 100 units where the marginal cost curve crosses the price line.  At 100 units, the 
average cost is $6.12, so the firms loss is -62. = p - AC(100) = +5.50 - +6.12 on 
each unit that it sells.

Why does the firm produce given that it is making a loss? The reason is that the firm 
reduces its loss by operating rather than shutting down because its revenue exceeds 
its variable costor equivalently, the market price exceeds its average variable cost.

If the firm shuts down in the short run, it incurs a  loss  equal to  its  fixed cost of 
$98,000, which is  the sum of rectangles A  and B . 6 If the firm operates and produces 

6From Chapter 6, we know that the average cost is the sum of the average variable cost and the 
average fixed cost, AC = AVC + F/q.  Thus, the gap between the average cost and the average vari-
able cost curves at any given output is AC - AVC = F/q.  Consequently, the height of the rectangle 
A + B  is  AC(100) - AVC(100) = F/100, and the length of the rectangle is 100 units, so the area of 
the rectangle is  F,  or +98,000 = +62,000 + +36,000.
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p

a

e

b

0
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6.1 2

5.00

A = $62,000

B = $36,000

F I gu Re  8 . 2  The  Short-Run Shutdown De cision

The competitive l ime manu-
facturing  plant operates if 
the  market price is  above 
the minimum of the average 
variable cost curve,  point a,  
at $5.  With  a  market price of 
$5.50,  the firm produces 1 00 
units  because that price is 
above AVC(1 00) = $5.1 4,  so 
the firm more than covers its 
out-of-pocket,  variable costs.  
At that price,  the firm makes 
a  loss  of area  A = +62,000 
because the price is less than 
the average cost of $6.1 2.  If it 
shuts down, its loss is  its fixed  
cost,  area A + B = +98,000.  
Thus,  the firm does not shut 
down.
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244 ChaPTeR 8   Competitive Firms and Markets

q = 100  units,  its  average variable  cost is  AVC = +5.14,  which is  less  than the 
 market price of p = +5.50 per ton.  It makes 36. = p - AVC = +5.50 - +5.14 more 
on each ton than its  average variable cost.  The difference between the firms rev-
enue and its  variable  cost,  R - VC,  is  the  rectangle  B = +36,000,  which has  a 
length of 100 thousand tons and a  height of 36.  Thus,  if the firm operates,  it loses 
only $62,000 (rectangle A ) ,  which is  less  than its  loss  if it shuts  down, $98,000.  
The firm makes a  smaller loss  by operating than by shutting down because its 
revenue more than covers its  variable cost and hence helps to reduce the loss from 
the fixed cost.

The  Marke t Price  Is Le ss than the  Minimum aVC.  If the market price 
dips below the minimum of the average variable cost, $5 in Figure 8.2, then the firm 
should shut down in the short run.  At any price less than the minimum average 
variable cost, the firms revenue is less than its variable cost, so it makes a greater 
loss by operating than by shutting down because it loses money on each unit sold 
in addition to the fixed cost that it loses if it shuts down.

In summary, a competitive firm uses a two-step decision-making process to maxi-
mize its profit.  First, the competitive firm determines the output that maximizes its 
profit or minimizes its loss when its marginal cost equals the market price (which is 
its marginal revenue):  p = MC.  Second, the firm chooses to produce that quantity 
unless it would lose more by operating than by shutting down.  The competitive firm 
shuts down in the short run only if the market price is less than the minimum of its 
average variable cost, p 6 AVC.

Min i - Case Oil production starts and stops in the short run as the market price fluctuates.  In 
19981999 when oil prices were historically low, U.S.  oil-producing firms shut 
down or abandoned 74,000 of the 136,000 existing oil wells.  History repeats itself.  
From 2011  through the first half of 2014, oil prices were above $100 per barrel
nearly hitting $130 at one pointso virtually all oil producers could profitably 

produce.  However, 
oil prices fell below 
$50 a barrel in the 
second half of 2014, 
and dropped even 
lower in 2015.  As a 
result,  many wells 
shut down.

C onv e n t i o na l 
oil  wellswhich 
essentially stick a 
pipe in the ground 
and  pump  oil
have low enough 
minimum average 
variable costs that 
most could profit-
ably operate in 2014 
and  201 5 .  Some 
Middle Eastern oil 
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2458.2 Competition in  the Short Run

7The first fracking experiment was in 1947.  At first, fracking wells had a minimum average variable 
cost that was too high to operate profitably.  However, in recent years,  technological innovation 
substantially lowered this cost, and the global price of oil was often high enough for fracking to 
be widely used.  Due to fracking, U.S.  oil production rose from 5.6 million barrels a day in 2010 to 
9.3 million in 2015.  Fracking is controversial because opponents fear it will create environmental 
problems and trigger earthquakes.

When making shutdown decisions, good managers ignore  unavoidable (sunk)  
fixed costs (Chapter 6).  The manager of a competitive firm should continue oper-
ating if price at least equals average variable cost even if revenue is not sufficient 
to fully cover the sunk fixed costs.  As long as price exceeds average variable 
cost, the firm at least partially offsets the sunk fixed costs by operating instead of 
absorbing the entire amount as a loss.

Sunk Costs and 

the Shutdown 

Decision

Manager ia l  
I mp l i ca t i on

wells break even at a price as low as $10 a barrel.  Older Texas wells often have a 
break-even point at $20 to $30 per barrel.

Most new U.S.  oil wells use hydraulic fracturing (fracking).  Fracking uses 
pressurized liquid consisting of water, sand, and chemicals to fracture oil shale 
(rock containing oil), which releases natural gas and oil.7 Current fracking opera-
tions break even at between $50 and $77 per barrel with an average of about $65.  
Thus, fracking operations were more likely not to operate than conventional 
wells during the recent period of low prices.

The Short-Run Firm Supply Curve
We just demonstrated how a competitive firm chooses its output for a given market 
price in a way that maximizes its profit or minimizes its losses.  By repeating this 
analysis at different possible market prices, we can show how the amount the com-
petitive firm supplies varies with the market price.

As the market price increases from p1 = +5  to p2 = +6 to p3 = +7 to p4 = +8, 
the lime firm increases its output from 50 to 140 to 215 to 285 units per year,  as 
Figure 8.3 shows.  The profit-maximizing output at each market price is determined 
by the intersection of the relevant demand curvemarket price lineand the firms 
marginal cost curve, as equilibria e1  through e4 illustrate.  That is, as the market price 
increases, the equilibria trace out the marginal cost curve.  However, if the price falls 
below the firms minimum average variable cost at $5, the firm shuts down.  Thus, 
the competitive firms short-run supply curve is its marginal cost curve above its 
minimum average variable cost.

The firms short-run supply curve, S,  is a solid red line in the figure.  At prices 
above $5, the short-run supply curve is the same as the marginal cost curve.  The 
supply is zero when price is less than the minimum of the AVC  curve of $5.  (From 
now on, to keep the graphs as simple as possible, we will not show the supply curve 
at prices below the minimum AVC. )

The Short-Run Market Supply Curve
The market supply curve is the horizontal sum of the supply curves of all the indi-
vidual firms in the market.  In the short run, the maximum number of firms in a 
market, n,  is fixed because new firms need time to enter the market.  If all the firms 
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246 ChaPTeR 8   Competitive Firms and Markets

in a competitive market are identical, each firms costs are identical, so their supply 
curves are identical, and the market supply at any price is n  times the supply of an 
individual firm.  If the firms have different costs functions, their supply curves and 
shutdown points differ.  Consequently, the market supply curve reflects a different 
number of firms operating at various prices even in the short run.  We examine com-
petitive markets first with firms that have identical costs and then with firms that 
have different costs.

Short-Run Marke t Supply with Ide ntical Firms.  To illustrate how to con-
struct a short-run market supply curve, we suppose, for graphical simplicity, that the 
lime manufacturing market has n = 5 competitive firms with identical cost curves.  
Panel a of Figure 8.4 plots the short-run supply curve, S1,  of a typical firmthe MC  
curve above the minimum AVCwhere the horizontal axis shows the firms output, 
q,  per year.  Panel b  illustrates the competitive market supply curve, the dark line S5,  
where the horizontal axis is market output, Q,  per year.  The price axis is the same 
in the two panels.

If the market price is  less  than $5  per ton,  no firm supplies any output,  so the 
market supply is  zero.  At $5,  each firm is  willing to  supply q = 50  units,  as  in 
panel a.  Consequently,  the market supply is  Q = 5q = 250  units  in panel b.  At 
$6 per ton,  each firm supplies 140 units,  so the market supply is  700 (=  5 * 140)  
units.

Suppose the market has fewer than five firms in the short run.  The light-color 
lines in panel b  show the market supply curves for various other numbers of firms.  
The market supply curve is S1  if there is one price-taking firm, S2 with two firms, 
S3  with three firms, and S4  with four firms.  The market supply curve flattens as 
the number of firms in the market increases because the market supply curve is 
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F I gu Re  8 . 3  how the  Profit-Maximizing Quantity Varie s with Price

As the market price increases,  
the l ime manufacturing  firm 
produces more output.  The 
change in  the price traces 
out the marginal  cost (MC)  
curve of the firm.  The firm s 
short-run  supply (S)  curve is 
the MC  curve above the min-
imum of its  AVC  curve (at e1 ) .
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2478.2 Competition in  the Short Run

the horizontal sum of more and more upward-sloping firm supply curves.8 Thus, 
the more identical firms producing at a  given price,  the flatter the short-run market supply 
curve at that price.

The flatter the supply curve is at a given quantity, the more elastic is the supply 
curve.  As a result, the more firms in the market, the less the price has to increase for 
the short-run market supply to increase substantially.  Consumers pay $6 per ton to 
obtain 700 units of lime if the market has five firms, but they must pay $6.47 per ton 
to obtain that much with only four firms.  As the number of firms grows very large, 
the market supply curve approaches a horizontal line at $5.

Short-Run Marke t Supply with Firms That Diffe r.  If the firms in a com-
petitive market have different minimum average variable costs, then not all firms 
produce at every price, a situation that affects the shape of the short-run market sup-
ply curve.  Suppose that the only two firms in the lime market are our typical lime 
firm with a supply curve of S1  and a second firm with a higher marginal and mini-
mum average cost and the supply curve of S2 in Figure 8.5.  The first firm produces 
if the market price is at least $5, whereas the second firm does not produce unless 
the price is $6 or more.  At $5, the first firm produces 50 units, so the quantity on the 

8In the figure, if the price rises by p = 47.  from $6 to $6.47 per ton, each firm increases its output 
by q = 35 tons, so the slope (measured in cents per ton)  of its supply curve over that range is 
p/q = 47/35 1.34.  With two firms, q = 70,  so the slope is  47/70 0.67.  Similarly, the 
slope is 47/105 0.45 with three firms, 0.34 with four firms, and 0.27 with five firms.  Although 
not shown in the figure, the slope is 0.13 with 10 firms and 0.013 with 100 firms.

F I gu Re  8 . 4  Short-Run Marke t Supply with Five  Ide ntical  Lime  Firms

(a)  The short-run supply curve,  S 1 ,  for a  typical  l ime 
manufacturing firm is  its  MC  above the minimum 
of its  AVC.
(b)  The market supply curve,  S5,  is  the horizon-
tal  sum of the supply curves of each  of the five 

identical  firms.  The curve S4 shows what the market 
supply curve would  be with  only four firms in  the 
market.

MyEconLab Video
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248 ChaPTeR 8   Competitive Firms and Markets

market supply curve, S ,  is 50 units.  Between $5 and $6, only the first firm produces, 
so the market supply, S,  is the same as the first firms supply, S1.  At and above $6, 
both firms produce, so the market supply curve is the horizontal summation of their 
two individual supply curves.  For example, at $7, the first firm produces 215 units, 
and the second firm supplies 100 units, so the market supply is 315 units.

As in a market with identical firms, where both firms are producing, the market sup-
ply curve is flatter than that of either firm. Because the second firm does not produce at 
as low a price as the first firm, the short-run market supply curve has a steeper slope 
(less elastic supply)  at relatively low prices than it would if the firms were identical.

When the firms differ,  only the low-cost firm supplies goods at relatively low 
prices.  As the price rises, the other, higher-cost firm starts supplying, creating a stair-
like market supply curve.  The more suppliers with differing costs, the more steps in 
the market supply curve.  As price rises and more firms supply the good, the market 
supply curve flattens, so it takes a smaller increase in price to increase supply by a 
given amount.  Stated the other way, the more firms differ in costs, the steeper the 
market supply curve is at low prices.  Differences in costs are one explanation for 
why some market supply curves are upward sloping.

Short-Run Compe titive  equilibrium
By combining the short-run market supply curve and the market demand curve, we 
can determine the short-run competitive equilibrium.  We first show how to deter-
mine the equilibrium in the lime market, and we then examine how taxes change 
the equilibrium.

Suppose the lime manufacturing market has five identical firms in the short-run 
equilibrium.  Panel a of Figure 8.6 shows the short-run cost curves and the supply 
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F I gu Re  8 . 5  Short-Run Marke t Supply with Two Diffe re nt Lime  Firms

The supply curve S1  is  the 
same as for the typical  l ime 
firm in  Figure 8.3.  A second 
firm has an  MC  that l ies  to 
the left of the original  firm s 
cost  curve  and  a  h igher 
minimum of its AVC.  Thus,  its  
supply curve,  S2,  l ies  above 
and to the left of the original  
firm s  supply curve,  S1 .  The 
market supply curve,  S ,  i s  
the horizontal  sum of the two 
supply curves.  When  price 
is  $6  or h igher,  both  firms 
produce,  and  the  market 
supply curve is  flatter than 
the supply curve of either 
 individual  firm.

M08_PERL7879_02_SE_C08. indd   248 21 /1 1 /1 5   4:58 am



2498.2 Competition in  the Short Run

p
, 
$
 p
e
r 
to
n

q1  = 21 5q2 = 50 Q1  = 1 ,075Q2 = 2500

q,  Thousand metric tons
of l ime per year

Q,  Thousand metric tons
of l ime per year

6.97

6.20
6

5

0

5

6

7

8

7

8

e2

e1

E2

S

E1p
, 
$
 p
e
r 
to
n

(b)  Market(a)  Firm

AVC

AC

D 2

S1

D1

A

C

B

F I gu Re  8 . 6  Short-Run Compe titive  equilibrium in  the  Lime  Marke t

(a)  The  short-run  supply curve is  the  margina l  
cost above the minimum average variable cost 
of $5.  At a  price of $5,  each firm makes a  short- 
run  loss  of (p - AC)q = ($5 - $6.97) * 50,000 =

-$98,500,  area A + C.  At a  price of $7,  the short- 
run  profit  of a  typical  l ime firm  is  (p - AC)q =  
($7 - $6.20) * 21 5,000 = $1 72,000,  area A + B.

(b)  I f the l ime market has five firms in  the short run so 
that the market supply is S  and the market demand 
curve is  D 1 ,  then the short-run equil ibrium is  E1 ,  the 
market price is $7,  and market output is Q1 = 1 ,075 
units.  I f the demand curve shifts to D2,  the market 
equil ibrium is  p = $5 and Q2 = 250 units.

curve, S1,  for a typical firm, and panel b shows the corresponding short-run competi-
tive market supply curve, S .

In panel b, the initial demand curve D1  intersects the market supply curve at E1,  
the market equilibrium.  The equilibrium quantity is Q1 = 1,075 units of lime per 
year, and the equilibrium market price is $7.

In panel a, each competitive firm faces a horizontal demand curve at the equilib-
rium price of $7.  Each price-taking firm chooses its output where its marginal cost 
curve intersects the horizontal demand curve at e1.  Because each firm is maximizing 
its profit at e1,  no firm wants to change its behavior, so e1  is the firms equilibrium.  
In panel a,  each firm makes a short-run profit of area A + B = +172,000,  which 
is  the average profit per ton, p - AC = +7 - +6.20 = 80.,  times the firms out-
put, q1 = 215 units.  The equilibrium market output, Q1,  is the number of firms, n,  
times the equilibrium output of each firm:  Q1 = nq1 = 5 * 215 units = 1,075 units 
(panel b).

Now suppose that the demand curve shifts to D2.  The new market equilibrium 
is E2,  where the price is only $5.  At that price, each firm produces q = 50 units, and 
market output is  Q = 250 units.  In panel a,  each firm loses $98,500, area A + C,  
because it earns (p - AC) = (+5 - +6.97) = - +1 .97 per unit and it sells q2 = 50 
units.  However, such a firm does not shut down because price equals the firms 
average variable cost, so the firm is covering its out-of-pocket expenses.

MyEconLab Video
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8.3 Compe tition in  the  Long Run

Originally one thought that if there were a half dozen  large computers in  th is country,  

h idden  away in  research  laboratories,  this would take care of all requirements we 

had throughout the country.  Howard H.  Aiken,  Harvard,  1 952

In the long run, competitive firms can vary inputs that were fixed in the short run 
and firms can enter and exit the industry freely, so the long-run firm and market sup-
ply curves differ from the short-run curves.  After briefly looking at how a firm deter-
mines its long-run supply curve to maximize its profit, we examine the relationship 
between short-run and long-run market supply curves and competitive equilibria.

Long-Run Compe titive  Profit Maximization
The firms two profit-maximizing decisionshow much to produce and whether to 
produce at allare simpler in the long run than in the short run because, in the long 
run, all costs are avoidable.

The firm chooses the quantity that maximizes its  profit using the same rules 
as  in the short run.  The firm picks the quantity that maximizes long-run profit, 
the difference between revenue and long-run cost.  Equivalently, it operates where 
long-run marginal profit is  zerowhere marginal revenue (price)  equals long-run 
marginal cost.

After determining the output level, q*, that maximizes its profit or minimizes its 
loss, the firm decides whether to produce or shut down.  The firm shuts down if its 
revenue is less than its avoidable cost.  Because all costs are avoidable in the long run, 
the firm shuts down if it would make an economic loss by operating.

The  Long-Run Firm Supply Curve
A firms long-run supply curve is its long-run marginal cost curve above the mini-
mum of its long-run average cost curve (because all costs are avoidable in the long 
run).  The firm is free to choose its capital in the long run, so the firms long-run sup-
ply curve may differ substantially from its short-run supply curve.

The firm chooses a plant size to maximize its long-run economic profit in light of 
its beliefs about the future.  If its forecast is wrong, it may be stuck with a plant that 
is too small or too large for its level of production in the short run.  The firm acts to 
correct this mistake in plant size in the long run.

Min i - Case When a large number of firms initially built ethanol processing plants, they built 
relatively small ones.  When the ethanol market took off in the first half decade 
of the twenty-first century, with the price reaching a peak of $4.23 a gallon in 
June 2006, many firms built larger plants or greatly increased their plant size.  
From 1999 to 2006, the number of plants nearly doubled and the average plant 
capacity nearly tripled (36 to 106 million gallons per year).

However, since then, the ethanol market price has collapsed.  The price was 
generally below $3 and often below $1 .50 from 2007 through mid-2015.  As a 
result, many firms closed plants or reduced their size.  The average plant capac-
ity fell by a third from 2006 to 2015 (106 to 71  million gallons per year).

The  Size  of ethanol 

Proce ssing Plants
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The  Long-Run Marke t Supply Curve
The competitive market supply curve is the horizontal sum of the supply curves of the 
individual firms in both the short run and the long run.  Because the maximum number 
of firms in the market is fixed in the short run, we add the supply curves of a known 
number of firms to obtain the short-run market supply curve.  The only way for the 
market to supply more output in the short run is for existing firms to produce more.

However, in the long run, firms can enter or leave the market.  Thus, before we can 
add all the relevant firm supply curves to obtain the long-run market supply curve, 
we need to determine how many firms are in the market at each possible market price.

We now look in detail at how market entry affects long-run market supply.  To 
isolate the role of entry, we derive the long-run market supply curve, assuming that 
the price of inputs remains constant as market output increases.

entry and exit.  The number of firms in a market in the long run is determined 
by the entry  and exit  of firms.  In the long run, each firm decides whether to enter or 
exit depending on whether it can make a long-run profit.

In some markets, firms face significant costs to enter, such as large start-up costs, 
or barriers to entry, such as a government restriction.  For example, many city gov-
ernments limit the number of cabs, creating a barrier that prevents additional taxis 
from entering.  Similarly, patent protection prevents new firms from producing the 
patented product until the patent expires.

However, in perfectly competitive markets, firms can enter and exit freely in the 
long run.  For example, many construction firms that provide only labor services 
enter and exit a market several times a year.  In the United States, an estimated 213,000 
new firms began operations and 187,000 firms exited in the first quarter of 2014.9 The 
annual rates of entry and exit of such firms vary from year to year depending on the 
business cycle, but both normally exceed 10% of the underlying population of firms.

In such markets, a shift of the market demand curve to the right attracts firms to 
enter.  For example, without government regulations, the market for taxicabs would 
have free entry and exit.  Car owners could enter or exit the market quickly.  If the 
demand curve for cab rides shifted to the right, the market price would rise, and 
existing cab drivers would make unusually high profits in the short run.  Seeing these 
profits, other car owners would enter the market, causing the market supply curve 
to shift to the right and the market price to fall.  Entry would continue until the last 
firm to enterthe marginal firmmakes zero long-run profit.

Similarly, if the demand curve shifts to the left so that the market price drops, 
firms suffer losses.  Firms with minimum average costs above the new, lower market 
price exit the market.  Firms continue to leave the market until the next firm consider-
ing leaving, the marginal firm, is again earning a zero long-run profit.

Thus, in a market with free entry and exit:

 A firm enters the market if it can make a long-run profit, 7 0.

 A firm exits the market to avoid a long-run loss, 6 0.

If firms in a market are making zero long-run profit, they are indifferent between 
staying in the market and exiting.  We presume that if they are already in the market, 
they stay in the market when they are making zero long-run profit.

9Business Employment Dynamics, Bureau of Labor Statistics http://www.bls.gov/bdm/  (viewed 
August 9, 2015).
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Min i - Case About one-half of all U.S.  residential solar energy systems are installed in Cali-
fornia.  The incentives for firms to enter or exit the California solar market have 
changed considerably since 2007.

The manufacturing cost of a solar energy system has plummeted since 2007.  
California offered a large residential solar subsidy, which fell significantly from 
2007 to 2013, when it ended.  Homeowners could also get a federal subsidy of 
30% on the cost of a system up to $2,000.  In 2009, the $2,000 cap was eliminated.  
The federal program is scheduled to end in 2016.

Solar firms differ substantially.  A new firm with relatively low costs or that 
expects demand to rise may enter the market in the same year that another firm 
with higher costs or less rosy expectations exits the market.

The figure (based on Davis and Chun, 2015)  shows how many firms entered 
the California solar market (green),  how many exited (purple),  and the total 
number of firms (red)  annually from 20082013.  For example, in 2009, 453 firms 
entered and 197 firms exited so the total number of firms increased by 256, from 
603 in 2008 to 859 in 2009.

From 20082010, the number of firms that entered the market was much 
higher than the number of firms that exited.  The total number of firms rose 

by 75% from 603  in 2008 
to 1 ,057 in 2010.  In each of 
these three rapid growth 
years, nearly half the firms 
in the market were new to 
the market that year.

Since 2010, the number 
of firms fell, dropping from 
the 2010 peak of 1 ,057 to 
840 in 2013.  Even during 
this period, about 30% of 
the firms were new in each 
year.  However, entry was 
more than offset by exits in 
2011  and 2013 (the number 
of firms entering and exiting 
were roughly equal in 2012).

Given the  large  num-
ber of firms entering and 
exiting the  market each 
year, the costs of entry and 
exit must be minimal.  The 

number of firms in this market is  enormous.  Most of these firms are small.  The 
median company installs only about five systems per year, although SolarCity 
and a few other large firms install many systems annually.

entry and exit of 

Solar Powe r Firms
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Long-Run Marke t Supply with Ide ntical Firms and Fre e  entry.  The 
long-run market supply curve is flat at the minimum of long-run average cost if firms 
can freely enter and exit the market, an unlimited number of firms have identical 
costs, and input prices are constant.  This result follows from our reasoning about the 
short-run supply curve, in which we showed that the market supply curve becomes 
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flatter as more firms enter the market.  With a large number of firms in the market in 
the long run, the market supply curve is effectively flat.

The long-run supply curve of a typical vegetable oil mill, S1  in panel a of Figure 8.7, 
is the long-run marginal cost curve above a minimum long-run average cost of $10.  
Because each firm shuts down if the market price is below $10, the long-run market 
supply curve is zero at a price below $10.  If the price rises above $10, firms are mak-
ing positive profits, so new firms enter, expanding market output until profits are 
driven to zero, where price is again $10.  The long-run market supply curve in panel 
b  is a horizontal line at the minimum long-run average cost of the typical firm, $10.  
At a price of $10, each firm produces q = 150 units (where one unit equals 100 metric 
tons).  Thus, the total output produced by n  firms in the market is Q = nq = n * 150 
units.  Extra market output is obtained by new firms entering the market.

In summary, the long-run market supply curve is horizontal if the market has free 
entry and exit, an unlimited number of firms have identical costs, and input prices 
are constant.  As we show next, when these strong assumptions do not hold, the 
long-run market supply curve typically slopes upward but may slope downward.  
We examine two reasons why a long-run market supply curve is not flat:  limited 
entry and differences in cost functions across firms.  In addition, although we do not 
demonstrate this result, a third reason why long-run supply curves may slope up 
(or down) is that input prices rise (or fall)  when output increases.

Long-Run Marke t Supply Whe n entry Is Limite d.  If the number of firms 
in a market is limited in the long run, the market supply curve slopes upward.  The 
number of firms is limited if the government restricts that number, if all firms need 
a scarce resource, or if entry is costly.  An example of a scarce resource is the limited 
number of lots in Miami on which a luxury beachfront hotel could be built.  High 

F I gu Re  8 . 7  Long-Run Firm and Marke t Supply with Ide ntical  Vege table  Oil  Firms

(a)  The long-run supply curve of a  typical  vegeta-
ble oil  mil l ,  S1 ,  is  the long-run marginal  cost curve 
above the minimum average cost of $1 0.

(b)  The long-run market supply curve is horizontal  at 
the minimum of the long-run minimum average cost 
of a  typical  firm.  Each firm produces 1 50 units,  so 
market output is 1 50n ,  where n  is the number of firms.
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254 ChaPTeR 8   Competitive Firms and Markets

entry costs restrict the number of firms in a market because firms enter only if the 
long-run economic profit is greater than the cost of entering.

The only way to get more output if the number of firms is limited is for existing 
firms to produce more.  Because individual firms supply curves slope upward, the 
long-run market supply curve is also upward sloping.  The reasoning is the same as 
in the short run, as panel b of Figure 8.4 illustrates, given that no more than five firms 
can enter.  The market supply curve is the upward-sloping S5 curve, which is the hori-
zontal sum of the five firms upward-sloping marginal cost curves above minimum 
average cost.

Long-Run Marke t Supply Whe n Firms Diffe r.  A second reason why some 
long-run market supply curves slope upward is that firms differ.  Firms with rela-
tively low minimum long-run average costs are willing to enter the market at lower 
prices than others, resulting in an upward-sloping long-run market supply curve 
(similar to the short-run example in Figure 8.5).

Suppose that a market has a number of low-cost firms and other higher-cost firms.  If 
lower-cost firms can produce as much output as the market wants, only low-cost firms 
produce, and the long-run market supply curve is horizontal at the minimum of the 
low-cost firms average cost curve.  The long-run supply curve is upward sloping only  
if lower-cost firms cannot produce as much output as the market demands because 
each of these firms has a limited capacity and the number of these firms is limited.

Min i - Case Many countries produce cotton.  Production costs differ among countries because 
of differences in the quality of land, amount of rainfall, costs of irrigation, costs 
of labor, and other factors.

The length of each step-like segment of the long-run supply curve of cotton 
in the graph is the quantity produced by the labeled country.  The amount that 
the low-cost countries can produce is limited, so we observe production by the 
higher-cost countries if the market price is  sufficiently high.

an upward-
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The height of each segment of the supply curve is the typical minimum aver-
age cost of production in that country.  The average cost of production in Paki-
stan is less than half that in Iran.  The supply curve has a step-like appearance 
because we are assuming that average cost is  constant within a given country, 
up to capacity.

As the market price  rises,  the number of countries  producing increases.  
At market prices  below $1 .08  per kilogram, only Pakistan produces.  If the 
market price is  below $1 .50,  the United States and Iran do not produce.  If the 
price increases to $1 .56,  the United States supplies a  large amount of cotton.  
In this  range of the supply curve,  supply is  elastic.  For Iran to produce,  the 
price has to rise to $1 .71 .  Price increases in that range result in only a relatively 
small increase in supply.  Thus, the supply curve is  relatively inelastic at prices 
above $1 .56.

Long-Run Compe titive  equilibrium
The intersection of the long-run market supply and demand curves determines the 
long-run competitive equilibrium.  With identical firms, constant input prices, and 
free entry and exit,  the long-run competitive market supply is horizontal at mini-
mum long-run average cost, so the equilibrium price equals long-run average cost.  
A shift in the demand curve affects only the equilibrium quantity and not the equi-
librium price, which remains constant at the minimum of long-run average cost.

The market supply curve is different in the short run than in the long run, so the 
long-run competitive equilibrium differs from the short-run equilibrium.  The rela-
tionship between the short- and long-run equilibria depends on where the market 
demand curve crosses the short- and long-run market supply curves.  Figure 8.8 
illustrates this point using the short- and long-run supply curves for the vegetable 
oil mill market.

The short-run firm supply curve for a typical firm in panel a is the marginal cost 
above the minimum of the average variable cost, $7.  At a price of $7, each firm pro-
duces 100 units, so the 20 firms in the market in the short run collectively supply 
2,000 (=  20 * 100)  units of oil in panel b.  At higher prices,  the short-run market 
supply curve slopes upward because it is  the horizontal summation of the firms 
upward-sloping marginal cost curves.

We assume that the firms use the same size plant in the short and long run so that 
the minimum average cost is $10 in both the short and long run.  Because all firms 
have the same costs and can enter freely, the long-run market supply curve is flat 
at the minimum average cost, $10, in panel b.  At prices between $7 and $10, firms 
supply goods at a loss in the short run but not in the long run.

If the market demand curve is D1,  the short-run market equilibrium, F1,  is below 
and to the right of the long-run market equilibrium, E1.  This relationship is reversed 
if the market demand curve is D2.10

10Using data from Statistics Canada, we estimate that the elasticity of demand for vegetable oil is 
-0.8.  Both D1  and D2 are constant -0.8 elasticity demand curves, but the demand at any price on 
D

2 is  2.4 times that on D1.
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256 ChaPTeR 8   Competitive Firms and Markets

In the short run, if the demand is as low as D1,  the market price in the short-run 
equilibrium, F1,  is $7.  At that price, each of the 20 firms produces 100 units, at f1  in 
panel a.  The firms lose money because the price of $7 is below the average cost at 
100 units.  These losses drive some of the firms out of the market in the long run, so 
market output falls and the market price rises.  In the long-run equilibrium, E1,  the 
price is $10, and each firm produces 150 units, e,  and breaks even.  As the market 
demands only 1 ,500 units, only 10 (=  1 ,500/150)  firms produce, so half the firms 
that produced in the short run exit the market.11  Thus, with the D1  demand curve, 
price rises and output falls in the long run.

If demand expands to D2,  in the short run, each of the 20 firms expands its output 
to 165 units, f2,  and the price rises to $11 , where the firms make profits:  The price of 
$11  is above the average cost at 165 units.  These profits attract entry in the long run, 
and the price falls.  In the long-run equilibrium, each firm produces 150 units, e,  and 
3,600 units are sold by the market, E2,  by 24 (=  3,600/150)  firms.  Thus, with the D2 
demand curve, price falls and output rises in the long run.
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F I gu Re  8 . 8  The  Short-Run and Long-Run equilibria for Vege table  Oil

(a)  A typical  vegetable oil  mil l  produces where its 
MR  or price equals its  MC,  so it is  wil l ing to produce 
1 50 units of oil  at a  price of $1 0,  or 1 65 units at $1 1 .
(b)  The short-run  market supply curve,  SSR,  is  the 
horizontal  sum of 20 individual  firms  short-run mar-
ginal  cost curves above minimum average vari-
able cost,  $7.  The long-run  market supply curve,  

S
LR,  is  horizontal  at the minimum average cost,  $1 0.  

I f the demand curve is D 1 ,  in  the short-run equil ib-
rium,  F1 ,  20 firms sel l  2,000 units  of oil  at $7.  In  the 
long-run equil ibrium,  E1 ,  1 0 firms sel l  1 ,500 units  at 
$1 0.  I f demand is  D2,  the short-run equil ibrium is  F2 
($1 1 ,  3,300 units,  20 firms)  and the long-run equil ib-
rium is  E2 ($1 0,  3,600 units,  24 firms) .

11How do we know which firms leave?  If the firms are  identical,  the theory says nothing 
about which ones leave and which ones stay.  The firms that leave make zero economic profit, 
and those that stay make zero economic profit,  so firms are indifferent as to whether they stay  
or exit.
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In the long run, a profit-maximizing firms marginal cost equals the equilibrium 
price:  p = MC.  If all firms are identical, the price must equal the average cost due 
to free entry (p = AC).  Thus,  p = MC = AC  in the long-run equilibrium.  This 
condition is satisfied at the minimum of the firms long-run average cost curve, as 
 Figure 8.7 illustrates.

Q&a  8 . 2
A perfectly competitive industry is in long-run equilibrium.  Each of the identical 
firms has a long-run cost function C = 100 + q2.  As a result, a firms marginal 
cost function is MC = 2q.  In the long-run competitive equilibrium, how much 
does the firm produce, and what is the equilibrium price? If the market quantity 
demanded at the equilibrium price is  Q = 2,500,  how many firms are in the 
market?

answe r

1.  Determine the AC curve.  AC = C/q = 100/q + q.

2.  Solve for the equilibrium quantity.  Because a profit-maximizing firm operates 
where p = MC  and free entry by firms into the market ensures that p = AC,  it 
follows that MC = AC.  Therefore, MC = 2q = 100/q + q = AC.  Simplifying 
yields q = 100/q  or q2 = 100 so q = 10.

3.  Use either the marginal cost curve or the average cost curve to  determine the 
price.  Substituting q = 10  into the marginal cost function, we know that 
p = MC = 2q = 20.  Similarly, p = AC = 100/q + q = 20.

4.  To obtain the number of firms,  n,  in  the market,  divide total output by the output per 
firm.  Because total market output is 2,500, n = Q/q = 2,500/10 = 250.

Comment:  Firms in this industry have fixed costs of 100 even in the long run.  This 
cost is avoidable in the long run if a firm exits the industry but does not vary with 
output if the firm operates.  An example is rent on a building.

Ze ro Long-Run Profit with Fre e  entry
The long-run supply curve is horizontal if firms are free to enter the market, firms 
have identical cost, and input prices are constant.  All firms in the market are operat-
ing at minimum long-run average cost.  That is, they are indifferent between shutting 
down or not because they are earning zero economic profit.

In a competitive market with identical firms and free entry, if most firms are 
profit-maximizing, profits are driven to zero at the long-run equilibrium.  Any firm 
that does not maximize profitthat is, any firm that sets its output so that the market 
price does not equal its marginal cost or does not use the most cost-efficient methods 
of productionloses money.  Thus, to survive in a  competitive market in the long run,  a  
firm must maximize its  profit.

8.4 Compe tition Maximize s economic We ll-Be ing

We have two main reasons to study competition in a managerial economics course.  
First,  many sectors of the economy are highly competitive,  including agricul-
ture, parts of the construction industry, many labor markets, and much retail and 
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wholesale trade.  Second, and perhaps more important, perfect competition serves 
as an ideal or benchmark for other industries.  This benchmark is widely used by 
economists and widely misused by politicians.

Most U.S.  politicians have at one point or another in their careers stated (with a 
hand over their heart), I believe in the free market.  While were not about to bash 
free markets, we find this statement to be, at best, mysterious.  What do the politi-
cians mean by believe in and free market? Hopefully they realize that whether 
a free market is desirable is a scientific question rather than one of belief.  Possibly 
when they say they believe in,  they are making some claim that free markets are 
desirable for some unspecified reason.  By free market,  they might mean a market 
without government regulation or intervention.

We believe that this statement is a bad summary of what is probably the most impor-
tant theoretical result in economics:  a perfectly competitive market maximizes an important 
measure of economic well-being.  Adam Smith, the father of modern economics, in his book 
An Inquiry into the Nature and Causes of the Wealth of Nations  published in 1776, was the 
first to observe that firms and consumers acting independently in their own self-interest 
generate a desirable outcome.  This insight is called the invisible hand theorem.12

Because a competitive market is desirable, government intervention in a perfectly 
competitive market reduces a societys economic well-being.  However, government 
intervention may increase economic well-being in markets that are not perfectly 
competitive, such as in a monopolized market.  In other words, freedom from gov-
ernment intervention does not guarantee that societys well-being is maximized in 
markets that are not perfectly competitive.  In the rest of this section, we first describe 
widely accepted measures of consumer well-being, consumer surplus,  and producer 
well-being, producer surplus  (a concept close to that of profit).  Next, we define a mea-
sure of a societys economic well-being, total surplus,  as the sum of the consumer and 
producer measures of well-being.  Then, we demonstrate why perfect competition 
maximizes total surplus.  Finally, we discuss why a government action that causes a 
deviation from the perfectly competitive equilibrium reduces total surplus.

Consume r Surplus
The monetary difference between what a consumer is willing to pay for the quantity 
of the good purchased and what the consumer actually pays is  called consumer 
surplus (CS) .  Consumer surplus is  a dollar-value measure of the extra economic 
benefit the consumer receives from a transaction over and above the goods price.  By 
measuring how much more a consumer is willing to pay than the consumer actually 
paid, we know how much the consumer gained from this transaction.  For example, 
if Jane is willing to pay up to $500 for a ticket to a Rihanna concert, but only has to 
pay $150, her consumer surplus is $350.

We use this monetary measure to answer questions such as What effect does a 
price increase have on consumers  well-being? or How much does a government 

12The term invisible hand  was coined by Smith.  He expressed the basic theorem as .  .  .  every indi-
vidual .  .  .  intends only his own security; and by directing that industry in such a manner as its 
produce may be of the greatest value, he intends only his own gain, and he is in this, as in many 
other cases, led by an invisible hand to promote an end which was no part of his intention.  .  .  .  By 
pursuing his own interest he frequently promotes that of the society more effectually than when 
he really intends to promote it.
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quota on the number of items each consumer may buy hurt consumers? or What 
is the harm to consumers from one firm monopolizing a market?13

Measuring Consume r Surplus using a Demand Curve .  Because con-
sumer surplus is the difference between what a consumer is willing to pay for a unit 
of a good and the price of that good, it is a measure of what the consumer gains from 
trade:  from exchanging money for the good.  We can use the information stored in a 
demand curve and the market price to determine consumer surplus.  The demand 
curve reflects a consumer s marginal willingness to pay:  the maximum amount a con-
sumer will spend for an extra unit.  The consumers marginal willingness to pay is 
the marginal value  the consumer places on the last unit of output.

For example, Davids demand curve for magazines per week, panel a of Figure 8.9, 
indicates his marginal willingness to buy various numbers of magazines.  David places 

13If we knew a consumers utility function (Chapter 4),  we could directly answer the question of 
how an economic event, such as a price change, affects a consumer s well-being.  However, we do 
not know individual utility functions.  Even if we did, we could not compare the utility levels of 
different individuals.  If Mei says that she got 1 ,000 utils (units of utility)  from watching a movie, 
while Alan reports that he got 872 utils, we would not know if Mei enjoyed the movie more than 
Alan.  She might just be using a different subjective scale.  Because of these and other difficulties in 
comparing consumers utilities, we use a monetary measure.

F I gu Re  8 . 9  Consume r Surplus

(a)  David  s  demand  curve for magazines  has 
a  step-l ike shape.  When the price is  $3,  he buys 
three magazines,  point c .  David s marginal  value 
for the first magazine is  $5,  areas CS1 + E1 ,  and  his 
expenditure is  $3,  area E1 ,  so his consumer surplus 
is  CS1 = $2.  H is consumer surplus is  $1  for the sec-
ond magazine,  area CS2,  and is  $0 for the third  (he 
is  indifferent between buying and  not buying  it) .  

Thus,  his  total  consumer surplus is  the shaded area 
CS1 + CS2 = $3.
(b)  Steven s wil l ingness to pay for trading cards is  
the height of his smooth demand curve.  At price 
p1 ,  Steven s expenditure is E  (=  p1q1 ) ,  his  consumer 
surplus is  CS,  and the total  value he places on  con-
suming q1  trading cards per year is CS + E.
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a marginal value of $5 on the first magazine.  As a result, if the price of a magazine is 
$5, David buys one magazine, point a  on the demand curve.  His marginal willingness 
to buy a second magazine is $4, so if the price falls to $4, he buys two magazines, b.  
His marginal willingness to buy three magazines is $3, so if the price of magazines is 
$3, he buys three magazines, c.

Davids consumer surplus from each additional magazine is his marginal willing-
ness to pay minus what he pays to obtain the magazine.  His marginal willingness 
to pay for the first magazine, $5, is area CS1 + E1.  If the price is $3, his expenditure 
to obtain the magazine is  area E1 = +3.  Thus, his consumer surplus on the first 
magazine is  area CS1 = (CS1 + E1) - E1 = +5 - +3 = +2.  Because his marginal 
willingness to pay for the second magazine is $4, his consumer surplus for the sec-
ond magazine is the smaller area CS2 = +1 .  His marginal willingness to pay for the 
third magazine is $3, which equals what he must pay to obtain it,  so his consumer 
surplus is zero, CS3 = +0.  He is indifferent between buying and not buying the third 
magazine.

At a  price of $3,  David buys three magazines.  His  total consumer surplus from 
the three magazines he buys is  the sum of the consumer surplus he gets from each 
of these magazines:  CS1 + CS2 + CS3 = +2 + +1 + +0 = +3.  This total consumer 
surplus of $3  is  the extra amount that David is  willing to  spend for the right to 
buy three magazines at $3  each.  Thus,  an  individual s  consumer surplus  is  the area 
under the demand curve and above the market price up  to  the quantity the consumer 
buys .

David is unwilling to buy a fourth magazine unless the price drops to $2 or less.  If 
Davids mother gives him a fourth magazine as a gift, the marginal value that David 
puts on that fourth magazine, $2, is less than what it cost his mother, $3.

We can determine consumer surplus for smooth demand curves in the same 
way as  with Davids  unusual stair-like  demand curve.  Steven has  a  smooth 
demand curve for baseball trading cards,  panel b  of Figure 8.9.  The height of this 
demand curve measures his  willingness to  pay for one more card.  This  willing-
ness varies with the number of cards he buys in a  year.  The total value he places 
on obtaining q1  cards per year is  the area under the demand curve up  to q1,  the 
areas CS  and E .  Area E  is  his  actual expenditure on q1  cards.  Because the price is 
p1,  his  expenditure is  p1q1.  Stevens  consumer surplus from consuming q1  trading 
cards  is  the value of consuming those cards,  areas  CS  and E ,  minus his  actual 
expenditures E  to  obtain them, or CS .  Thus,  his consumer surplus,  CS ,  is  the area 
under the demand curve and above the horizontal line at the price p1  up  to the 
quantity he buys,  q1.

Just as we measure the consumer surplus for an individual using that individuals 
demand curve, we measure the consumer surplus of all consumers in a market using 
the market demand curve.  Market consumer surplus is  the area under the market demand 
curve above the market price up to the quantity consumers buy.

To summarize, consumer surplus is a practical and convenient measure of con-
sumers  economic benefits from market transactions.  Consumer surplus has two 
advantages over utility as a measure of economic benefit.  First, we can easily com-
pare or combine the dollar-denominated consumer surplus of several individuals, 
but not the utilities of various individuals.  Second, we can relatively easily measure 
consumer surplus, but not utility directly.  To calculate consumer surplus, all we have 
to do is measure the area under a demand curve.
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effe cts of a  Price  Change  on Consume r Surplus.  If the supply curve 
shifts upward or a government imposes a new sales tax, the equilibrium price rises, 
causing the consumer surplus to fall.  We illustrate the effect of a price increase on 
market consumer surplus using estimated supply and demand curves for sweetheart 
and hybrid tea roses sold in the United States.15 We then discuss which markets are 
likely to have the greatest loss of consumer surplus due to a price increase.

For a product sold on eBay, a manager can use the information that eBay reports 
to quickly estimate the market demand curve for the product.  People differ in 
their willingness to pay for a given item.  We can determine individuals willing-
ness to pay for a 238 a.d.  Roman coin, a sesterce (originally equivalent in value 
to two and a half asses)  of Emperor Balbinus, by how much they bid in an eBay 
auction.

On its Web site,  eBay correctly argues  (Chapter 12)  that the best strategy for 
bidders is  to bid their willingness to pay:  the maximum value that they place on 
the item.  If bidders follow this strategy, from what eBay reports, we know the 
maximum bid of each person except the winner because eBay uses a second-price 
auction,  where the winner pays the second-highest amount bid (plus an incre-
ment).14 The figure arranges the bids from highest to lowest.  Because each bar 
on the graph indicates the bid  for one coin, the figure shows how many units 
could have been sold to this group of bidders at various prices (assuming each 
bidder wants only one coin).  That is,  it is  the market demand curve.
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14The increment depends on the size of the bid.  For example, it is $1  for bids between $25 and $99.99 
and $25 for bids between $1 ,000 and $2,499.99.
15We estimated this model using data from the Statistical Abstract of United States,  Floriculture Crops,  
Floriculture and Environmental Horticulture Products,  and usda.mannlib.cornell.edu.  The prices are 
in real 1991  dollars.
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Suppose that the introduction of a new tax causes the wholesale price of roses 
to rise from the original equilibrium price of 30  to 32 per rose stem, a movement 
along the demand curve in Figure 8.10.  The consumer surplus at the initial price 
of 30  is  area A + B + C = +173.74 million per year.16 At a  higher price of 32, 
the consumer surplus falls to area A = +149.64 million.  Thus, the loss in consumer 
 surplus from the increase in price is B + C = +24.1  million per year.

Produce r Surplus
A supplier s gain from participating in the market is measured by producer surplus 
(PS) ,  which is the difference between the amount a good sells for and the minimum 
amount necessary for the producers to be willing to produce the good.  The minimum 
amount a firm must receive to be willing to produce is the firms avoidable produc-
tion cost.  Therefore, producer surplus is a measure of what the firm gains from trade.

Measuring Produce r Surplus using a Supply Curve .  To determine 
a competitive firms producer surplus, we use its supply curve:  its marginal cost 
curve above its minimum average variable cost.  The firms supply curve in panel a 
of Figure 8.11  looks like a staircase.  The marginal cost of producing the first unit is 
MC1 = +1,  which is the area under the marginal cost curve between 0 and 1 .  The 
marginal cost of producing the second unit is MC2 = +2, and so on.  The variable 
cost, VC,  of producing four units is the sum of the marginal costs for the first four 
units:

 VC = MC1 + MC2 + MC3 + MC4 = +1 + +2 + +3 + +4 = +10.  

16The height of triangle A  is  25.8. = 57.8. - 32.  per stem and the base is  1 .16  billion stems 
per year,  so  its  area is  12 * +0.258 * 1.16 billion = +149.64 million per year.  Rectangle  B  is 
+0.02 * 1 .16 billion = +23.2 million.  Triangle C  is 12 * +0.02 * 0.09 billion = +0.9 million.

F I gu Re  8 . 1 0  Fall  in  Consume r Surplus from Rose s as Price  Rise s

As the price  of roses  rises  2 
per stem from 30 to  32 per 
stem,  the quantity demanded 
decreases  from  1 .25  to  1 . 1 6 
 bil l ion  stems per year.  The loss 
in  consumer surplus  from the 
higher price,  areas B  and  C,  is  
$24.1  mil l ion  per year.
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If the market price, p,  is $4, the firms revenue from the sale of the first unit exceeds 
its cost by PS1 = p - MC1 = +4 - +1 = +3, which is its producer surplus on the 
first unit.  The firms producer surplus is $2 on the second unit and $1  on the third 
unit.  On the fourth unit, the price equals marginal cost, so the firm just breaks even.  
As a result, the firms total producer surplus, PS,  from selling four units at $4 each 
is the sum of its producer surplus on these four units:

 PS = PS1 + PS2 + PS3 + PS4 = +3 + +2 + +1 + +0 = +6.  

Graphically, the total producer surplus is the area above the supply curve and below 
the market price up to the quantity actually produced.  This same reasoning holds 
when the firms supply curve is smooth.

A firms producer surplus is revenue, R, minus variable cost, VC:

 PS = R - VC.  

In panel a of Figure 8.11 , revenue is +4 * 4 = +16 and variable cost is $10, so the 
firms producer surplus is $6.
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F I gu Re  8 . 1 1  Produce r Surplus

(a)  The  firm s  producer surplus,  $6,  is  the area 
below the market price,  $4,  and  above the mar-
ginal  cost (supply curve)  up to the quantity sold,  4.  
The area  under the marginal  cost curve up to the 
number of units  actual ly produced is  the variable 
cost of production.

(b)  The market producer surplus is  the area  above 
the supply curve and  below the l ine at the market 
price,  p*,  up to  the quantity produced,  Q*.  The 
area  below the supply curve and  to the left of the 
quantity produced by the market,  Q*,  is  the vari-
able cost of producing that level  of output.
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Q&a  8 . 3
If a firm has unavoidable fixed costs of F,  how is its producer surplus related to 
its profit?

answe r

1.  Express the formula for profit in terms of variable and fixed cost.  A firms profit is its 
revenue, R,  minus its total cost, C,  which equals variable cost plus fixed cost, F:

= R - C = R - (VC + F) .

2.  Take the difference between producer surplus and profit.  The difference is

PS - = (R - VC) - (R - VC - F) = F.

Thus, the difference between a firms producer surplus and profit is  the fixed 
cost, F.  If the fixed cost is zero (as often occurs in the long run), producer surplus 
equals profit.

using Produce r Surplus.  Even in the short run, we can use producer surplus to 
study the effects of a shock that affects the variable cost of production, such as a change 
in the price of a substitute or a variable input.  Such shocks change profit by exactly 
the same amount as they change producer surplus because fixed costs do not change.

A major advantage of producer surplus is that we can use it to measure the effect 
of a shock on all  the firms in a market without having to measure the profit of each 
firm in the market separately.  We can calculate market producer surplus using the 
market supply curve in the same way as we calculate a firms producer surplus using 
its supply curve.  The market producer surplus in panel b  of Figure 8.11  is the area 
above the supply curve and below the market price, p*, up to the quantity sold, Q*.  
The market supply curve is the horizontal sum of the marginal cost curves of each 
of the firms.  As a result, the variable cost for all the firms in the market of producing 
Q  is  the area under the supply curve between 0 and the market output, Q*.

Q&a  8 . 4
We estimated the supply curve for roses, which is the upward-sloping line in the 
following figure.  How much producer surplus is  lost if the price of roses falls 
from 30 to 21  per stem (so that the quantity sold falls from 1 .25 billion to 1 .16 
billion rose stems per year)?

answe r

1.  Draw the supply curve,  and show the change in producer surplus caused by the price 
change.  The figure shows the estimated supply curve for roses.  Point a  indicates 
the quantity supplied at the original price, 30, and point b  reflects the quantity 
supplied at the lower price, 21.  The loss in producer surplus is the sum of 
rectangle D  and triangle E.

2.  Calculate the lost producer surplus  by adding the areas  of rectangle D  and triangle 
E.  The height of rectangle D  is  the difference between the original and the 
new price,  9,  and its  base is  1 .16  billion stems per year,  so  the area of D  
(not all  of which is  shown in the figure because of the break in the quan-
tity axis)  is  +0.09 per stem * 1.16 billion stems per year = +104.4 million per 
year.  The  height of triangle  E  is  also  9 ,  and  its  length is  90  million 
s tems  per  year,  so  i ts  area  is  1

2 * +0.09 per stem *  90 million stems 
per year = +4.05 million per year.  Thus,  the loss  in producer surplus from 
the drop  in price is  $108.45  million per year.
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Competition Maximizes Total  Surplus
One of the most important results in economics is that perfect competition maximizes 
the sum of consumer surplus and producer surplus, which we call total surplus (TS):17

 TS = CS + PS .  

Total surplus is a measure of the total benefit to all market participants from market 
transactions, which are market participants  gains from trade.  Total surplus implic-
itly weights the gains to consumers and producers equally.  By using this measure to 
assess policies that affect market transactions, we are making a value judgment that 
the well-being of consumers and that of producers are equally important.

While most economists and many other people accept total surplus as a reason-
able objective for society to try to maximize, not everyone agrees.  Groups of produc-
ers commonly argue for legislation that helps them even if it hurts consumers by 
more than the amount producers gainas though only producer surplus matters.  
Similarly, some consumer advocates argue that we should care only about consum-
ers, so social well-being should include only consumer surplus.

A demonstration that perfect competition maximizes total surplus requires show-
ing that (1 )  producing less than the competitive output lowers economic benefit as 
measured by total surplus, and (2)  producing more than the competitive output 
lowers total surplus.

17Many economists call this sum welfare.  We do not use that term because it has many different 
meanings in common language.
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We show that reducing output from the competitive level reduces consumer sur-
plus, producer surplus, and total surplus.  (In Question 4.3 at the end of the chapter, 
you are asked to use a similar analysis to show that producing more than the com-
petitive equilibrium quantity reduces total surplus.)

At the competitive equilibrium in Figure 8.12, e1,  where output is Q1  and price is 
p1,  consumer surplus, CS1,  equals areas A + B + C,  producer surplus, PS1,  is D + E,  
and the total surplus is TS1 = A + B + C + D + E.  Now suppose that we reduce 
output slightly from the competitive equilibrium quantity Q1  to Q2.  As a result, 
price rises to p2 at e2,  consumer surplus falls to CS2 = A,  producer surplus changes 
to PS2 = B + D,  and total surplus falls to TS2 = A + B + D .

The change in consumer surplus is

 CS = CS2 - CS1 = A - (A + B + C) = -B - C.  

F I gu Re  8 . 1 2  Re ducing Output from the  Compe titive  Le ve l  Lowe rs Total Surplus

Reducing  output from  the  competitive  level ,  
Q1 ,  to Q2 causes price to increase from p1  to p2.  
Consumers suffer:  Consumer surplus  is  now A ,  a  
fa l l  of  CS = -B - C.  Producers  may ga in  or 

lose:  Producer surplus  is  now B + D ,  a  change 
of  PS = B - E.  Overa l l ,  tota l  su rplus  fa l l s  by 
TS = -C - E,  which  is  a  deadweight loss (DWL)  

to society.
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Consumers lose B  because they have to pay p2 - p1  more than at the competitive 
price for the Q2 units they buy.  Consumers lose C  because they buy only Q2 rather 
than Q1  at the higher price.

The change in producer surplus is

 PS = PS2 - PS1 = (B + D) - (D + E) = B - E.  

Producers gain B  because they now sell Q2 units at p2  rather than p1.  They lose E  
because they sell Q2 - Q1  fewer units.

The change in total surplus, TS = TS2 - TS1,  is
18

 TS = CS + PS = (-B - C) + (B - E) = -C - E.  

The area B  is  a transfer from consumers to producersthe extra amount consum-
ers pay for the Q2 units goes to the sellersso it does not affect total surplus.  Total 
surplus drops because the consumer loss of C  and the producer loss of E  benefit no 
one.  This drop in total surplus, TS = -C - E,  is a deadweight loss (DWL) :  the net 
reduction in total surplus from a loss of surplus by one group that is not offset by a 
gain to another group from an action that alters a market equilibrium.

The deadweight loss  results  because consumers  value extra  output by more than  the 
marginal  cost  of producing it.  At each output between Q2  and Q1,  consumers  mar-
ginal willingness  to  pay for another unitthe height of the demand curveis 
greater  than the  marginal  cost of producing the  next unitthe height of the 
supply curve.  For example,  at e2,  consumers  value the  next unit of output at p2,  
which is  much greater than the marginal cost,  MC2,  of producing it.  Increasing 
output from Q2  to  Q1  raises firms  variable cost by area F,  the area under the mar-
ginal cost (supply)  curve between Q2  and Q1.  Consumers value this  extra output 
by the  area under the demand curve between Q2  and Q1,  area  C + E + F.  Thus, 
consumers  value the  extra  output by C + E  more than it costs  to  produce it.

Society would be better off producing and consuming extra units of this good than 
spending this amount on other goods.  In short, the deadweight loss  is  the opportunity 
cost of giving up some of this good to buy more of another good.

18The change in total surplus is TS = TS2 - TS1 = (CS2 + PS2) - (CS1 + PS1) = (CS2 - CS1)  +  
(PS2 - PS1) = CS + PS .

Min i - Ca se Just how much did Nicholas enjoy the expensive lime green woolen socks with 
the dancing purple teddy bears that his Aunt Fern gave him last Christmas? 
Often the cost of a gift exceeds the value that the recipient places on it.

Until the advent of gift cards, only 10% to 15% of holiday gifts were mon-
etary.  A gift of cash typically gives at least as much pleasure to the recipient as 
a  gift that costs the same but cant be exchanged for cash.  (So what if giving 

The Deadweight 

Loss of Christmas 

Presents
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cash is tacky?)  Of course, its  possible that a  gift can give more pleasure to the 
recipient than it cost the giverbut how often has that happened to you?

An efficient gift  is  one that the recipient values as much as the gift costs the 
giver,  or more.  The difference between the price of the gift and its  value to 

the recipient is  a  deadweight loss to society.  Joel 
Waldfogel (1993, 2009)  asked Yale undergradu-
ates just how large this  deadweight loss  is.  He 
estimated that the deadweight loss  is  between 
10% and 33% of the value of gifts.   Waldfogel 
(2005)  found that consumers  value their  own 
purchases at 10% to 18% more, per dollar spent, 
than items received as gifts. 19  Indeed, only 65% 
of holiday shoppers  said they didnt return a 
single gift after Christmas 2010.

Waldfogel found that gifts from friends and 
significant others  are  most efficient,  while 
 noncash gifts  from members of the extended 
family are least efficient (one-third of the value 
is lost).20 Luckily, grandparents, aunts, and uncles 
are most likely to give cash.

Waldfogel  concluded that a  conservative 
estimate of the deadweight loss  of Christmas, 
 Hanukkah, and other holidays with gift- giving 
rituals is about $12 billion.  (And thats not count-
ing about 2.8 billion hours spent shopping.)  How-

ever, if the reason others dont give cash or gift cards is that they get pleasure 
from picking the perfect  gift, the deadweight loss that adjusts for the pleasure 
of the giver is lower than these calculations suggest.

The question remains why people dont give cash instead of presents.  Indeed, 
77% of all Americans and 85% of those 2534 years old give gift cards.  (A gift 
card is  similar to  cash,  but recipients can use some cards only in particular 
stores.)  By one estimate, gift card sales will hit $134 billion in 2015.  Indeed, 93% 
of consumers say that they would prefer receiving a $25 gift card to a gift that 
cost $25.  Bah, humbug!

19Gift recipients may exhibit an endowment effect (Chapter 4), in which their willingness to pay 
(WTP) for the gift is  less than what they would have to be offered to give up the gift, their willing-
ness to accept (WTA).  Bauer and Schmidt (2008)  asked students at the Ruhr University in Germany 
their WTP and WTA for three recently received Christmas gifts.  On average over all students and 
gifts, the average WTP was 11% percent below the market price and the WTA was 18% above the 
market price.
20People may deal with a disappointing present by regifting it.  Some families have been passing 
the same fruitcake among family members for decades.  According to one survey, 33% of women 
and 19% of men admitted that they pass on an unwanted gift (and 28% of respondents said that 
they would not admit it if asked whether they had done so).
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effe cts of gove rnment Inte rve ntion
A government policy that limits trade in a competitive market reduces total surplus.  
For example, in some markets the government imposes a price ceiling,  which sets a 
limit on the highest price that a firm can legally charge.  If the government sets the 
ceiling below the precontrol competitive price, consumers want to buy more than 
the precontrol equilibrium quantity, but firms supply less than that quantity.  (For 
example, see Chapter 2s Mini-Case Disastrous Price Controls.)  Thus, due to the 
price ceiling, consumers can buy the good at a lower price but cannot buy as much 
of it as theyd like.  Because less is sold than at the precontrol equilibrium, society 
suffers a deadweight loss:  Consumers value the good more than the marginal cost 
of producing extra units.  Producer surplus must fall because firms receive a lower 
price and sell fewer units.

Q&a  8 . 5
What is the effect on the equilibrium and consumer, producer, and total surplus 
if the government sets a price ceiling, p,  below the unregulated competitive equi-
librium price?

answe r

1.  Show the initial unregulated equilibrium .  The intersection of the demand curve 
and the supply curve determines the unregulated, competitive equilibrium, 
e1,  where the equilibrium quantity is Q1.

MyEconLab Q&A
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A + B + C
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2.  Show how the equilibrium changes with the price ceiling.  Because the price ceiling, 
p,  is set below the equilibrium price of p1,  the ceiling binds.  At this lower price, 
the quantity consumers demand increases to Qd  while the quantity firms are 
willing to supply falls to Qs,  so only Qs = Q2 units are sold at the new equi-
librium, e2.  Thus, the price control causes the equilibrium quantity and price 
to fall, but consumers have excess demand of Qd - Qs.

3.  Describe the effects on consumer, producer,  and total surplus.  Because consumers are 
able to buy Qs  units at a lower price than before the controls, they gain area D.  
Consumers lose consumer surplus of C,  however, because they can purchase 
only Qs  instead of Q1  units of output.  Thus, consumers gain net consumer 
surplus of D - C.  Because they sell fewer units at a  lower price, firms lose 
producer surplus -D - E.  Part of this loss,  D ,  is  transferred to consumers 
because of lower prices, but the rest, E,  is a loss to society.  The deadweight loss 
to society is at least TS = CS + PS = -C - E.

Comment :  This  measure of the  deadweight loss  may underestimate  the  true 
loss.  Because  consumers  want to  buy more  units  than are  sold,  they may 
spend time searching for a  store  that has  units  for  sale.  This  unsuccessful 
search activity is  wasteful and hence a  deadweight loss  to  society.  (Note that 
less  of this  wasteful search occurs  if the good is  known to  be  efficiently but 
inequitably distributed to  people according to  some discriminatory criterion 
such as  race,  gender,  being in the military,  or being attractive. )  Another pos-
sible inefficiency is  that consumers who buy the good may value it less  than 
those who are  unable  to  find a  unit to  purchase.  For example,  someone might 
purchase the good who values it at p2,  while  someone who values it at p3  can-
not find any to  buy.

The  Rising Cost 

of Ke e ping On 

Truckin

Manag e r ial  

S o l u t i on

We return to the Managerial Problem at the beginning of the chapter:  What effect 
do the governments higher annual fees and other lump-sum costs have on the 
trucking industrys market price and quantity? Are individual firms providing 
more or fewer trucking services? Does the number of firms in the market rise 
or fall?  Because firms may enter and exit this industry in the long run, such 
higher lump-sum costs can have a counterintuitive effect on the competitive 
equilibrium.

All trucks  of a  certain size  are  essentially identical,  and trucks  can eas-
ily enter and exit the  industry (government regulations  aside) .  Panel a  of 
the figure shows a  typical firms  cost curves and panel b  shows the market 
equilibrium.

The new, higher fees and other lump-sum costs raise the fixed cost of oper-
ating by T.  In panel a, a lump-sum, franchise tax shifts the typical firms aver-
age cost curve upward from AC1  to AC2

= AC1
+ T/q,  but does not affect the 

 marginal cost.  As a result, the minimum average cost rises from e1  to e2.

M08_PERL7879_02_SE_C08. indd   270 21 /1 1 /1 5   4:58 am



2718.4 Competition  Maximizes Economic Well-Being

Given that an unlimited number of identical truckers are willing to operate in 
this market, the long-run market supply is horizontal at minimum average cost.  
Thus, the market supply curve shifts upward in panel b  by the same amount as 
the minimum average cost increases.  Given a downward-sloping market demand 
curve D,  the new equilibrium, E2,  has a lower quantity, Q2 6 Q1,  and higher 
price, p2 7 p1,  than the original equilibrium, E1.

As the market price rises, the quantity that a firm produces rises from q1  to 
q2 in panel a.  Because the marginal cost curve is upward sloping at the original 
equilibrium, when the average cost curve shifts up due to the higher fixed cost, 
the new minimum point on the average cost curve corresponds to a larger output 
than in the original equilibrium.  Thus, any trucking firm still operating in the 
market produces at a larger volume.

Because the market quantity falls but each firm remaining in the market pro-
duces more, the number of firms in the market must fall.  At the initial equilib-
rium, the number of firms was n1 = Q1/q1.  The new equilibrium number of firms, 
n2 = Q2/q2,  must be smaller than n1  because Q2 6 Q1  and q2 7 q1.  Therefore, an 
increase in fixed cost causes the market price to rise and the total quantity and 
number of trucking firms to fall, as most people would have expected.  However, 
it also has the surprising effect that it causes output per firm to increase for the 
firms that continue to produce.
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SuMMaRy

1 . Pe rfe ct Compe tition.  Perfect competition 
is  a  market structure in which buyers and sell-
ers are price takers.  Each firm faces a horizontal 
demand curve.  A firms demand curve is horizon-
tal because perfectly competitive markets have 
five characteristics:  the market has many small 
buyers and sellers, firms produce identical (homo-
geneous)  products, buyers have full information 
about product prices and characteristics, transac-
tion costs are negligible, and the market has free 
entry and exit in the long run.  Many markets are 
highly competitive firms are very close to being 
price  takerseven if they do not strictly possess all 
five of the characteristics associated with perfect 
competition.

2.  Compe tition in  the  Short Run.  To maximize 
its profit, a competitive firm (like a firm in any other 
market structure)  chooses its output level where 
marginal revenue equals marginal cost.  Because a 
competitive firm is a price taker, its marginal rev-
enue equals the market price, so it sets its output so 
that price equals marginal cost.  New firms cannot 
enter in the short run.  In addition, firms that are in 
the industry have some fixed inputs that cannot 
be changed and whose costs cannot be avoided.  
In this sense firms cannot exit the industry in the 
short run.  However,  a  profit-maximizing firm 
shuts down and produces no output if the market 
price is  less than its  minimum average variable 
cost.  Thus, a competitive firms short-run supply 
curve is its marginal cost curve above its minimum 
average variable cost.  The short-run market supply 
curve is the sum of the supply curves of the fixed 
number of firms producing in the short run.  The 
short-run competitive equilibrium is determined 
by the intersection of the market demand curve 
and the short-run market supply curve.

3.  Compe tition  in  the  Long  Run.  In the long 
run, a competitive firm sets its output where the 
market price equals its  long-run marginal cost.  
It shuts down if the market price is less than the 

minimum of its long-run average cost, because all 
costs are avoidable in the long run.  Consequently, 
the competitive firms long-run supply curve is its 
long-run marginal cost above its minimum long-
run average cost.  The long-run supply curve of a 
firm may have a different slope than the short-run 
curve because it can vary its  fixed inputs in the 
long run.  The long-run market supply curve is the 
horizontal sum of the supply curves of all the firms 
in the market.  If all firms are identical, entry and 
exit are easy, and input prices are constant, then 
the long-run market supply curve is flat at mini-
mum average cost.  If firms differ, entry is difficult 
or costly, or input prices increase with output, the 
long-run market supply curve has  an upward 
slope.  The long-run market equilibrium price and 
quantity may be different from the short-run price 
and quantity.

4.  Compe tition  Maximize s economic We ll-
Be ing.  Perfect competition maximizes  a  com-
monly used  measure  of economic  well-being, 
total surplus.  Total surplus is  the monetary value 
of the gain from trade.  It is  the sum of consumer 
surplus and producer surplus.  Consumer surplus 
is  the  economic  benefit or  well-being obtained 
by a  consumer in excess  of the  price  paid.  It 
equals  the  area  under the  consumer s  demand 
curve above the market price up  to the quantity 
that the consumer buys.  Producer surplus is  the 
amount producers  are  paid over and above the 
minimum amount needed  to  induce  them to 
produce a given output level.  A firms producer 
surplus is its  revenue minus the variable cost of 
production.  Thus,  if a  firm has no fixed costs,  as 
often occurs  in the  long run,  a  firms  producer 
surplus  is  the  same as  profit.  In the  short run, 
a  firms  producer surplus is  greater than profit 
by an amount equal to  unavoidable  fixed cost.  
Producer surplus is  the area below the price and 
above the supply curve up  to  the  quantity that 
the firm sells.

Qu eS T I ON S

All exercises  are available on  MyEconLab;  * =  answer at  the back of this  book;  C  =  use of calculus  may be necessary.

1 .  Pe rfe ct Compe tition 

 1 .1  A large city has nearly 500 restaurants,  with new 
ones entering regularly as the population grows.  
The city decides to limit the number of restaurant 
licenses to 500.  Which characteristics of this market 

are consistent with perfect competition and which 
are not? Is this restaurant market likely to be nearly 
perfectly competitive? Why?

 *1 .2 Why would high transaction costs  or imperfect 
information tend to prevent price-taking behavior?
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2.  Competition in  the Short Run 

 2.1  Mercedes-Benz of San Francisco states on its  Web 
page that the same family has owned and operated 
the company in the same location for over 50 years.  
It has also claimed in its advertising that it has lower 
overhead than other nearby auto dealers because it 
has owned this land for 50 years, and that it charges 
a lower price for its cars because of its lower over-
head.  Discuss the logic of these claims.

 *2.2 Many marginal cost curves are U-shaped.  As a result, 
it is possible that the MC  curve hits the demand or 
price line at two output levels.  Which is the profit-
maximizing output? Why?

 2.3 Initially, the market price was p = 20,  and the com-
petitive firms minimum average variable cost was 
18, while its minimum average cost was 21 .  Should 
it shut down? Why? Now this firms average vari-
able  cost increases  by 3  at every quantity,  while 
other firms in the  market are  unaffected.  What 
happens to its  average cost?  Should this  firm shut 
down? Why?

 2.4 Should a firm shut down if its revenue is R = +1,000 
per week,

a.  its  variable cost is  VC = +500,  and its  sunk 
fixed cost is F = +600?

b.  its  variable cost is  VC = +1,001,  and its  sunk 
fixed cost F = +500?

c.  its variable cost is VC = +500, and its fixed cost 
is  $800, of which $600 is  avoidable if it shuts 
down?

 *2.5 The  cost  function  for  Acme  Laundry  is 
C(q) = 10 + 10q + q2,  so  its  marginal cost func-
tion is  MC = 10 + 2q,  where q  is  tons of laundry 
cleaned.  Derive the firms average cost and average 
variable cost curves.  What q  should the firm choose 
so as to maximize its profit if the market price is p? 
How much does it produce if the competitive mar-
ket price is p = 50?

 2.6 Beta  Laundrys  cost  function is  C(q) = 30 +  
20q + q2.

a.  What quantity maximizes the firms profit if the 
market price is p? How much does it produce 
if p = 60?

b.  If the government imposes a  specific  tax of 
t = 2,  what quantity maximizes its  after-tax 
profit? Does it operate or shut down? (Hint:  See 
Q&A 8.1 .)  C

 2.7 If the pre-tax cost function for Johns Shoe Repair is 
C(q) = 100 + 10q - q2 + 1

3  q
3,  and it faces a specific 

tax of t = 10, what is its profit-maximizing condi-
tion if the market price is  p? Can you solve for a 

single, profit-maximizing q  in terms of p? (Hint:  See 
Q&A 8.1 .)  C

 2.8 If a  specific subsidy (negative tax)  of s  is  given to 
only one competitive firm, how should that firm 
change its output level to maximize its profit,  and 
how does its maximum profit change? Use a graph 
to illustrate your answer.  (Hint:  See Q&A 8.1 .)

 2.9  In 2015,  the average variable  cost of producing 
wheat in Canada was close to $5.00 per bushel.  Sup-
pose that technological progress reduces the aver-
age variable cost to $4.00 per bushel.  Use a figure to 
show how this change affects the supply curve of a 
typical competitive firm and the supply curve of all 
the firms in the market.

 2.10 Fierce storms in October 2004 caused TomatoFest 
Organic Heirlooms Farm to end its tomato harvest 
two weeks early.  According to Gary Ibsen, a partner 
in this small business (Carolyn Said, Tomatoes in 
Trouble,  San Francisco Chronicle,  October 29, 2004, 
C1 ,  C2),  TomatoFest lost about 20,000 pounds of 
tomatoes that would have sold for about $38,000; 
however,  because he did not have to hire pickers 
and rent trucks during these two weeks, his net loss 
was about $20,000.  In calculating the revenue loss, 
he used the post-storm price, which was double the 
pre-storm price.

a.  Draw a diagram for a typical firm next to one for 
the market to show what happened as a result of 
the storm.  Assume that TomatoFests experience 
was typical of that of many small tomato farms.

b.  Did  TomatoFest suffer  an economic  loss? 
What extra information (if any)  do you need 
to answer this question?  How do you define 
economic loss in this situation?

 2.11  The Internet is affecting holiday shipping.  In years 
past,  the busiest shipping period was Thanksgiv-
ing week.  Now, as people have become comfortable 
with e-commerce, they purchase later in the year 
and are more likely to  have gifts shipped (rather 
than purchasing locally).  FedEx, along with Ama-
zon and other e-commerce firms, hires extra workers 
during this period, and many regular workers log 
substantial overtime hours.

a.  Are the marginal and average costs  of Inter-
net retailers likely to rise or fall with this extra 
business? (Discuss economies of scale and the 
slopes of marginal and average cost curves.)

b.  Use side-by-side firm-market diagrams to show 
the effects on the number of firms, equilibrium 
price and output, and profits of such a seasonal 
shift in demand for e-retailers in both the short 
run and the long run.  Explain your reasoning.
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 2.12 What is the effect on the short-run equilibrium of 
a specific subsidy of s  per unit that is given to all n  
firms in a market?

3.  Compe tition in  the  Long Run 

 3.1  Customers at California grocery and drug stores 
must pay an extra 10  for every paper bag that 
the store provides (the store keeps this fee).  Does 
such a charge affect the marginal cost of any par-
ticular good? If so, by how much? Is this fee likely 
to affect the overall amount that consumers pay for 
groceries?

 *3.2 What are the short-run and long-run effects on firm 
and market equilibrium of the U.S.  law requiring a 
firm to give its workers six months notice before it 
can shut down its plant?

 3.3  The Mini-Case An Upward-Sloping Long-Run 
Supply Curve for Cotton  shows a supply curve 
for cotton.  Discuss  the equilibrium if the world 
demand curve crosses this  supply curve in either 
(a)  a  flat section labeled Brazil or (b)  the vertical 
section that follows it.  What do cotton farms in the 
United States do?

 3.4 Chinese art factories are flooding the worlds generic 
art market (Keith Bradsher, Own Original Chinese 
Copies of Real Western Art!  New York Times,  July 15, 
2005).  The value of bulk shipments of Chinese paint-
ings to the United States nearly tripled from slightly 
over $10 million in 1996 to $30.5 million in 2004 (and 
early 2005 sales were up 50% from the correspond-
ing period in 2004).  A typical artist earns less than 
$200 a month, plus modest room and board, or $360 
a month without food and housing.  Using a step-
like supply function (similar to the one in the Mini-
Case An Upward-Sloping Long-Run Supply Curve 
for Cotton),  show how the entry of the Chinese 
producers affects the world supply curve and how 
this change affects the equilibrium (including who 
produces art).  Explain.

 3.5  Oil spills  such as  BPs  very large 2010 oil spill in 
the Gulf of Mexico and the 2015 Plains All Ameri-
can Pipeline oil spill into the ocean near Santa Bar-
bara, California, led to clean-up efforts that greatly 
increased purchases of boat services,  various oil-
absorbing materials,  and other goods and services 
to  minimize damage from the spill.  Use side-by-
side firm and market diagrams to show the effects 
(number of firms, price,  output,  profits)  of such a 

shift in demand in one such industry, such as boat 
services,  in both the short run and the long run.  
Explain how your answer depends on whether 
the shift in demand is expected to be temporary or 
permanent.

 3.6  In late 2004 and early 2005, the price of raw coffee 
beans jumped as much as  50% from the previous 
year.  In response,  the price of roasted coffee rose 
about 14%.  Similarly, in late 2014 and early 2015, 
the price of raw beans fell  by about 25%, yet the 
price of roasted coffee fell by only a  few percent-
age points.  Why did the roasted coffee price change 
less than in proportion to the rise in the cost of raw 
beans?

 3.7 In 2009, the voters of Oakland, California,  passed 
a  measure to  tax medical Cannabis  (marijuana) , 
effectively legalizing it.  In 2010,  the City Council 
adopted regulations  permitting industrial-scale 
marijuana farms with no size limits  but requiring 
each to pay a $211 ,000 per year fee.21  One proposal 
called for a  1 00,000 square foot farm, the size of 
two football fields.  Prior to this legalization, only 
individuals  could  grow marijuana.  These  small 
farmers complained bitterly,  arguing that the large 
firms would drive them out of the industry they 
helped to  build  due to  economies of scale.  Draw 
a  figure  to  illustrate  the  situation.  Under what 
conditions (such as  relative costs,  position of the 
demand curve,  number of low-cost firms)  would 
the smaller,  higher-cost growers be driven out of 
business?  (In 2012, the federal government ended 
this  business  in Oakland.  However,  many states 
have legalized medical marijuana use and some 
have legalized recreational use as  well,  including 
Colorado and Washington in 2013 and Alaska and 
Oregon in 2015.)

 3.8 A typical firm in long-run equilibrium in an indus-
try with identical firms has a cost function given by 
C = 800 + 2q2.  What is the equilibrium price? (Hint:  
See Q&A 8.2.)

4.  Compe tition Maximize s economic We ll-Be ing  

 4.1  Using the information in panel a of Figure 8.9, deter-
mine what happens to Davids quantity demanded 
and consumer surplus if price falls to p = +1 .

 *4.2 If the  inverse  demand function for toasters  is 
p = 60 - Q,  what is  the consumer surplus when 
the price is 30?

21Matthai Kuruvila,  Oakland Allows Industrial-Scale Marijuana Farms,  San Francisco Chronicle,  July 21 ,  2010, and Malia 
 Wollan, Oakland, Seeking Financial Lift,  Approves Giant Marijuana Farms,  New York Times,  July 21 , 2010.
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 4.3 For a firm, how does the concept of producer surplus  
differ from that of profit  if it has no fixed costs? (Hint:  
See Q&A 8.3.)

 *4.4 Using a  graph similar to  Figure 8.12,  show that 
increasing output beyond the competitive level 
decreases total surplus because the cost of produc-
ing this extra output exceeds the value consumers 
place on it.

 4.5 If the supply function is  Q = 10 + p,  what is  the 
producer surplus if price is 20? (Hint:  See Q&A 8.4.)

 4.6 Nicholas  owned no green sweaters  so  his  Aunt 
Fern gave him one for his 21st birthday.  However, 
the market price of the sweater was higher than his 
willingness to pay for it.  Draw a diagram showing 
Nicholas  demand curve for green sweaters and 
identify and explain the deadweight loss.  (Hint:  See 
the Mini-Case The Deadweight Loss of Christmas 
Presents.)

 4.7 The government sets a  minimum wage above the 
current equilibrium wage.  What effect does the 
minimum wage have on the market equilibrium? 
What are its effects on consumer surplus, producer 
surplus, and total surplus? Who are the consumers 
and who are the producers? (Hint:  See Q&A 8.5.)

 4.8 Suppose  that the  demand curve  for  wheat is 
Q = 100 - 10p  and the supply curve is  Q = 10p.  
The government imposes a price ceiling of p = 3.  
(Hint:  See Q&A 8.5.)

a.  Describe how the equilibrium changes.

b.  What effect does this price ceiling have on con-
sumer surplus,  producer surplus,  and dead-
weight loss?

5.  Managerial  Problem 

 5.1  The North American Free Trade Agreement pro-
vides for two-way, long-haul trucking across the 
U.S.Mexican border.  U.S.  truckers have objected, 
arguing that the Mexican trucks dont have to meet 
the same environmental and safety standards as U.S.  
trucks.  They are concerned that the combination of 
these lower fixed costs and lower Mexican wages 
will result in Mexican drivers taking business from 
them.  Their complaints have delayed implementa-
tion of this agreement (except for a small pilot pro-
gram during the Bush administration, which ended 
during the Obama administration).  What would be 
the short-run and long-run effects of allowing entry 

of Mexican drivers on market price and quantity 
and on the number of U.S.  truckers?

 5.2 In the Managerial Solution,  would it make a  dif-
ference to  the analysis  whether the government 
collects  lump-sum costs  such as  registration fees 
annually or only once when the firm starts opera-
tion?  How would each of these franchise  taxes 
affect the firms long-run supply curve?  Explain 
your answer.

 5.3 Give an answer to the Managerial Problem for the 
short run rather than for the long run.  (Hint:  The 
answer depends on where the demand curve inter-
sects the original short-run supply curve.)

 5.4 In a perfectly competitive market, all firms are iden-
tical,  firms can freely enter and exit,  and the mar-
ket has an unlimited number of potential entrants.  
Now, the government starts  collecting a  specific 
tax t.  What is  the effect on the long-run equilibrium 
market quantity, market price, and the quantity for 
an individual firm?

6.  MyEconLab Spreadsheet Exercises22 

 6.1  A competitive firms cost of producing q  units  of 
output is C = 18 + 4q + q2.  Its corresponding mar-
ginal cost is MC = 4 + 2q.

a.  The firm faces a market price p = +24.  Create a 
spreadsheet with q = 0, 1 , 2, p ,  15,  where the 
columns are q,  R, C,  VC, AVC,  MC,  and profit.  
Determine the profit-maximizing output for the 
firm and the corresponding profit.  Should the 
firm produce this level of output or should it 
shut down? Explain.

b.  Suppose  the  competitive  price  declines  to 
p = +12.  Repeat the  calculations  of part a.  
Should the firm shut down?

 6.2 The long run average cost curve for a competitive 
firm is AC = 35 - 10q + q2.

a.  Use  the  Excel Solver  tool  to  find the  cost- 
minimizing quantity.  Enter the labels q  and AC  
in cells A1  and B1 .  Enter the formula for AC  in 
cell B2.  Select the Data  tab then select the Solver  
tool.23 A dialog box will appear.  Enter B2 in the 
Set Objective  row, select Min,  and enter A2 in 
the By Changing Variable Cells row.  Then select 
Solve.  What is  the cost-minimizing quantity? 
What is AC  at this quantity?

22The spreadsheet exercises in this chapter are based largely on the work of Satyajit Ghosh, in cooperation with the authors.  
The answers are available on MyEconLab .
23If you do not see the Solver  tool you need to load it first.  Look up Solver  in the Excel help facility for instructions.
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b.  This firm is  one of many identical firms in a 
competitive industry that is  in long run equi-
librium.  The market demand function for this 
industry is Q = 620 - 8p.  Use Excel to deter-
mine the industry quantity.  (Hint:  The long-run 
supply curve is horizontal at the minimum of 
the average cost of a typical firm. )

c.  How many firms are in this  industry in the 
long-run competitive equilibrium?

 6.3 In a competitive market, the market demand curve 
is  Q = 28 - 2p  and the market supply curve is 
Qs = -8 + 2p.  Use a  spreadsheet to  answer the 
 following questions.

a.  Determine the quantity demanded and quan-
tity supplied for p = +4, 5, 6, p ,  14.  Determine 
the equilibrium quantity and price.

b.  For prices  p = +4, 5, 6, p ,  14,  determine the 
consumer surplus.  How does an increase in 
price affect the consumer surplus?

c.  For prices p = +4, 5, 6, p ,  14,  determine the 
producer surplus.  How does an increase in 
price affect the producer surplus?

d.  Suppose the government limits  the quantity 
traded in the market to 6 units.  Calculate the 
resulting deadweight loss.
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Lea rn i n g  Ob jec t i ve s

Monopoly:  one parrot.

1 .  Describe how a  monopoly chooses an  output level  to maximize its profit.

2.  Define and  measure the extent of a  monopoly s market power.

3.  Show how monopoly causes a  market failure.

4.  Identify the causes of monopoly.

5.  Explain  how a  monopoly uses advertising to increase its profit.

6.  Describe how a  monopoly may take advantage of behavioral  network effects to increase its profit.

Monopoly 9

A firm that creates a  new drug may receive a  patent that gives it the right to be the 

monopoly or sole producer of the drug for up to 20 years.  As a  result,  the firm can 

charge a  price much greater than its marginal  cost of production.  For example,  

one of the world s best-sel l ing  drugs,  the heart medication  Plavix,  sold  for about 

$7 per pil l  but can be produced for about 3 per pil l .  A new drug to treat hepatitis C,  

 Harvoni,  sel ls  for $1 ,350 a  pil l  or $1 1 3,400 for a  1 2-week course of treatment.

In  201 5,  drugs with  $44 bil l ion  of sales lost pat-

ent protection,  including  Abil ify (which  treats 

neurological  disorders) ,  Avodart (prostatic hyper-

trophy) ,  and  Celebrex (pain  and inflammation) .  

In  201 6,  the patents  for Crestor (cholesterol) ,  

Glumetz (diabetes) ,  Nuvigil  (attention disorder/

weight loss) ,  and  others expire.  In  201 7,  patent 

protection  for Tamiflu  (vira l  infections) ,  Acthar 

Gel  (endocrine disorders) ,  and others end.

Generally,  when a  patent for a  highly profit-

able drug  expires,  firms enter the market and  

sel l  generic (equivalent)  versions of the brand-

name drug.  Generics  share of a l l  U .S.  prescrip-

tions rose from about 1 8% in  1 984 to nearly 80% 

currently.

When the U .S.  Congress original ly passed  a  

law permitting generic drugs to quickly enter a  

market after a  patent expires,  it expected that 

patent expiration  would  subsequently lead  to 

Brand-Name and 

Generic Drugs

Manage ria l  
P rob l em
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278 ChaPter 9   Monopoly

W
hy can a firm with a patent-based monopoly charge a high price?  Why 
might a brand-name pharmaceuticals price rise after its patent expires? 
To answer these questions, we need to understand the decision-making 

process for a monopoly:  the sole supplier of a good that has no close substitute.2

Monopolies have been common since ancient times.  In the fifth century b.c., the 
Greek philosopher Thales gained control of most of the olive presses during a year 
of exceptionally productive harvests.  The ancient Egyptian pharaohs controlled the 
sale of food.  In England, until Parliament limited the practice in 1624, kings granted 
monopoly rights called royal charters to court favorites.  Particularly valuable royal 
charters went to companies that controlled trade with North America, the Hudson 
Bay Company, and with India, the British East India Company.

In modern times, government actions continue to play an important role in creat-
ing monopolies.  For example, governments grant patents that allow the inventor of 
a new product to be the sole supplier of that product for up to 20 years.  Similarly, 
until 1999, the U.S.  government gave one company the right to be the sole registrar of 
Internet domain names.  Many utilitieswater, gas, and electricityare government-
owned or government-protected monopolies.3

1Under the 1984 Hatch-Waxman Act, the U.S.  government allows a firm to sell a generic product 
after a brand-name drugs patent expires if the generic-drug firm can prove that its product deliv-
ers the same amount of active ingredient or drug to the body in the same way as the brand-name 
product.  Sometimes the same firm manufactures both a brand-name drug and an equivalent generic 
drug, so the two have identical ingredients.  Generics produced by other firms usually have a differ-
ent appearance and name than the original product and may have different nonactive ingredients, 
but they have identical amounts of the active ingredients.
2Analogously, a monopsony  is  the only buyer  of a good in a given market.
3Whether the law views a firm as a monopoly depends on how broadly the market is defined.  Is the 
market limited to a particular drug or the pharmaceutical industry as a whole?  The manufacturer 
of the drug is a monopoly in the former case, but just one of many firms in the latter case.  Thus, 
defining a market is critical in legal cases.  A market definition depends on whether other products 
are good substitutes for those in that market.

sharp decl ines in  drug  prices. 1  I f consumers view the generic product and  the 

brand-name product as perfect substitutes,  both goods wil l  sell  for the same price,  

and  entry by many firms wil l  drive the price down to the competitive level.  Even 

if consumers view the goods as imperfect substitutes,  one might expect the price 

of the brand-name drug to fal l .

However,  the prices of many brand-name drugs have increased  after their 

patents expired  and  generics entered  the market.  The generic drugs are rela-

tively inexpensive,  but the brand-name drugs often continue to enjoy a  significant 

market share and  sel l  for high  prices.  Regan (2008)  studied the effects of generic 

entry on  post-patent price competition  for 1 8 prescription drugs,  and  found an 

average 2% increase in  brand-name prices.  Studies based on  older data  have 

found up to a  7% average increase.  Why do some brand-name prices rise after 

the entry of generic drugs?
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2799.1  Monopoly Profit Maximization

Unlike a competitive firm, which is a price taker (Chapter 8) ,  a monopoly can 
set  its  price.  A monopolys output is  the market output, and the demand curve a 
monopoly faces is  the market demand curve.  Because the market demand curve 
is downward sloping, the monopoly (unlike a competitive firm) doesnt lose all its 
sales if it raises its price.  As a consequence, a profit-maximizing monopoly sets its 
price above marginal cost,  the price that would prevail in a competitive market.  
Consumers buy less at this relatively high monopoly price than they would at the 
competitive price.

9.1  Monopoly Profit Maximization

All firms, including competitive firms and monopolies, maximize their profits by 
setting quantity such that marginal revenue equals marginal cost  (Chapter 7).  Chapter 6 
demonstrates how to derive a marginal cost curve.  We now derive the monopolys 
marginal revenue curve and then use the marginal revenue and marginal cost curves 
to examine how the manager of a monopoly sets quantity to maximize profit.

Marginal re ve nue
A firms marginal revenue curve depends on its demand curve.  We will show that 
a monopolys marginal revenue curve lies below its demand curve at any positive 
quantity because its demand curve is downward sloping.

Marginal re ve nue  and Price .  A firms demand curve shows the price, p,  
it receives for selling a given quantity, q.  The price is  the average revenue  the firm 
receives, so a firms revenue is R = pq.

A firms marginal revenue,  MR,  is the change in its revenue from selling one more 
unit.  A firm that earns R  more revenue when it sells q  extra units of output has 
a marginal revenue of

 MR =

R

q
.  

Main  top ic s
1 .  Monopoly Profit Maximization:  Like a l l  firms,  a  monopoly maximizes  profit 

by setting  its  output so  that its  marginal  revenue equals  margina l  cost.

2.  Marke t Powe r:  A monopoly sets  i ts  price  above the  competitive  level ,  

which  equals  the marginal  cost.

3.  Marke t Failure  Due  to Monopoly Pricing:  By setting  its  price above marginal  

cost,  a  monopoly creates  a  deadweight loss  because the market fa i ls  to 

maximize tota l  surplus.

4.  Cause s of Monopoly:  Two important causes  of monopoly are  cost factors 

and  government actions  that restrict entry,  such  as  patents.

5.  adve rtising:  A monopoly advertises  to  sh ift  i ts  demand  curve  so  a s  to 

increase its  profit.

6.  Ne tworks, Dynamics, and Be havioral economics:  I f its  current sales affect a  

monopoly s future demand curve,  a  monopoly may charge a  low initial  price 

so as to maximize its long-run profit.

In  this chapte r, 

we  e xamine  six 

main topics
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280 ChaPter 9   Monopoly

If the firm sells exactly one more unit ( q = 1),  then its marginal revenue, MR,  is  
R  (= R/1).
The marginal revenue of a  monopoly differs  from that of a  competitive firm 

because the monopoly faces a downward-sloping demand curve, unlike the com-
petitive firm.  The competitive firm in panel a  of Figure 9.1  faces a  horizontal 
demand curve at the market price, p1.  Because its demand curve is horizontal, the 
competitive firm can sell another unit of output without reducing its price.  As a 
result,  the marginal revenue it receives from selling the last unit of output is  the 
market price.

Initially, the competitive firm sells q  units of output at the market price of p1,  so its 
revenue, R1,  is area A,  which is a rectangle that is p1 * q.  If the firm sells one more 
unit, its revenue is R2 = A + B,  where area B  is p1 * 1 = p1.  The competitive firms 
marginal revenue equals the market price:

 R = R2 - R1 = (A + B) - A = B = p1.  

A monopoly faces a downward-sloping market demand curve, as in panel b  of 
Figure 9.1 .  So far, we have used q  to represent the output of a single firm and Q  to 
represent the combined market output of all firms in a market.  Because a monopoly 

F I Gu re  9 . 1  ave rage  and Marginal re ve nue

The demand curve shows the average revenue or 
price per unit of output sold.
(a )  The  competitive  firm s  marg ina l  revenue,  
area B,  equals the market price,  p1 .

(b)  The monopoly s marginal  revenue is  less than 
the price p2 by area C,  the revenue lost due to a  
lower price on the Q  units originally sold.

MyEconLab Video
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2819.1  Monopoly Profit Maximization

is the only firm in the market, q  and Q  are identical, so we use Q  to describe both the 
firms output and market output.

The monopoly, which initially sells  Q  units at p1,  can sell one extra unit only 
if it lowers its  price to p2  on all  units.  The monopolys initial revenue, p1 * Q,  is 
R1 = A + C.  When it sells the extra unit, its revenue, p2 * (Q + 1),  is R2 = A + B .  
Thus, its marginal revenue is

 R = R2 - R1 = (A + B) - (A + C) = B - C.  

The monopoly sells the extra unit of output at the new price, p2,  so its extra rev-
enue is B = p2 * 1 = p2.  The monopoly loses the difference between the new price 
and the original price, p = (p2 - p1),  on the Q  units it originally sold:  C = p * Q.  
Therefore the monopolys marginal revenue, B - C = p2 - C,  is less than the price 
it charges by an amount equal to area C.

Because the competitive firm in panel a can sell as many units as it wants at the 
market price,  it does not have to cut its  price to sell an extra unit,  so it does not 
have to give up revenue such as Area C  in panel b.  It is the downward slope of the 
monopolys demand curve that causes its marginal revenue to be less than its price.  
For a monopoly to sell one more unit in a given period it must lower the price on all 
the units it sells that period, so its marginal revenue is less than the price obtained 
for the extra unit.  The marginal revenue is this new price minus the loss in revenue 
arising from charging a lower price for all other units sold.

the Marginal  revenue Curve.  Thus, the monopolys marginal revenue curve 
lies below a downward-sloping demand curve  at every positive quantity.  The relation-
ship between the marginal revenue and demand curves depends on the shape of 
the demand curve.

For linear demand curves, the marginal revenue curve is a straight line that starts 
at the same point on the vertical (price)  axis as the demand curve but has twice the 
slope.  Therefore, the marginal revenue curve hits the horizontal (quantity)  axis at 
half the quantity at which the demand curve hits the quantity axis.  In Figure 9.2, the 
demand curve has a slope of -1  and hits the horizontal axis at 24 units, while the 
marginal revenue curve has a slope of -2 and hits the horizontal axis at 12 units.

We now derive an equation for the monopolys marginal revenue curve.  For a 
monopoly to increase its output by one unit, the monopoly lowers its price per unit 
by an amount indicated by the demand curve, as panel b  of Figure 9.1  illustrates.  
Specifically, output demanded rises by one unit if price falls by the slope of the 
demand curve, p/ Q.  By lowering its price, the monopoly loses ( p/ Q) * Q  
on the units it originally sold at the higher price (area C),  but it earns an additional p  
on the extra output it now sells (area B).  Thus, the monopolys marginal revenue is

 MR = p +

p

Q
 Q.  (9.1 )

Because the slope of the monopolys demand curve, p/ Q,  is  negative, the last 
term in Equation 9.1 , ( p/ Q)Q,  is negative.  Equation 9.1  confirms that the price 
the monopoly charges is greater than the marginal revenue, which equals p  plus a 
negative term and must therefore be less than the price.

We now use Equation 9.1  to derive the marginal revenue curve when the  monopoly 
faces the linear inverse demand function (Chapter 3)

 p = 24 - Q,  (9.2)
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282 ChaPter 9   Monopoly

F I Gu re  9 . 2  elasticity of Demand and total,  ave rage , and Marginal re ve nue

The demand curve (or average revenue curve) ,  
p = 24 - Q,  l ies  above the  margina l  revenue 
curve,  MR = 24 - 2Q .  Where the marginal  reve-
nue equals zero,  Q = 1 2,  the elasticity of demand 

is  e = - 1 .  For larger quantities,  the marginal  rev-
enue is negative,  so the MR  curve is below the hori-
zontal  axis.

p
, 
$
 p
e
r 
u
n
it
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(p =  24  Q)

Perfectly elastic,      `
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inelastic,   = 0

Elastic,   <  1
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Dp = 1

DQ = 1DQ =  1

DMR = 2

Q,  Units per day

24

1 2

0 1 2 24

Marginal  Revenue
(MR = 24  2Q)

that Figure 9.2 illustrates.  Equation 9.2 shows that the price consumers are willing to 
pay falls $1  if quantity increases by one unit.  More generally, if quantity increases by 
Q,  price falls by p = - Q.  Thus, the slope of the demand curve is p/ Q = -1 .
We obtain the marginal revenue function for this monopoly by substituting into 

Equation 9.1  the actual slope of the demand function, p/ Q = -1,  and replacing 
p  with 24 - Q  (using Equation 9.2):

 MR = p +

p

Q
 Q = (24 - Q) + (-1)Q = 24 - 2Q.  (9.3)

Figure 9.2 shows a plot of Equation 9.3.  The slope of this marginal revenue curve is 
MR/ Q = -2, so the marginal revenue curve is twice as steep as the demand curve.

De riving a 

Monopolys 

Marginal re ve nue  

Function

using  Calculus
Using calculus, if a firms revenue function is R(Q),  then its marginal revenue 
function is

MR(Q) =
dR(Q)

dQ
.

For our example, where the inverse demand function is  p(Q) = 24 - Q,  the 
 revenue function is

 R(Q) = p(Q)Q = (24 - Q)Q = 24Q - Q2.  (9.4)
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2839.1  Monopoly Profit Maximization

By differentiating Equation 9.4  with respect to  Q ,  we obtain the marginal 
 revenue function,  MR(Q) = dR(Q)/dQ = 24 - 2Q,  which is  the  same as 
 Equation 9.3.

Marginal  re ve nue  and Price  elasticity of Demand.  The marginal 
revenue at any given quantity depends on the demand curves height (the price)  and 
shape.  The shape of the demand curve at a particular quantity is described by the 
price elasticity of demand (Chapter 3), e = ( Q/Q)/( p/p) 6 0,  which tells us the 
percentage by which quantity demanded falls as the price increases by 1%.

Q&a  9 . 1
Given a general linear inverse demand function p(Q) = a - bQ,  where a  and b  
are positive constants, use calculus to show that the marginal revenue curve is 
twice as steeply sloped as the demand curve.  (Hint:  Recall that this linear inverse 
demand function corresponds to a linear demand curve with a price intercept a  
and a slope equal to the derivative of the inverse demand function with respect 
to quantity.)

answer

1.  Differentiate the inverse linear demand function with respect to Q to determine its  
derivative,  which is  the slope of the demand curve.  The derivative of the linear 
inverse demand function with respect to Q  is

dp(Q)

dQ
=

d(a - bQ)

dQ
= -b.

2.  Differentiate the monopolys  revenue function  with respect to  Q  to  obtain  the 
marginal  revenue function;  then  differentiate the marginal  revenue function 
with respect to  Q to  determine its  slope.  The monopolys revenue function is 
R(Q) = p(Q)Q = (a - bQ)Q = aQ - bQ2.  Differentiating the revenue func-
tion with respect to quantity, we find that the marginal revenue function is 
linear,

MR(Q) = dR(Q)/dQ = a - 2bQ.

The marginal revenue curve that corresponds to this marginal revenue func-
tion has a slope of

dMR(Q)

dQ
= -2b,

which is twice the slope of the demand curve, dp/dQ = -b.

Comment:  Note that the vertical axis intercept is a  for both the demand curve 
and the MR  curve.  Thus, if the demand curve is  linear,  the marginal reve-
nue curve is also linear.  The marginal revenue curve is twice as steep as the 
demand curve.

MyEconLab Q&A
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284 ChaPter 9   Monopoly

At a given quantity, the marginal revenue equals the price times a term involving 
the elasticity of demand (Chapter 3):4

 MR = p 1 +
1

e

 .  (9.5)

According to Equation 9.5, marginal revenue is closer to price as demand becomes 
more elastic.  Where the demand curve hits the price axis (Q = 0), the demand curve is 
perfectly elastic, so the marginal revenue equals price:  MR = p. 5 Where the demand 
elasticity is  unitary, e = -1,  marginal revenue is  zero:  MR = p[1 + 1/(-1)] = 0.  
Marginal revenue is negative where the demand curve is inelastic, -1 6 e  0.

With the inverse demand function in Equation 9.2, Q/p = -1,  so the elas-
ticity of demand is e = (Q/p)(p/Q) = -p/Q.  Table 9.1  shows the relationship 

5As e  approaches -   (perfectly elastic demand), the 1/e  term approaches zero, so MR = p(1 + 1/e)  
approaches p.

4By multiplying the last term in Equation 9.1  by p/p  (=1)  and using algebra, we can rewrite the 
expression as

MR = p + p  
p

Q
 
Q

p
= pJ1 +

1

(Q/p)(p/Q)
R .

The last term in this expression is 1/e,  because e = (Q/p)(p/Q).

taB Le  9 . 1   Quantity,  Price ,  Marginal re ve nue ,  and elasticity for the  Line ar 

Inve rse  Demand Function p  24 Q

Quantity,  
Q

Price,  
p

Marginal Revenue,  
MR

Elasticity of Demand,  
e = -p/Q

0 24 24 - 

1 23 22 -23

2 22 20 -11

3 21 18 -7

4 20 16 -5

5 19 14 -3.8

6 18 12 -3

7 17 10 -2.43

8 16 8 -2

9 15 6 -1.67

10 14 4 -1.4

11 13 2 -1.18

12 12 0 1

13 11 -2 -0.85

f f f f

23 1 -22 -0.043

24 0 -24 0
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2859.1  Monopoly Profit Maximization

among quantity, price, marginal revenue, and elasticity of demand for this linear 
example.  As Q  approaches 24, e  approaches 0, and marginal revenue is negative.  As 
Q  approaches zero, the demand becomes increasingly elastic, and marginal revenue 
approaches the price.

Choosing Price or Quantity
Any firm maximizes its profit by operating where its marginal revenue equals its 
marginal cost.  Unlike a competitive firm, a monopoly can adjust its price, so it has 
a choice of setting its price or  its quantity to maximize its profit.  (A competitive firm 
sets its quantity to maximize profit because it cannot affect market price.)

Whether the monopoly sets its price or its quantity, the other variable is deter-
mined by the market demand curve.  Because the demand curve slopes down, the 
monopoly faces a trade-off between a higher price and a lower quantity or a lower 
price and a higher quantity.  A profit-maximizing monopoly chooses the point on 
the demand curve that maximizes its profit.  Unfortunately for the monopoly, it can-
not set both its quantity and its price, such as at a point that lies above its demand 
curve.  If it could do so, the monopoly would choose an extremely high price and an 
extremely large output and would earn a very high profit.  However, the monopoly 
cannot choose a point that lies above the demand curve.

If the monopoly sets its price, the demand curve determines how much output it 
sells.  If the monopoly picks an output level, the demand curve determines the price.  
Because the monopoly wants to operate at the price and output at which its profit is 
maximized, it chooses the same profit-maximizing solution whether it sets the price 
or quantity.  Thus, setting price and setting quantity are equivalent for a monopoly.  
In the following discussion, we assume that the monopoly sets quantity.

two Steps to Maximizing Profit
All profit-maximizing firms, including monopolies, use a two-step analysis to deter-
mine the output level that maximizes their profit (Chapter 7).  First, the firm deter-
mines the output, Q*, at which it makes the highest possible profit (or minimizes its 
loss).  Second, the firm decides whether to produce Q* or shut down.

Profit-Maximizing  Output.  In Chapter 7,  we saw that profit is  maximized 
where marginal profit equals  zero.  Equivalently, because marginal profit equals  marginal 
revenue minus marginal cost  (Chapter 7), marginal profit is zero where marginal revenue 
equals marginal cost.

To illustrate how a monopoly chooses its output to maximize its profit,  we use 
the same linear demand and marginal revenue curves as above and add a linear 
marginal cost curve in panel a of Figure 9.3.  Panel b  shows the corresponding profit 
curve.

The marginal revenue curve, MR, intersects the marginal cost curve, MC,  at 6 units 
in panel a.  The corresponding price, 18, is the height of the demand curve, point e,  at 
6 units.  The profit, ,  is the gold rectangle.  The height of this rectangle is the average 
profit per unit, p - AC = 18 - 8 = 10.  The length of the rectangle is 6 units.  Thus, 
the area of the rectangle is  the average profit per unit times the number of units, 
which is the profit, = 60.

The profit at 6 units is the maximum possible profit:  The profit curve in panel b  
reaches its peak, 60, at 6 units.  At the peak of the profit curve, the marginal profit 
is zero, which is consistent with the marginal revenue equaling the marginal cost.
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286 ChaPter 9   Monopoly

Why does the monopoly maximize its profit by producing where its marginal 
revenue equals its marginal cost?  At smaller quantities, the monopolys marginal 
revenue is greater than its marginal cost, so its marginal profit is positivethe profit 
curve is upward sloping.  By increasing its output, the monopoly raises its profit.  
Similarly, at quantities greater than 6 units, the monopolys marginal cost is greater 
than its marginal revenue, so its marginal profit is negative, and the monopoly can 
increase its profit by reducing its output.

As Figure 9.2 illustrates, the marginal revenue curve is positive where the elastic-
ity of demand is elastic, is zero at the quantity where the demand curve has a unitary 
elasticity, and is negative at larger quantities where the demand curve is inelastic.  
Because the marginal cost curve is never negative, the marginal revenue curve can 
only intersect the marginal cost curve where the marginal revenue curve is positive, 
in the range in which the demand curve is elastic.  That is, a monopolys  profit is  maxi-
mized in the elastic portion of the demand curve.  In our example, profit is maximized 
at Q = 6, where the elasticity of demand is -3.  A profit-maximizing monopoly never 
operates  in the inelastic portion of its  demand curve.

the  Shutdown De cision.  A monopoly shuts down to avoid making a loss in 
the short run if its price is below its average variable cost at its profit-maximizing (or 

F I Gu re  9 . 3  Maximizing Profit

(a)  At Q = 6,  where marginal  revenue,  
MR ,  equals marginal  cost,  MC,  profit is  
maximized.  The rectangle shows that 
the profit is  $60,  where the height of the 
rectangle is  the average profit per unit,  
p - AC = $1 8 - $8 = $1 0,  a nd  the 
length  is  the number of units,  6.
(b)  Profit is  maximized at Q = 6 (where 
marg ina l  revenue  equa l s  marg ina l  
cost) .
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2879.1  Monopoly Profit Maximization

loss-minimizing)  quantity (Chapter 7).  In the long run, the monopoly shuts down if 
the price is less than its average cost.

In the short-run example in Figure 9.3, the average variable cost, AVC = 6, is less 
than the price, p = 18, at the profit-maximizing output, Q = 6, so the firm chooses 
to produce.  Price is also above average cost at Q = 6, so the average profit per unit, 
p - AC  is  positive (the height of the gold profit rectangle), so the monopoly makes 
a positive profit.

Solving for the 

Profit-Maximizing 

Output

using  Calculus
We can also solve for the profit-maximizing quantity mathematically.  We already 
know the demand and marginal revenue functions for this monopoly.  We need 
to determine its cost curves.

The monopolys cost is a function of its output, C(Q).  In Figure 9.3, we assume 
that the monopoly faces a short-run cost function of

 C(Q) = 12 + Q2,  (9.6)

where Q2 is the monopolys variable cost as a function of output and 12 is  its 
fixed cost.  Given this cost function, Equation 9.6, the monopolys marginal cost 
function is

 
dC(Q)

dQ
= MC(Q) = 2Q.  (9.7)

This marginal cost curve in panel a is an upward sloping straight line through 
the origin with a slope of 2.  The average variable cost is AVC = Q2/Q = Q,  so 
it is  an upward sloping straight line through the origin with a slope of 1 .  The 
average cost is AC = C/Q = (12 + Q2)/Q = 12/Q + Q,  which is U-shaped.

Using Equations 9.4 and 9.6, we can write the monopolys profit as

(Q) = R(Q) - C(Q) = (24Q - Q2) - (12 + Q2).

By setting the derivative of this monopolys profit function with respect to Q  
equal to zero, we have an equation that determines the profit-maximizing output:

 
d (Q)

dQ
=

dR(Q)

dQ
-

dC(Q)

dQ

 = MR - MC

 = (24 - 2Q) - 2Q = 0.

That is, MR = 24 - 2Q = 2Q = MC.  To determine the profit-maximizing out-
put,  we solve this equation and find that Q = 6.  Substituting Q = 6 into the 
inverse demand function (Equation 9.2),  we learn that the profit-maximizing 
price is

p = 24 - Q = 24 - 6 = 18.

Should the monopoly operate at Q = 6?  At that quantity, average variable 
cost is AVC = Q2/Q = 6, which is less than the price, so the firm does not shut 
down.  The average cost is AC = (12/6 + 6) = 8, which is less than the price, so 
the firm makes a profit.
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effe cts of a Shift of the  Demand Curve

Shifts in the demand curve or marginal cost curve affect the profit- maximizing 
monopoly price  and quantity and can have a  wider variety of effects  with a 
 monopoly than with a competitive market.  In a competitive market, the effect of a 
shift in demand on a competitive firms output depends only on the shape of the 
marginal cost curve.  In contrast, the effect of a shift in demand on a monopolys out-
put depends on the shapes of both the marginal cost curve and the demand curve.

As we saw in Chapter 8, a competitive firms marginal cost curve tells us every-
thing we need to know about the amount that the firm is willing to supply at any 
given market price.  The competitive firms supply curve is its upward-sloping mar-
ginal cost curve above its minimum average variable cost.  A competitive firms sup-
ply behavior does not depend on the shape of the market demand curve because 
it always faces a horizontal demand curve at the market price.  Thus, if we know 
a competitive firms marginal cost curve, we can predict how much that firm will 
produce at any given market price.

In contrast, a monopolys output decision depends on the shapes of its marginal 
cost curve and its demand curve.  Unlike a competitive firm, a monopoly does not have 
a supply curve.  Knowing the monopolys marginal cost curve is not enough for us to 
predict how much a monopoly will sell at any given price.

Figure 9.4 illustrates that the relationship between price and quantity is unique in 
a competitive market but not in a monopolistic market.  If the market is competitive, 
the initial equilibrium is e1  in panel a, where the original demand curve D1  intersects 
the supply curve, MC,  which is the sum of the marginal cost curves of a large number 
of competitive firms.  When the demand curve shifts to D2,  the new competitive equi-
librium, e2,  has a higher price and quantity.  A shift of the demand curve maps out 
competitive equilibria along the marginal cost curve, so every equilibrium quantity 
has a single corresponding equilibrium price.

F I Gu re  9 . 4  effe cts of a Shift of the  Demand Curve

(a)  A sh ift of the demand  curve from D 1  to  D 2 
causes the competitive equil ibrium to move from 
e1  to e2 a long the supply curve (which is  the hori-
zontal  sum of the marginal  cost curves of a l l  the 
competitive  fi rms) .  Because  the  competitive 
equil ibrium l ies  on  the supply curve,  each quan-
tity (such  as Q1  and  Q2)  corresponds to only one 
 possible equil ibrium price.

(b)  With  a  monopoly,  th is  same shift of demand 
causes the monopoly optimum to change from E1  
to E2.  The monopoly quantity stays the same,  but 
the monopoly price rises.  Thus,  a  shift in  demand 
does not map out a  unique relationship between 
price and quantity in  a  monopolized market.  The 
same quantity,  Q1 = Q2,  is  associated  with  two 
 different prices,  p1  and p2.

MyEconLab Video

p
, 
$
 p
e
r 
u
n
it

Q,  Units per year

p1

p
2

Q
2

Q
1

(a)  Competition

MC,  Supply curve

e
2

e
1

D1D2

Q,  Units per year

p1

p
2

Q
2

Q
1
=

p
, 
$
 p
e
r 
u
n
it

(b)  Monopoly

MC

D1D2

MR1

E
2

E
1

MR2

M09_PERL7879_02_SE_C09. indd   288 21 /1 1 /1 5   6:48 am



2899.2 Market Power

For the monopoly in panel b, as the demand curve shifts from D1  to D2,  the profit-
maximizing monopoly outcome shifts from E1  to E2,  so the price rises but the quan-
tity stays constant, Q1 = Q2.  Thus, a given quantity can correspond to more than one 
profit-maximizing price,  depending on the position of the demand curve.  A shift in 
the demand curve may cause the profit-maximizing price to stay constant while the 
quantity changes.  More commonly, both the profit-maximizing price and quantity 
would change.

9.2 Market Power

A monopoly has market power,  which is the ability to significantly affect the market 
price.  In contrast, no single competitive firm can significantly affect the market price.

A profit-maximizing monopoly charges a price that exceeds its marginal cost.  The 
extent to which the monopoly price exceeds marginal cost depends on the shape of 
the demand curve.

Market Power and the Shape of the Demand Curve
If the monopoly faces a highly elasticnearly flatdemand curve at the profit-
maximizing quantity, it would lose substantial sales if it raised its price by even a 
small amount.  Conversely, if the demand curve is not very elastic (relatively steep)  
at that quantity, the monopoly would lose fewer sales from raising its price by the 
same amount.

We can derive the relationship between markup of price over marginal cost and 
the elasticity of demand at the profit-maximizing quantity using the expression for 
marginal revenue in Equation 9.5  and the firms profit-maximizing condition that 
marginal revenue equals marginal cost:

 MR = p  a1 +
1

e

b = MC.  (9.8)

By rearranging terms, we see that a profit-maximizing manager chooses quantity 
such that

 
p

MC
=

1

1 + (1/e)
.  (9.9)

In our linear demand example in panel a of Figure 9.3, the elasticity of demand is 
e = -3 at the monopoly optimum where Q = 6.  As a result, the ratio of price to mar-
ginal cost is p/MC = 1/[1 + 1/(-3)] = 1 .5,  or p = 1.5MC.  The profit-maximizing 
price, $18, in panel a is 1 .5  times the marginal cost of $12.

Table 9.2  illustrates how the ratio of price to  marginal cost varies with the 
elasticity of demand.  When the  elasticity is  -1 .01 ,  only slightly elastic,  the 
monopolys  profit-maximizing price is  101  times larger than its  marginal cost:  
p/MC = 1/[1 + 1/(-1 .01)] 101 .  As the elasticity of demand approaches nega-
tive infinity (becomes perfectly elastic),  the ratio of price to marginal cost shrinks 
to p/MC = 1.6 Thus, even in the absence of rivals, the shape of the demand curve 
constrains the monopolists ability to exercise market power.

6As the elasticity approaches negative infinity, 1/e  approaches zero, so 1/(1 + 1/e)  approaches 
1/1 = 1.
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290 ChaPter 9   Monopoly

A manager can use this last result to determine whether the firm is maximiz-
ing its profit.  Typically a monopoly knows its costs accurately, but is somewhat 
uncertain about the demand curve it faces and hence what price (or quantity)  to 
set.  Many private firmssuch as ACNielsen, IRI, and IMS Healthand industry 
groups collect data on quantities and prices in a wide variety of industries includ-
ing automobiles, foods and beverages, drugs, and many services.  Firms can use 
these data to estimate the firms demand curve (Chapter 3) .  More commonly, 
firms hire consulting firms (often the same firms that collect data)  to estimate the 
elasticity of demand facing their firm.

A manager can use the estimated elasticity of demand to check whether 
the firm is maximizing profit.  If the p/MC  ratio does not approximately equal 
1/(1 + 1/e),  as required by Equation 9.9, then the manager knows that the firm is 
not setting its price to maximize its profit.  Of course, the manager can also check 
whether the firm is maximizing profit by varying its price or quantity.  However, 
often such experiments may be more costly than using statistical techniques to 
estimate the elasticity of demand.

Checking Whe the r 

the  Firm Is 

Maximizing Profit

Manag e rial 
I mp l i cation

Min i - Case Since San Franciscos cable car system started operating in 1873, it has been 
one of the citys main tourist attractions.  In 2005, the cash-strapped Municipal 
Railway raised the one-way fare by two-thirds from $3 to $5.  Not surprisingly, 
the number of riders dropped substantially, and many in the city called for a 
rate reduction.

The rate increase prompted many locals to switch to buses or other forms 
of transportation, but most tourists have a relatively inelastic demand curve 
for cable car rides.  Frank Bernstein of Arizona, who visited San Francisco with 
his wife, two children, and mother-in-law, said they would not visit San Fran-
cisco without riding a cable car:  Thats what you do when youre here.  But 
the round-trip $50 cost for his family to ride a cable car from the Powell Street 
turnaround to Fishermans Wharf and back is a lot of money for our family.  
Well do it once, but we wont do it again.

Cable  Cars 

and Profit 

Maximization

Elasticity  
of Demand, 

Price/Marginal Cost Ratio, 
p/MC  1/[1 (1/ )]

Lerner Index,  
(p  MC)/p   1/

-1 .01 101 0.99
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the Lerner Index

Another way to show how the elasticity of demand affects a monopolys price rela-
tive to its marginal cost is to look at the firms Lerner Index  (or price markup)the 
ratio of the difference between price and marginal cost to the price:  (p - MC)/p.  This 
index can be calculated for any firm, regardless of whether the firm is a monopoly.  
The Lerner Index is zero for a competitive firm because a competitive firm produces 
where marginal cost equals price.  The Lerner Index measures a firms market power:  
The larger the difference between price and marginal cost,  the larger the Lerner 
Index.

If the firm is maximizing its profit, we can express the Lerner Index in terms of 
the elasticity of demand by rearranging Equation 9.9:9

 
p - MC

p
= -

1

e

.  (9.10)

7The marginal revenue is the slope of the revenue function.  Thus, if a reduction in quantity causes 
the revenue to increase, the marginal revenue must be negative.  As Figure 9.2 illustrates, marginal 
revenue is negative in the inelastic portion of the demand curve.
8That is, the mayor believed that cable cars provide a positive externality; see Chapter 16.

If the city ran the cable car system like a 
profit-maximizing monopoly,  the  decision 
to  raise  fares would be clear.  The 67% rate 
hike resulted in a  23% increase in revenue 
to  $9,045,792  in the  20052006 fiscal  year.  
Given that the revenue increased when the 
price rose,  the city must have been operat-
ing in the  inelastic  portion of its  demand 
curve (where the elasticity e  is  between 0 and 
-1 ) ,  so  MR = p(1 + 1/e) 6 0  prior  to  the 
fare increase.7 With fewer riders, costs stayed 
constant (they would have fallen if the city 
had decided to run fewer than its traditional 
40 cars), so the citys profit increased given the 

increase in revenue.  Presumably the profit-maximizing price is  even higher in 
the elastic portion of the demand curve.

However, the city was not interested in maximizing its profit on the cable 
cars.  Mayor Gavin Newsom said that having fewer riders was my biggest 
fear when we raised the fare.  I  think were right at the cusp  of losing visi-
tors who come to San Francisco and want to enjoy a ride on a cable car.  The 
mayor believed that enjoyable and inexpensive cable car rides attract tourists to 
the city, thereby benefiting many local businesses.8 Mayor Newsom observed, 
Cable cars are so fundamental to the lifeblood of the city, and they represent 
so much more than the revenue they bring in.

The mayor decided to continue to run the cable cars at a  price below the 
profit-maximizing level.  The fare  stayed at $5  for six years  while  Mayor 
 Newsom was in office.  After he left,  the fare rose to $6 in 2011  and to $7 in 2015.

9Equation 9.9 can be rewritten as p(1 + 1/e) = MC  or p - MC = -p/e.  Dividing both sides of this 
equation by p  produces Equation 9.10.
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The Lerner Index ranges between 0 and 1  for a profit-maximizing monopoly.10 
Equation 9.10 confirms that a competitive firm has a Lerner Index of zero because 
its demand curve is perfectly elastic.11  As Table 9.2 illustrates, the Lerner Index for a 
monopoly increases as the demand becomes less elastic.  If e = -5,  the monopolys 
markup (Lerner Index)  is  1/5 = 0.2;  if e = -2,  the markup is  1/2 = 0.5;  and if 
e = -1 .01 ,  the markup is 0.99.  Monopolies that face demand curves that are only 
slightly elastic set prices that are multiples of their marginal cost and have Lerner 
Indexes close to 1 .

10For the Lerner Index to be above 1  in Equation 9.10, e  would have to be a negative fraction, indi-
cating that the demand curve was inelastic at the monopolys output choice.  However, as weve 
already seen, a profit-maximizing monopoly never operates in the inelastic portion of its demand 
curve.
11As the elasticity of demand approaches negative infinity, the Lerner Index, -1/e,  approaches zero.

Min i - Case Apple started selling the iPad on April 3, 2010.  The iPad was not the first tablet.  
Indeed, it wasnt Apples first tablet:  Apple sold another tablet, the Newton, 
from 19931998.  But it was the most elegant one, and the first one large num-
bers of consumers wanted to own.  Users interact with the iPad using Apples 
multi-touch, finger-sensitive touchscreen (rather than a pressure-triggered stylus 
that most previous tablets used)  and a virtual onscreen keyboard (rather than 
a physical one).  Most importantly, the iPad offered an intuitive interface and 
was very well integrated with Apples iTunes, eBooks, and various application 
programs.

People loved the original iPad.  Even at $499 for the basic model, Apple had 
a virtual monopoly in its first year.  According to the research firm IDC, Apples 
share of the 2010 tablet market was 87%.  Moreover, the other tablets available in 
2010 were not viewed by most consumers as close substitutes.  Apple reported 
that it sold 25 million iPads worldwide in its first full year, 20102011 .  Accord-
ing to one estimate, the basic iPads marginal cost was MC = $220, so its Lerner 
Index was (p - MC)/p = (499 - 220)/499 = 0.56.

Within a year of the iPads introduction, over a hundred iPad want-to-be 
tablets were launched.  To maintain its dominance, Apple replaced the original 
iPad with the feature-rich iPad 2 in 2011 , added the enhanced iPad 3  in 2012, 
and cut the price of the iPad 2 by $100 in 2012.  According to court documents 
Apple filed in 2012, its Lerner Index fell to between 0.23 and 0.32.  Apples share 
of the tablet market fell to 27% by 2015.

apple s iPad

Q&a  9 . 2
Apples constant marginal cost of producing the original iPad was about $220.  We 
estimate that Apples inverse demand function for the iPad was p = 770 - 11Q,  
where Q  is the millions of iPads purchased.12 What was Apples marginal revenue 
function? What were its profit-maximizing price and quantity?  Given that the 
Lerner Index for the iPad was (p - MC)/p = 0.56 (see the Mini-Case Apples 
iPad), what was the elasticity of demand at the profit-maximizing level?

12See the Mini-Case Apples iPad  in the Sources at the end of this book for details on these 
estimates.
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Sources of Market Power

What factors cause a monopoly to face a relatively elastic demand curve and hence 
have little market power? Ultimately, the elasticity of demand of the market demand 
curve depends on consumers  tastes and options.  The more consumers want a 
goodthe more willing they are to pay virtually anything for itthe less elastic 
is the demand curve.

Other things equal, the demand curve a firm (not necessarily a monopoly)  faces 
becomes more elastic as (1 )  better substitutes  for the firms product are introduced, 
(2)  more firms  enter the market selling the same product, or (3)  firms that provide the 
same service locate closer  to this firm.  The demand curves for Xerox, the U.S.  Postal 
Service, and McDonalds have become more elastic in recent decades for these three 
reasons.

When Xerox started selling its plain-paper copier, no other firm sold a close sub-
stitute.  Other companies machines produced copies on special heat-sensitive paper 
that yellowed quickly.  As other firms developed plain-paper copiers, the demand 
curve that Xerox faced became more elastic.

The U.S.  Postal Service (USPS)  has a legal monopoly in its core business of first-
class mail delivery.  However, FedEx, United Parcel Service, and many other cou-
rier firms are allowed to deliver urgent mail,  and Internet communication has also 
become an important alternative to regular mail.  Because of increasing competition 

13Alternatively, we can use calculus to derive the marginal revenue curve.  Multiplying the 
inverse demand function by Q  to obtain Apples revenue function, R = 770Q - 11Q2.  Then, we 
derive the marginal revenue function by differentiating the revenue with respect to quantity:  
MR = dR/dQ = 770 - 22Q.

answer

1.  Derive Apples marginal revenue function using the information about its demand func-
tion.  Given that Apples inverse demand function was linear, p = 770 - 11Q,  
its  marginal revenue function has the same intercept and twice the slope:  
MR = 770 - 22Q. 13

2.  Derive Apples  profit-maximizing quantity and price by equating the marginal rev-
enue and marginal cost functions and solving.  Apple maximized its profit where 
MR = MC:

770 - 22Q = 220.

Solving this equation for the proft-maximizing output, we fnd that Q = 25 
million iPads.  By substituting this quantity into the inverse demand function, 
we determine that the proft-maximizing price was p = $495 per unit.

3.  Use Equation 9. 10 to infer Apples  demand elasticity based on its  Lerner Index.  We 
can write Equation 9.10 as (p - MC)/p = 0.56 = -1/e.  Solving this last 
equality for e,  we fnd that e -1.79.  (Of course, we could also calculate the 
demand elasticity by using the demand function.)
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from courier services and the Internet, the demand 
curve for first-class mail has shifted downward and 
become flatter.  USPS delivers much less mail now 
than in the past,  down from 104 billion pieces of 
first-class mail in 2001, to only about 64 billion pieces 
in 2014.14

As you drive down a highway, you may notice 
that McDonalds restaurants are located miles apart.  
The purpose of this spacing is  to reduce the likeli-
hood that two McDonalds outlets will compete for 
the same customer.  Although McDonalds can pre-
vent its own restaurants from competing with each 
other,  it cannot prevent Wendys or Burger King 
from locating near its restaurants.  As other fast-food 
restaurants open near a McDonalds,  that restau-
rant faces a more elastic demand.  What happens as 
a  profit-maximizing monopoly faces more elastic 
demand? It has to lower its price.

9.3 Marke t Failure  Due  to Monopoly Pricing

Unlike perfect competition, which achieves economic efficiencythat is, maximizes 
total surplus, TS  (=  consumer surplus + producer surplus = CS + PS)a profit-
maximizing monopoly is economically inefficient because it wastes potential surplus, 
resulting in a deadweight loss.  The inefficiency of monopoly pricing is an example of 
a market failure:  a non-optimal allocation of goods and services such that a market 
does not achieve economic efficiency.  Market failure often occurs because the price 
differs from the marginal cost, as with a monopoly.  This economic inefficiency creates 
a rationale for governments to intervene, which we discuss in Chapter 16.

Total surplus (Chapter 8)  is lower under monopoly than under competition.  That 
is, monopoly destroys some of the potential gains from trade.  Chapter 8 showed that 
competition maximizes total surplus because price equals marginal cost.  By setting 
its price above its marginal cost, a monopoly causes consumers to buy less than the 
competitive level of the good, so society suffers a deadweight loss.

If the monopoly were to act like a competitive market, it would produce where the 
marginal cost curve cuts the demand curvethe output where price equals marginal 
cost.  For example, using the demand curve given by Equation 9.2 and the marginal 
cost curve given by Equation 9.7,

 p = 24 - Q = 2Q = MC.  

Solving this equation, we find that the competitive quantity, Qc,  would be 8 units 
and the price would be $16, as Figure 9.5 shows.  At this competitive price, consumer 
surplus is area A + B + C  and producer surplus is D + E.

14http://about.usps.com/who-we-are/postal-history/first-class-mail-since-1926.htm
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If instead the firm acts like a profit-maximizing monopoly and operates where its 
marginal revenue equals its marginal cost, the monopoly output Qm  is  only 6 units 
and the monopoly price is  $18.  Consumer surplus is only A .  Part of the lost con-
sumer surplus, B ,  goes to the monopoly, but the rest, C,  is lost.  The benefit of being a 
monopoly is that it allows the firm to extract some consumer surplus from consum-
ers and convert it to profit.

By charging the monopoly price of $18 instead of the competitive price of $16, the 
monopoly receives $2 more per unit and earns extra profit (and extra producer sur-
plus)  of area B = $12 on the Qm = 6 units it sells.  The monopoly loses area E,  how-
ever, because it sells less than the competitive output.  Consequently, the monopolys 
producer surplus increases by B - E  over the competitive level.  Monopoly pricing 
increases producer surplus relative to competition.

F I Gu re  9 . 5  De adwe ight Loss of Monopoly

A competitive market would  produce Qc = 8 at 
pc = $1 6,  where  the  demand  curve intersects 
the margina l  cost (supply)  curve.  A monopoly 
produces on ly Qm = 6  at pm = $1 8,  where the 

marginal  revenue curve intersects  the marginal  
cost curve.  Under monopoly,  consumer surplus is  A ,  
producer surplus is  B + D ,  and  the inefficiency or 
deadweight loss of monopoly is  -C - E.
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Total surplus is less under monopoly than under competition.  The deadweight 
loss of monopoly is -C - E,  which represents the potential surplus that is wasted 
because less than the competitive output is produced.  The deadweight loss is due 
to the gap between price and marginal cost at the monopoly output.  At Qm = 6, the 
price, $18, is above the marginal cost, $12, so consumers are willing to pay more for 
the last unit of output than it costs to produce it.

Q&a  9 . 3
In the linear example in panel a of Figure 9.3, how does charging the monopoly 
a specific tax of t = $8 per unit affect the profit-maximizing price and quantity 
and the well-being of consumers, the monopoly, and society (where total surplus 
includes the tax revenue)?  What is the tax incidence on consumers (the increase 
in the price they pay as a fraction of the tax)?

answer

1.  Determine how imposing the tax affects  the monopoly price and quantity.  In the 
accompanying graph, the intersection of the marginal revenue curve, MR,  and 
the before-tax marginal cost curve, MC1,  determines the monopoly quantity, 
Q1 = 6.  At the before-tax solution, e1,  the price is  p1 = 18.  The specific tax 
causes the monopolys before-tax marginal cost curve, MC1

= 2Q,  to  shift 
upward by 8  to  MC2

= MC1
+ 8 = 2Q + 8.  After the tax is  applied,  the 

monopoly operates where MR = 24 - 2Q = 2Q + 8 = MC2.  In the after-
tax monopoly solution, e2,  the quantity is  Q2 = 4 and the price is  p2 = 20.  
Thus,  output falls  by Q = 6 - 4 = 2  units  and the price  increases  by 
p = 20 - 18 = 2.

2.  Calculate the change in the various surplus measures.  The graph shows how the 
surplus measures change.  Area G  is  the tax revenue collected by the govern-
ment, tQ = 32,  because its height is  the distance between the two marginal 
cost curves, t = 8, and its width is the output the monopoly produces after the 
tax is imposed, Q = 4.  The tax reduces consumer and producer surplus and 
increases the deadweight loss.  We know that producer surplus falls because 
(a)  the monopoly could have produced this reduced output level in the absence 
of the tax but did not because it was not the profit-maximizing output, so its 
before-tax profit falls, and (b)  the monopoly must now pay taxes.  The before-
tax deadweight loss from monopoly is -F.  The after-tax deadweight loss is 
-C - E - F,  so the increase in deadweight loss due to the tax is -C - E.  The 
table below the graph shows that consumer surplus changes by -B - C  and 
producer surplus by B - E - G.

3.  Calculate the incidence of the tax on consumers.  Because the tax goes from 0 to 8, the 
change in the tax is t = 8.  Because the change in the price that the consumer 
pays is p = 2, the share of the tax paid by consumers is p/ t = 2/8 =

1
4.  

Thus, the monopoly absorbs $6 of the tax and passes on only $2.
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9.4 Causes of Monopoly

Why are some markets monopolized?  The two most important reasons are cost 
 considerations and government policy.15

p
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Monopoly Before Tax Monopoly Aer Tax Change

Consumer Surplus,  CS A + B + C A B  C = DCS

Producer Surplus,  PS D + E + G B + D B  E  G = DPS

Tax Revenues,  T = tQ 0 G G = DT

A + B + C + D + E + G A + B + D + G C  E = DTS

Deadweight Loss,  DWL F C  E  F C  E = DDWL

Total Surplus,  TS  =  CS  +  PS + T

15In later chapters, we discuss other means by which monopolies are created.  One method is the 
merger of several firms into a single firm.  This method creates a monopoly if new firms fail to enter 
the market.  A second method is for a monopoly to use strategies that discourage other firms from 
entering the market.  A third possibility is that firms coordinate their activities and set their prices as 
a monopoly would.  Firms that act collectively in this way are called a cartel  rather than a monopoly.
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Cost-Base d Monopoly
Certain cost structures may facilitate the creation of a monopoly.  One possibility is 
that a firm may have substantially lower costs than potential rivals.  A second pos-
sibility is that the firms in an industry have cost functions such that one firm can 
produce any given output at a lower cost than two or more firms can.

Cost advantage s.  If a low-cost firm profitably sells at a price so low that other 
potential competitors with higher costs would lose money, no other firms enter the 
market.  Thus, the low-cost firm is a monopoly.  A firm can have a cost advantage over 
potential rivals for several reasons.  It may have a superior technology or a better 
way of organizing production.16 For example, Henry Fords methods of organiz-
ing production using assembly lines and standardization allowed him to produce 
cars at substantially lower cost than rival firms until they copied his organizational 
techniques.

If a firm controls an essential facility or a scarce resource that is needed to produce 
a particular output, no other firm can produce at allat least not at a reasonable cost.  
For example, a firm that owns the only gravel quarry in a region is the only firm that 
can profitably sell gravel to local construction firms.

Natural Monopoly.  A market has a natural monopoly  if one firm can produce 
the total output of the market at lower cost than two or more firms could.  A firm can 
be a natural monopoly even if it does not have a cost advantage over rivals, provided 
that average cost is lower if only one firm operates.  Specifically, if the cost for any 
firm to produce q  is  C(q), the condition for a natural monopoly is

 C(Q) 6 C(q1) + C(q2) + g + C(qn),  (9.11)

where Q = q1 + q2 + g + qn  is the sum of the output of any n  firms where n  2.
If a firm has economies of scale at all levels of output, its average cost curve falls 

as output increases for any observed level of output.  If all potential firms have the 
same strictly declining average cost curve, this market is a natural monopoly, as we 
now illustrate.17

A company that supplies water to homes incurs a high fixed cost,  F,  to build 
a plant and connect houses to the plant.  The firms marginal cost,  m,  of supply-
ing water is constant, so its marginal cost curve is horizontal and its average cost, 
AC = m + F/Q,  declines as output rises.  (This cost curve is similar to that of the 
iPad example in Q&A 9.2.)

Figure 9.6 shows such marginal and average cost curves where m = 10  and 
F = 60.  If the market output is 12 units per day, one firm produces that output at an 
average cost of 15, or a total cost of 180 (=  15 * 12).  If two firms each produce 6 units, 

16When a firm develops a better production method that provides it with a cost advantage, it is 
important for the firm to either keep the information secret or obtain a patent, whereby the gov-
ernment protects it from having its innovation imitated.  Thus, both secrecy and patents facilitate 
cost-based monopolies.
17A firm may be a natural monopoly even if its cost curve does not fall at all levels of output.  If a 
U-shaped average cost curve reaches its minimum at 100 units of output, it may be less costly for 
only one firm to produce an output of 101  units even though average cost is rising at that output.  
Thus, a cost function with economies of scale everywhere is a sufficient but not a necessary condi-
tion for a natural monopoly.
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the average cost is 20 and the cost of producing the market output is 240 (=  20 * 12),  
which is greater than the cost with a single firm.

If the two firms divided total production in any other way, their cost of produc-
tion would still exceed the cost of a single firm (as the following question asks you 
to prove).  The reason is that the marginal cost per unit is the same no matter how 
many firms produce, but each additional firm adds a fixed cost, which raises the cost 
of producing a given quantity.  If only one firm provides water, the cost of building 
a second plant and a second set of pipes is avoided.

In an industry with a natural monopoly cost structure, having just one firm is the 
cheapest way to produce any given output level.  Governments often use a natu-
ral monopoly argument to justify their granting monopoly rights to public utilities,  
which provide essential goods or services such as water, gas, electric power, or mail 
delivery.

F I Gu re  9 . 6  Natural Monopoly

Th is  natura l  monopoly has  a  
strictly declining average cost,  
AC = 1 0 + 60/Q.
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Q&a  9 . 4
A firm that delivers  Q  units  of water to  households  has  a  total  cost of 
C(Q) = mQ + F.  If any entrant would have the same cost, does this market have 
a natural monopoly?

answer

Determine whether costs  rise if two firms produce a  given quantity.  Let q1  be the output 
of Firm 1  and q2 be the output of Firm 2.  The combined cost of these two firms 
producing Q = q1 + q2 is

C(q1) + C(q2) = (mq1 + F) + (mq2 + F) = m(q1 + q2) + 2F = mQ + 2F.

If a single frm produces Q,  its cost is C(Q) = mQ + F.  Thus, the cost of pro-
ducing any given Q  is  greater with two frms than with one frm (the condition 
in Equation 9.11), so this market is a natural monopoly.
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Gove rnment Creation of Monopoly
Governments have created many monopolies.  Sometimes governments own and 
manage such monopolies.  In the United States, as in most countries, first-class mail 
delivery is a government monopoly.  Many local governments own and operate pub-
lic utility monopolies that provide garbage collection, electricity, water, gas, phone 
services, and other utilities.

Barrie rs to entry.  Frequently, governments create monopolies by preventing 
competing firms from entering a market occupied by an existing incumbent firm.  
Several countries, such as China, maintain a tobacco monopoly.  Similarly, most gov-
ernments grant patents that limit entry and allow the patent-holding firm to earn a 
monopoly profit from an inventiona reward for developing the new product that 
acts as an incentive for research and development.

By preventing other firms from entering a market, governments create monopo-
lies.  Typically, governments create monopolies either by making it difficult for new 
firms to obtain a license to operate or by explicitly granting a monopoly right to one 
firm, thereby excluding other firms.  By auctioning a monopoly to a private firm, a 
government can capture the future value of monopoly earnings.18

Frequently, firms need government licenses to operate.  If one initial incumbent 
has a license and governments make it difficult for new firms to obtain licenses, the 
incumbent firm may maintain its monopoly for a substantial period.  Until recently, 
many U.S.  cities required that new hospitals or other inpatient facilities demonstrate 
the need for a new facility in order to obtain a certificate of need, which allowed 
them to enter the market.

Government grants of monopoly rights have been common for public utilities.  
Instead of running a public utility itself, a government might give a private sector 
company the monopoly rights to operate the utility.  A government may capture 
some of the monopoly profits by charging the firm in some way for its monopoly 
rights.  In many countries or other political jurisdictions, such a system is an induce-
ment to corruption as firms seeking monopoly privileges may bribe public officials 
to obtain the monopoly rights.

Governments around the world have privatized many state-owned monopolies 
in the past several decades.  By selling cable television, garbage collection, phone 
service, towing, and other monopolies to private firms, a government can capture 
the value of future monopoly earnings today.  However, for political or other reasons, 
governments frequently sell at a lower price that does not capture all future profits.

18Alternatively, a government could auction the rights to the firm that offers to charge the lowest 
price, so as to maximize total surplus.

Min i - Case The Canadian government created a medical marijuana monopoly by issuing 
only one license allowing a firm to operate.  For 13 years, Prairie Plant Systems 
Inc.  was the sole supplier of medical marijuana to Health Canada, which is the 
Canadian government agency that oversees the program.

The government then eliminated the monopoly,  creating a  competitive 
market.  The licensing law changed in 2014,  when other firms could receive 
licenses and start providing medical marijuana.  By early 2015, Health Canada 
had received more than 1 ,200 applications for licenses and expected to issue 

the  Canadian 

Medical 

Marijuana Marke t
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Patents.  If an innovating firm cannot prevent imitation by keeping its discover-
ies secret, it may try to obtain government protection to prevent other firms from 
duplicating its innovations and entering the market.  Most countries provide such 
protection through patents.  A patent  is  an exclusive right granted to the inventor 
of a new and useful product, process, substance, or design for a specified length of 
time.  Most patents in the United States and other major jurisdictions last for up to 
20 years from the application date.

This right allows the patent holder to be the exclusive seller or user of the new 
invention.19  Patents often give rise to monopoly,  but not always.  For example, 
although a patent may grant a firm the exclusive right to use a particular process in 
making a product, other firms may be able to make the same product using different 
processes.  In Chapter 16, we discuss the reasons why governments grant patents.

19Owners of patents may sell or grant the right to use a patented process or produce a patented 
product to other firms.  This practice is called licensing.

hundreds of licenses before the end of the year.  Thus, this market went from 
monopoly to competitive within a  year.  Industry experts  expect lower-cost 
 foreign companies to enter the market as soon as possible.

Min i - Ca se
Ophthalmologist Dr.  Alan Scott turned the deadly poison botulinum toxin into 
a miracle drug to treat two eye conditions:  strabismus, a condition in which the 
eyes are not properly aligned, and blepharospasm, an uncontrollable closure of 

the eyes.  Strabismus affects about 4% of children and blepharospasm left 
about 25,000 Americans functionally blind before Scotts discovery.  His 
patented drug for treating these condition, Botox, is sold by Allergan, Inc.

Dr.  Scott has been amused to see several of the unintended beneficia-
ries of his research at the Academy Awards.  Even before it was explicitly 
approved for cosmetic use, many doctors were injecting Botox into the 
facial muscles of actors, models, and others to smooth out their wrinkles.  
(The drug paralyzes the muscles, so those injected with it also lose the 

ability to frown or smileand, some would say, act.)  The treatment is only tem-
porary, lasting up to 120 days, so repeated injections are necessary.

Allergan has a near-monopoly in the treatment of wrinkles, although plas-
tic surgery and collagen, Restylane, hyaluronic acids, and other filler injections 
provide limited competition.  However, 54% of Botox sales are for other uses, 
including as a treatment for chronic migraine and overactive bladder.

Allergan had Botox sales of $800 million in 2004 and about $2.23 billion in 
2014.  Indeed, Botoxs value may increase.  As Allergan finds new uses for Botox, 
its sales continue to increase.  According to one forecast, Botoxs global sales will 
reach $3.15 billion by the end of 2018.

Dr.  Scott can produce a vial of Botox in his lab for about $25.  Allergan sells 
the potion to doctors for about $400.  Assuming that the firm is setting its price 
to maximize its short-run profit, we can rearrange Equation 9.10 to determine 
the elasticity of demand for Botox:

e = -

p

p - MC
= -

400

400 - 25
-1 .067.

Botox
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20The graph shows a  linear demand curve with algebraic  form p = a - bQ.  Such a  linear 
demand curve has  an elasticity of e = - (1/b)(p/Q).  Given that the elasticity of demand is 
-400/375 = - (1/b)(400/1),  where Q  is  measured in millions of vials,  then b = 375.  Solving 
p = 400 = a - 375, we find that a = 775.

Thus, the demand that Allergan faces is only slightly elastic:  A 1% increase in 
price causes quantity to fall by slightly more than 1%.

If the demand curve is linear and the elasticity of demand is -1.067 at the 
2002 monopoly optimum, em  (1  million vials sold at $400 each, producing rev-
enue of $400 million), then Allergans inverse demand function is20

p = 775 - 375Q.

This demand curve (see the graph)  has a slope of -375  and hits the price 
axis at $775 and the quantity axis at about 2.07 million vials per year.  Thus, its 
revenue is R = 775Q - 375Q2,  so its marginal revenue curve is

MR = dR/dQ = 775 - 750Q.

The MR  curve strikes the price axis at $775 and has twice the slope, -750, of the 
demand curve.

The intersection of the marginal revenue and marginal cost curves,

MR = 775 - 750Q = 25 = MC,

determines the monopoly equilibrium at the profit-maximizing quantity of 
1  million vials per year and a price of $400 per vial.

Were the company to sell Botox at a price equal to its marginal cost of 
$25 (as a competitive industry would), consumer surplus would equal area 

A + B + C.  The  height 
of triangle  A + B + C  is  
$750 = $775 - $25, and its 
length is 2 million vials, so its 
area is $750 (=  12 * 750 * 2)  
million. At the higher monop-
oly price of $400, the con-
sumer surplus is A = $187.5  
million.  Compared to the 
competitive solution, ec, buy-
ers lose consumer surplus 
of B + C = $562.5  million 
per year.  Part of this loss, 
B = $375 million per year, 
is transferred from consum-
ers to  Allergan.  The rest, 
C = $187.5 million per year, 
is the deadweight loss from 
monopoly pricing.  Allergans 
profit is its producer surplus, 
B, minus its fixed costs.

p
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9.5 advertising
You can  fool all the  people  all the  time if you have a big enough  advertising 

budget.

In addition to setting prices or quantities and choosing investments, firms engage 
in many other strategic actions to boost their profits.  One of the most important is 
advertising.  By advertising, a  monopoly can shift its demand curve, which may 
allow it to sell more units at a higher price.  In contrast, a competitive firm has no 
incentive to advertise as it can sell as many units as it wants at the going price with-
out advertising.

Advertising is only one way to promote a product.  Other promotional activities 
include providing free samples and using sales agents.  Some promotional tactics are 
subtle.  For example, grocery stores place sugary breakfast cereals on lower shelves 
so that they are at childrens eye level.  According to a survey of 27 supermarkets 
nationwide by the Center for Science in the Public Interest, the average position of 
10 child-appealing brands (44% sugar)  was on the next-to-bottom shelf, while the 
average position of 10 adult brands (10% sugar)  was on the next-to-top shelf.

A firm advertises to raise its profit.  A successful advertising campaign shifts the 
market demand curve by changing consumers  tastes or informing them about new 
products.  The firm may be able to change the tastes of some consumers by telling 
them that a famous athlete or performer uses the product.  Children and teenagers 
are frequently the targets of such advertising.  If the advertising convinces some 
consumers that they cant live without the product, the monopolys demand curve 
may shift outward and become less elastic at the new equilibrium, at which the firm 
charges a higher price for its product.

If a firm informs potential consumers about a new use for the product, the demand 
curve shifts to the right.  For example, a 1927 Heinz advertisement suggested that 
putting its baked beans on toast was a good way to eat beans for breakfast as well as 
dinner.  By so doing, it created a British national dish and shifted the demand curve 
for its product to the right.

Deciding Whether to advertise
Even if advertising succeeds in shifting demand, it may not pay for the firm to adver-
tise.  If advertising shifts demand outward or makes it less elastic, the firms gross 
profit,  ignoring the cost of advertising, must rise.  The firm undertakes this advertis-
ing campaign, however, only if it expects its net profit  (gross profit minus the cost of 
advertising)  to increase.

We illustrate a monopolys decision making about advertising in Figure 9.7.  If 
the monopoly does not advertise, it faces the demand curve D1.  If it advertises, its 
demand curve shifts from D1  to D2.

The monopolys marginal cost, MC,  is constant and equals its average cost, AC.  
Before advertising, the monopoly chooses its output, Q1,  where its marginal cost 
hits its marginal revenue curve, MR1,  which corresponds to demand curve, D1.  The 
profit-maximizing equilibrium is e1,  and the monopoly charges a price of p1.  The 
monopolys profit, 1 ,  is a box whose height is the difference between the price and 
the average cost and whose length is the quantity, Q1.

After its  advertising campaign shifts its  demand curve to D2,  the monopoly 
chooses a higher quantity, Q2 (7  Q1),  where the MR2 and MC  curves intersect.  In this 
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new equilibrium, e2,  the monopoly charges p2.  Despite this higher price, the monop-
oly sells more units after advertising because of the outward shift of its demand 
curve.

As a consequence, the monopolys gross profit rises.  Its new gross profit is the 
rectangle 1 + B,  where the height of the rectangle is the new price minus the aver-
age cost, and the length is the quantity, Q2.  Thus, the benefit, B, to the monopoly from 
advertising at this level is the increase in its gross profit.  If its cost of advertising is 
less than B,  its net profit rises, and it pays for the monopoly to advertise at this level 
rather than not to advertise at all.

how Much to adve rtise
The man  who stops advertising to  save money is  like  the  man  who stops the  clock to  

save time .

How much should a monopoly advertise to maximize its net profit?  The rule for set-
ting the profit-maximizing amount of advertising is the same as that for setting the 
profit-maximizing amount of output:  Set advertising or quantity where the marginal 
benefit (the extra gross profit from one more unit of advertising or the marginal 
revenue from one more unit of output)  equals its marginal cost.

F I Gu re  9 . 7  adve rtising

I f the monopoly does not advertise,  its  demand 
curve is  D 1 .  At its  actual  level  of advertising,  its 
demand  curve is  D 2.  Advertising  increases the 
monopoly s  gross  profit  ( ignoring  the  cost  of 

advertising)  from 1  to 2 = 1 + B.  Thus,  if the cost 
of advertising is less than the benefits from advertis-
ing,  B,  the monopoly s net profit (gross profit minus 
the cost of advertising)  rises.
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Consider what happens if the monopoly raises or lowers its advertising expen-
ditures by $1 , which is its marginal cost of an additional unit of advertising.  If a 
monopoly spends one more dollar on advertisingits marginal cost of advertising
and its gross profit rises by more than $1 , its net profit rises, so the extra advertising 
pays.  A profit-maximizing monopoly keeps increasing its advertising until the last 
dollar of advertising raises its gross profit by exactly $1 .  If it were to advertise more, 
its profit would fall.

Optimal 

advertising

using  Calculus
We can derive this  marginal rule  for optimal advertising using calculus.  
A  monopolys inverse demand function is p = p(Q,  A),  which says that the price 
it must charge to clear the market depends on the number of units it chooses to 
sell, Q,  and on the level of its advertising, A .  As a result, the firms revenue func-
tion is R(Q,  A) = p(Q,  A)Q.  The firms cost function is C(Q) + A,  where C(Q)  is 
the cost of manufacturing Q  units and A  is  the cost of advertising, because each 
unit of advertising costs $1  (by choosing the units of measure appropriately).  
The monopolys profit is

 (Q,  A) = R(Q,  A) - C(Q) - A .  (9.12)

The monopoly maximizes its profit by choosing Q  and A .  Its first-order con-
ditions to maximize its profit are found by partially differentiating the profit 
function in Equation 9.12 with respect to Q  and A  in turn:

 
0 (Q,  A)

0Q
=

0R(Q,  A)

0Q
-

dC(Q)

dQ
= 0, (9.13)

 
0 (Q,  A)

0A
=

0R(Q,  A)

0A
- 1 = 0.  (9.14)

The profit-maximizing output and advertising levels are the Q  and A  that simul-
taneously satisfy Equations 9.13 and 9.14.  Equation 9.13 says that the monopoly 
should set its output so that the marginal revenue from one more unit of output, 
0R/0Q,  equals the marginal cost, dC/dQ,  which is the same condition that we 
previously derived before considering advertising.  According to Equation 9.14, 
the monopoly should advertise to the point where its marginal revenue or mar-
ginal benefit from the last unit of advertising, 0R/0A,  equals the marginal cost of 
the last unit of advertising, $1 .

Q&a  9 . 5 A monopolys inverse demand function is p = 800 - 4Q + 0.2A0.5,  where Q  is 
its quantity, p  is  its price, and A  is  the level of advertising.  Its marginal cost of 
production is 2, and its cost of a unit of advertising is 1 .  What are the firms profit-
maximizing price, quantity, and level of advertising?

answer

1.  Write the firms profit function using its  inverse demand function .  The monopolys 
profit is

 = (800 - 4Q + 0.2A0.5)Q - 2Q - A

  = 798Q - 4Q2
+ 0.2A0.5Q - A .  (9.15)

MyEconLab Q&A
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2.  Set the partial derivatives  of the profit function in  Equation 9. 1 5 with respect to 
Q and A to zero to obtain the equations that determine the profit-maximizing levels,  
as  in Equations 9. 13  and 9. 14.  The first-order conditions are

 
0

0Q
= 798 - 8Q + 0.2A0.5

= 0, (9.16)

 
0

0A
= 0.1A- 0.5Q - 1 = 0.  (9.17)

3.  Solve Equations 9. 16 and 9. 17 for the profit-maximizing levels  of Q and A .  We can 
rearrange Equation 9.17 to show that A0.5

= 0.1Q.  Substituting this expres-
sion into Equation 9.16, we find that 798 - 8Q + 0.02Q = 0, or Q = 100.  As a 
result,  A0.5

= 0.1Q = 10.  Squaring both sides of this equation, we find that 
A = 100.

Min i - Case Super Bowl commercials are the most expensive commercials on U.S.  television.  
A 30-second spot during the Super Bowl averaged about $4.5 million in 2015.  
A high price for these commercials is not surprising because the cost of com-
mercials generally increases with the number of viewers (eyeballs  in industry 
jargon), and the Super Bowl is  the most widely watched show, with over 114 
million viewers in 2015.  What is surprising is that Super Bowl advertising costs 
2.5 times as much per viewer as other TV commercials.

However, a Super Bowl commercial is much more likely to influence viewers 
than commercials on other shows.  The Super Bowl is  not only a premier sports 
event; it also showcases the most memorable commercials of the year, such as 
Apples classic 1984 Macintosh ad, which is still discussed today.  Indeed, many 
Super Bowl viewers are not even football fansthey watch to see these superior 
ads.  Moreover, Super Bowl commercials receive extra exposure because these 
ads often go viral  on the Internet.

Given that Super Bowl ads are more likely to be remembered by viewers, are 
these commercials worth the extra price?  Obviously many advertisers believe 
so, as their demand for these ads has bid up the price.  Kim et al.  (2013)  found 
that immediately after a  Super Bowl commercial airs,  the advertising firms 
stock value rises.  Thus, investors apparently believe that Super Bowl commer-
cials  raise a  firms profits  despite the high cost of the commercial.  Ho et al.  
(2009)  found that for the typical movie with a substantial advertising budget, a 
Super Bowl commercial advertising the movie raises theater revenues by more 
than the same expenditure on other television advertising.  They also concluded 
that movie firms  advertising during the Super Bowl was at (or close to)  the 
profit-maximizing amount.

Supe r Bowl 

Commercials

9.6  Ne tworks,  Dynamics, and Be havioral economics

We have examined how a monopoly behaves in the current period, ignoring the 
future.  For many markets, such an analysis is  appropriate as each period can be 
treated separately.  However, in some markets, decisions today affect demand or 

M09_PERL7879_02_SE_C09. indd   306 21 /1 1 /1 5   6:48 am



3079.6 Networks,  Dynamics,  and Behavioral  Economics

cost in a future period, creating a need for a dynamic  analysis, in which managers 
explicitly consider relationships between different periods.

In such markets, the monopoly may maximize its long-run profit by making a 
decision today that does not maximize its short-run profit.  For example, frequently a 
firm introduces a new productsuch as a new type of candy barby initially charg-
ing a low price or giving away free samples to generate word-of-mouth publicity 
or to let customers learn about its quality in hopes of getting their future business.  
We now consider an important reason why consumers  demand in the future may 
depend on a monopolys actions in the present.

Ne twork exte rnalitie s

The number of customers a firm has today may affect the demand curve it faces in 
the future.  A good has a network externality  if one persons demand depends on the 
consumption of a good by others.21  If a good has a positive  network externality, its 
value to a consumer grows as the number of units sold increases.

When a firm introduces a new good with a network externality, it faces a chicken-
and-egg problem:  It cant get Max to buy the good unless Sofia will buy it, but it cant 
get Sofia to buy it unless Max will.  The firm wants its customers to coordinate or to 
make their purchase decisions simultaneously.

The telephone provides a classic example of a positive network externality.  When 
the phone was introduced, potential adopters had no reason to get phone service 
unless their family and friends did.  Why buy a phone if you have no one to call?  For 
Bell s phone network to succeed, it had to achieve a critical mass  of usersenough 
adopters so that others wanted to join.  Had it failed to achieve this critical mass, 
demand would have withered and the network would have died.  Similarly, the 
market for fax machines grew very slowly until a critical mass was achieved where 
many firms had them.

Dire ct Size  effe cts.  Many industries exhibit positive network externalities 
where the customer gets a  direct  benefit from a larger network.  The larger an auto-
mated teller machine (ATM)  network such as  the Plus network,  the greater the 
odds that you will find an ATM when you want one, so the more likely it is  that 
you will want to use that network.  The more people who use a particular computer 
program, the more attractive it is  to  someone who wants to  exchange files with 
other users.

Indire ct effe cts.  In some markets, positive network externalities are indirect and 
stem from complementary goods that are offered when a product has a critical mass 
of users.  The more applications (apps)  available for a smartphone, the more people 
want to buy that smartphone.  However, many of these extra apps will be written 
only if a critical mass of customers buys the smartphone.  Similarly, the more people 
who drive diesel-powered cars, the more likely it is that gas stations will sell diesel 

21In Chapter 16, we discuss the more general case of an externality,  which occurs when a persons 
well-being or a firms production capability is directly affected by the actions of other consumers 
or firms rather than indirectly through changes in prices.  The following discussion on network 
externalities is  based on Leibenstein (1950),  Rohlfs (1974), Katz and Shapiro (1994), Economides 
(1996), Shapiro and Varian (1999), and Rohlfs (2001).
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fuel; and the more stations that sell the fuel, the more likely it is that someone will 
want to drive a diesel car.  As a final example, once a critical mass of customers had 
broadband Internet service, more services provided downloadable music and mov-
ies and more high-definition Web pages become available.  Once those popular apps 
appeared, more people signed up for broadband service.

Ne twork exte rnalitie s and Be havioral economics
The direct effect of network externalities depends on the size of the network, because 
customers want to interact with each other.  However, sometimes consumers behav-
ior depends on beliefs or tastes that can be explained by psychological and sociologi-
cal theories, which economists study in behavioral economics  (Chapter 4) .

One such explanation for a  direct network externality effect is  based on con-
sumer attitudes toward other consumers.  Harvey Leibenstein (1950)  suggested 
that consumers sometimes want a good because everyone else has it.  A fad or 
other popularity-based explanation for a  positive network externality is  called a 
 bandwagon effect:  A person places greater value on a  good as  more and more 
other people possess it.22 The success of the iPad today may be partially due to its 
early popularity.

The opposite, negative network externality is called a snob effect:  A person places 
greater value on a good as fewer and fewer other people possess it.  Some people 
prefer an original painting by an unknown artist to a lithograph by a star because no 
one else can possess that painting.  (As Yogi Berra is reported to have said, Nobody 
goes there anymore; its too crowded.)

Ne twork exte rnalitie s as an explanation 
for Monopolie s
Because of the need for a critical mass of customers in a market with a positive 
network externality, we sometimes see only one large firm surviving.  Visas ad 
campaign tells consumers that Visa cards are accepted everywhere you want to 
be,  including places that dont take American Express.  One could view its ad 
campaign as an attempt to convince consumers that its card has a critical mass and 
therefore that everyone should carry it.

The Windows operating system largely dominates the marketnot because it 
is technically superior to Apples operating system or Linuxbut because it has a 
critical mass of users.  Consequently, a developer can earn more producing software 
that works with Windows than with other operating systems, and the larger number 
of software programs makes Windows increasingly attractive to users.

But having obtained a monopoly, a firm does not necessarily keep it.  History is 
filled with examples where one product knocks off another:  The king is dead; long 
live the king. Google replaced Yahoo!  as the predominant search engine.  Microsofts 
Explorer displaced Netscape as the big-dog browser, followed in turn by Google 
Chrome.  Levi Strauss is no longer the fashion leader among the jeans set.

22Jargon alert:  Some economists use bandwagon effect  to mean any positive network externalitynot 
just those that are based on popularity.
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Min i - Ca se In recent years, many people have argued that natural monopolies emerge after 
brief periods of Internet competition.  A typical Web business requires a large up-
front fixed costprimarily for development and promotionbut has a relatively 
low marginal cost.  Thus, Internet start-ups typically have downward-sloping 
average cost per user curves.  Which of the actual or potential firms with decreas-
ing average costs will dominate and become a natural monopoly?23

In the early years, eBays online auction site,  which started in 1995, faced 
competition from a variety of other Internet sites including Yahoo!  Auctions, 
which the then mighty Yahoo!  created in 1998.  At the time, many commentators 
correctly predicted that whichever auction site first achieved a critical mass of 
users would drive the other sites out of business.  Indeed, most of these alterna-
tive sites died or faded into obscurity.  For example, Yahoo!  Auctions closed its 
U.S.  and Canada sections of the site in 2007, but its Hong Kong, Taiwanese, and 
Japanese sites continue to operate.

Apparently the convenience of having one site where virtually all buyers 
and sellers congregatewhich lowers buyers  search costand creating a valu-
able reputation by having a feedback system (Brown and Morgan, 2006)  more 
than compensates sellers for the lack of competition in sellers  fees.  Brown and 
 Morgan (2009)  found that prior to the demise of the Yahoo!  Auction site,  the 
same type of items attracted an average of two additional bidders on eBay and, 
consequently, the prices on eBay were consistently 20% to 70% higher than 
Yahoo!  Auction prices.

Critical  Mass 

and eBay

Managers should consider initially selling a new product at a low introductory 
price to obtain a critical mass.  By doing so,  the manager maximizes long-run 
profit but not short-run profit.

Suppose that a monopoly sells its goodsay, root-beer-scented jeansfor only 
two periods (after that, the demand goes to zero as a new craze hits the market).  
If the monopoly sells less than a critical quantity of output, Q,  in the first period, 
then its second-period demand curve lies close to the price axis.  However, if the 
good is a success in the first periodat least Q  units are soldthe second-period 
demand curve shifts substantially to the right.

If the monopoly maximizes its short-run profit in the first period, it charges p* 
and sells Q* units, which is fewer than Q.  To sell Q  units, it would have to lower 
its first-period price below p*, which would reduce its first-period profit from 
* to .
In the second period, the monopoly maximizes its profit given its  second-

period demand curve.  If the monopoly sold only Q* units in the first period, it 
earns a relatively low second-period profit of l.  However, if it sells Q  units in the 
first period, it makes a relatively high second-period profit, h.

Introductory 

Prices

Manager ia l  
I mp l i ca t i on

23If Internet sites provide differentiated products (see Chapter 14),  then several sites may coex-
ist even though average costs are strictly decreasing.  In 2007, commentators were predicting the 
emergence of natural monopolies in social networks such as MySpace.  However, whether a single 
social network can dominate for long is debatable as the sites have different attributes.  MySpace lost 
dominance to Facebook.  In turn, Facebook may be losing ground to similar sites such as Google+ ;  
newer models, such as Twitter, Flickr, and Instagram; or sites that cater to specialized audiences, 
such as Classmates and LinkedIn.
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Brand-Name  and 

Ge ne ric Drugs

Manag e rial 

S o l u tion

When generic drugs enter the market after the patent on a brand-name drug 
expires, the demand curve facing the brand-name firm shifts to the left.  Why do 
many brand-name drug companies raise their prices after generic rivals enter the 
market? The reason is that the demand curve not only shifts to the left but also 
rotates so that it is less elastic at the original price.

The price the brand-name firm sets depends on the elasticity of demand.  
When the firm has a patent monopoly, it faces the linear demand curve D1  in the 
figure.  The intersection of the corresponding marginal revenue curve MR1  and 
the marginal cost curve determines the monopoly optimum, e1.  (Because MR1  is 
twice as steeply sloped as D1,  it intersects the MC  curve at Q1,  while the demand 
curve D1  intersects the MC  curve at 2Q1. )  The monopoly sells the Q1  units at a 
price of p1.

After the generic drugs enter the market, the linear demand curve facing the 
original patent holder shifts leftward to D2 and becomes steeper and less elastic 
at the original price.  The firm now maximizes its profit at e2,  where the quantity, 
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Should the monopoly charge a  low introductory price in the first period? 
Its objective is to maximize its long-run profit:  the sum of its profit in the two 
periods.24 If the firm has a critical mass in the second period, its extra profit is 

h - l.  To obtain this critical mass by charging a low introductory price in the 
first period, it lowers its first-period profit by * - .  Thus, a manager should 
charge a low introductory price in the first period if the first-period loss is less 
than the extra profit in the second period.  This policy is  apparently profitable 
for many firms:  A 2012 Google search found 103 million Web pages touting an 
introductory price.

24Firms place lower value on profit in the future than profit today (Chapter 7) .  However, for 
 simplicity, we assume that the monopoly places equal value on profit in either period.
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Q2,  is smaller than Q1  because D
2 lies to the left of D1.  However, the new price, 

p2,  is higher than the initial price, p1,  because the D
2 demand curve is less elastic 

at the new optimum quantity Q2 than is the D
1  curve at Q1.

Why might the demand curve rotate and become less elastic at the initial 
price? One explanation is that the brand-name firm has two types of consumers 
with different elasticities of demand who differ in their willingness to switch to 
a generic.  One group of consumers is relatively price sensitive and switches to 
the lower-priced generics.  However, the brand-name drug continues to be the 
monopoly supplier to the remaining brand-loyal customers whose demand is 
less elastic than that of the price-sensitive consumers.  These loyal customers 
prefer the brand-name drug because they are more comfortable with a familiar 
product, worry that new products may be substandard, or fear that differences 
in the inactive ingredients might affect them.

Older customers are less likely to switch brands than younger people.  A sur-
vey by the American Association of Retired Persons found that people aged 65 
and older were 15% less likely than people aged 45 to 64 to request generic ver-
sions of a drug from their doctor or pharmacist.  Similarly, patients with generous 
insurance plans may be more likely to pay for expensive drugs (if their insurer 
permits)  than customers with more limited insurance policies.

SuMMary

1 . Monopoly Profit Maximization.  Like any 
firm, a  monopolya single  sellermaximizes 
its profit by setting its output so that its marginal 
revenue equals its  marginal cost.  The monopoly 
makes a positive profit if its  average cost is  less 
than the price at the profit-maximizing output.

2.  Marke t Powe r.  Market power is  the ability of 
a firm to significantly affect the market price.  The 
extent of a  firms market power depends on the 
shape of the demand curve.  The more  elastic 
the demand curve at the point where the firm is 
producing,  the lower the markup of price over 
marginal cost.

3.  Marke t Failure  Due  to Monopoly Pricing.   
Because a monopolys price is above its marginal 
cost,  too little  output is  produced, and society 
suffers a deadweight loss.  The monopoly makes 
higher profit than it would if it acted as a  price 
taker.  Consumers are worse off, buying less output 
at a higher price.

4.  Cause s of Monopoly.  A firm may be a monop-
oly if it has lower operating costs than rivals, due 
to reasons such as superior knowledge or control 
of a key input.  A market may also have a natural 
monopoly  if one firm can produce the market out-
put at lower average cost than can a larger num-
ber of firms (even if all firms have the same cost 

function).  Many, if not most, monopolies are cre-
ated by governments, which prevent other firms 
from entering the markets.  One important barrier 
to entry is a patent, which gives the inventor of a 
new product or process the exclusive right to sell 
the product or use the process for 20 years in most 
countries.

5.  adve rtising.  A monopoly advertises or engages 
in other promotional activity to shift its demand 
curve to the right or make it less elastic so as to 
raise its profit net of its advertising expenses.

6.  Ne tworks,  Dynamics,  and  Be havioral 
economics.  If a  good has  a  positive network 
externality so that its  value to a  consumer grows 
as the number of units sold increases, then current 
sales affect a  monopolys  future demand curve.  
A monopoly may maximize its profit over time by 
setting a low introductory price in the first period 
in which it sells the good and then later raising 
its  price as  its  products popularity ensures large 
future sales at a higher price.   Consequently,  the 
monopoly is  not maximizing its  short-run profit 
in the first period but is  maximizing the sum of 
its  profits  over all  periods.  Behavioral econom-
ics  provides  an explanation for some network 
externalities, such as bandwagon effects and snob 
effects.
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Qu eS t I ON S

All exercises  are available on  MyEconLab;  * = answer  at  the back of this  book;  C = use of calculus  may be necessary.

1 .  Monopoly Profit Maximization 

 1 .1  If the inverse demand function is  p = 300 - 3Q,  
what is  the marginal revenue function?  Draw the 
demand and marginal revenue curves.  At what 
quantities do the demand and marginal revenue 
curves hit the quantity axis?  (Hint:  See Q&A 9.1 .)

 1 .2 If the inverse demand function a monopoly faces 
is p = 10Q - 0.5,  what is the firms marginal revenue 
function? C  (Hint:  See Q&A 9.1 .)

 *1 .3 If the inverse demand function is  p = 500 - 10Q,  
what is  the elasticity of demand and revenue at 
Q = 10?

 1 .4 Is a monopolys profit affected if it chooses price or 
quantity (assuming it chooses them optimally)? Why 
cant a monopoly choose both price and  quantity?

 1 .5 For the monopoly in Figure 9.3, at what quantity is 
its revenue maximized? (Hint:  At the quantity where 
the revenue function reaches its peak, the slope of 
the revenue function is zero.  That is, MR = 0.)  Why 
is  revenue maximized at a  larger quantity than 
profit?  Modify panel b  of Figure 9.3  to show the 
revenue curve.

 1 .6 Are major-league baseball clubs profit-maximizing 
monopolies?  Some observers of this market have 
contended that baseball club owners want to maxi-
mize attendance or revenue.  Alexander (2001)  says 
that one test of whether a firm is a profit- maximizing 
monopoly is to check whether the firm is operating 
in the elastic portion of its  demand curve (which 
he finds is true).  Why is that a relevant test?  What 
would the elasticity be if a baseball club were maxi-
mizing revenue?

 1 .7 Using a  graph,  show under what condition the 
monopoly operatesdoes not shut downin the 
long run.  Discuss your result in terms of the demand 
curve and the average cost curve at the profit- 
maximizing quantity.

 1 .8 Why might a monopoly operate in any part (down-
ward sloping, flat, upward sloping)  of its long-run 
average cost curve, but a competitive firm will oper-
ate only at the bottom or in the upward-sloping 
section?

 1 .9  AT&T Inc., the large U.S.  phone company and the 
one-time monopoly, left the payphone business at 
the beginning of 2009 because people were switch-
ing to  wireless  phones.  U.S.  consumers owning 
cellphones reached 80% by 2007 and 86% by 2012 
according to the Pew Research Center.  Consequently, 
the number of payphones fell from 2.6 million at the 

peak in 1998 to 1  million in 2006 (Crayton Harrison, 
AT&T to Disconnect Pay-Phone Business After 129 
Years,  Bloomberg.com,  December 3,  2007) .  Use 
graphs to explain why a monopoly exits a market 
when its demand curve shifts to the left.

 *1 .10 The  inverse  demand  function a  monopoly 
faces  is  p = 100 - Q.  The  firms  cost curve  is 
C(Q) = 10 + 5Q.  What is  the profit- maximizing 
solution?  How does  your  answer  change  if 
C(Q) = 100 + 5Q?

 1 .11  The inverse demand function a monopoly faces is 
p = 10Q-0.5  (Hint:  See Question 1 .2).  The firms cost 
curve is C(Q) = 5Q.  What is the profit-maximizing 
solution? C

 1 .12 Show that after a  shift in the demand curve,  a 
monopolys price may remain constant but its out-
put may rise.

2.  Marke t Power 

 2.1  Why is the ratio of the monopolys price to its mar-
ginal cost, p/MC,  larger if the demand curve is less 
elastic at the optimum quantity?  Can the demand 
curve be inelastic at that quantity?

 2.2 When will  a  monopoly set its  price equal to  its 
 marginal cost?

 2.3 The U.S.  Postal Service (USPS)  has a  constitution-
ally guaranteed monopoly on first-class  mail.  In 
2015, it charged 49 for a stamp, which was not the 
profit-maximizing pricethe USPSs goal,  alleg-
edly, is  to break even rather than to turn a profit.  
Following the postal services in Australia, Britain, 
Canada, Switzerland, and Ireland, the USPS allowed 
Stamps.com to sell a  sheet of twenty 49  stamps 
with a photo of your dog, your mommy, or what-
ever image you want for $22 (thats $1 .10 per stamp, 
or a  224% markup).  Stamps.com keeps the extra 
beyond the 49 it pays the USPS.  What is the firms 
Lerner Index? If Stamps.com is a profit-maximizing 
monopoly, what elasticity of demand does it face for 
a customized stamp?

 2.4 According to  the California Nurses  Association, 
Tenet Healthcare hospitals marked up drugs sub-
stantially.  At Tenets Sierra Vista Regional Medical 
Center,  drug prices were 1 ,840.80% of the hospi-
tal s costs (Chuck Squatriglia and Tyche Hendricks, 
Tenet Hiked Drug Prices, Study Finds More Than 
Double  U.S.  Average,  San  Francisco  Chronicle,  
November 24, 2002:  A1, A10).  Assuming Tenet was 
maximizing its  profit,  what was the elasticity of 
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demand that Tenet believed it faced? What was its 
Lerner Index for drugs?

 2.5 In 2015, Apple introduced the Apple Watch.  Accord-
ing to HIS, the cost of producing the 38mm Apple 
Watch Sport was $84.  The price was $349.  What 
was Apples price/marginal cost ratio?  What was 
its  Lerner Index?  If Apple is  a  short-run profit- 
maximizing monopoly, what elasticity of demand 
did Apple believe it faced? C

 *2.6 In 2009, the price of Amazons Kindle 2 was $359, 
while iSuppli estimated that its marginal cost was 
$159.  What was Amazons  Lerner Index?  What 
elasticity of demand did it face if it was engaging in 
short-run profit maximization?

 2.7 When Apple introduced its  first portable media 
player, the iPod, its constant marginal cost of pro-
ducing the top-of-the-line model was $200  (iSuppli), 
its fixed cost was approximately $736 million, and 
we estimate that its  inverse demand function was 
p = 600 - 25Q,  where Q  is  units measured in mil-
lions.  What was Apples  average cost function? 
Assuming that Apple was maximizing its short-run 
monopoly profit,  what was its  marginal revenue 
function?  What were its  profit-maximizing price 
and quantity, profit,  and Lerner Index?  What was 
the elasticity of demand at the profit-maximizing 
level?  Show Apples profit-maximizing solution in 
a figure.  (Hint:  See Q&A 9.2.)

 2.8 Xerox, the U.S.  Postal Service, and McDonalds have 
enjoyed significant market power in the past.  List 
and explain three major factors that have eroded this 
market power.

3.  Market Failure Due to Monopoly Pricing 

 3.1  A monopoly has a  constant marginal cost of pro-
duction of $1  per unit and a  fixed cost of $10.  
Draw the firms MC,  AVC,  and AC  curves.  Add a 
 downward-sloping demand curve, and show the 
profit- maximizing quantity and price.  Indicate the 
profit as an area on your diagram.  Show the dead-
weight loss.

 3.2 A monopoly has an inverse demand function given 
by p = 120 - Q  and a  constant marginal cost of 
10.  Calculate the deadweight loss if the monopoly 
charges the profit-maximizing price.

 3.3 What is the effect of a lump-sum tax (which is like 
an additional fixed cost)  on a  monopoly?  (Hint:  
 Consider the possibility that the firm may shut 
down, and see Q&A 9.3.)

 3.4 If the inverse demand function is  p = 120 - Q  
and the marginal cost is  constant at 10, how does 
charging the  monopoly a  specific  tax of t = 10 
per unit affect price and quantity and the surplus 

of consumers,  the monopoly, and society (where 
societys surplus includes the tax revenue)?  What 
is the incidence of the tax on consumers? (Hint:  See 
Q&A 9.3.)

 *3.5 Show mathematically that a  monopoly may raise 
the price to consumers by more than a specific tax 
imposed on it.  (Hint:  Consider a monopoly facing 
a constant-elasticity demand curve and a constant 
marginal cost, m. )  C

 3.6 Figure 9.4 illustrates the effect of imposing a specific 
tax of $8 per unit of a monopolys output.  Suppose 
that instead of charging a specific tax, the govern-
ment charges a profit tax of 10%.  How does this 
profit tax affect the equilibrium price and quan-
tity, consumer surplus, producer surplus, and total 
surplus.

4.  Causes of Monopoly 

 *4.1  Can a firm be a natural monopoly if it has a U-shaped 
average cost curve?  Why or why not?  (Hint:  See 
Q&A 9.4.)

 *4.2 Can a firm operating in the upward-sloping portion 
of its  average cost curve be a  natural monopoly? 
Explain.  (Hint:  See Q&A 9.4.)

 4.3 Figure 9.6 shows that two firms producing 6 units 
each have a higher total cost than one firm produc-
ing 12 units.  Given the cost function underlying 
Figure 9.6, would two firms each producing output 
Q  (7  0)  always incur more total cost than one firm 
producing 2Q? (Hint:  See Q&A 9.4.)

 4.4 Once the copyright runs out on a book or a piece 
of music,  it can legally be placed on the Internet 
for anyone to download.  In 1998 the U.S.  Congress 
extended the copyright law to 95 years after the orig-
inal publication.  But the copyright holds for only 
50 years in Australia and 70 years in the European 
Union.  Thus, an Australian Web site could post Gone 
With the Wind,  a 1936 novel, or Elvis Presleys 1954 
single Thats All Right,  while a  U.S.  site could 
not.  Obviously, this legal nicety wont stop U.S.  fans 
from downloading from Australian or European 
sites.  Discuss how limiting the length of a copyright 
would affect the pricing used by the publisher of a 
novel.

 4.5 In the Mini-Case Botox,  consumer surplus, trian-
gle A,  equals the deadweight loss, triangle C.  Show 
that this equality is a result of the linear demand and 
constant marginal cost assumptions.

5.  advertising 

 5.1  Using a graph, explain why a firm might not want 
to  spend money on advertising, even if such an 
expenditure would shift the firms demand curve 
to the right.
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 *5.2 A monopolys  inverse  demand  function is 
p = 100 - Q + (5A - A2)/Q,  where Q  is  its quan-
tity, p  is  its price, and A  is the level of advertising.  
Its marginal cost of production is constant at 10, and 
its  cost of a  unit of advertising is  1 .  What are the 
firms profit-maximizing price, quantity, and level 
of advertising? (Hint:  See Q&A 9.5.)  C

 5.3 A monopolys  inverse  demand  function is 
p = Q-0.25A0.5,  where Q  is  its quantity, p  is  its price, 
and A  is  the level of advertising.  Its constant mar-
ginal and average cost of production is  6,  and its 
cost of a  unit of advertising is  0.25.  What are the 
firms profit-maximizing price, quantity, and level 
of advertising? (Hint:  See Q&A 9.5.)  C

 5.4 Why are newsstand prices higher than subscription 
prices for an issue of a magazine?

 5.5 Canada subsidizes Canadian magazines to  offset 
the invasion of foreign (primarily U.S.)  magazines, 
which take 90% of the countrys sales.  The Canada 
Magazine Fund provides a lump-sum subsidy to 
various magazines to maintain a Canadian pres-
ence against the overwhelming presence of foreign 
magazines.  Eligibility is  based on high levels of 
investment in Canadian editorial content and reli-
ance on advertising revenues.  What effect will a 
lump-sum subsidy have on the number of subscrip-
tions sold?

 5.6 Use a diagram similar to Figure 9.7 to illustrate the 
effect of social media on the demand for Super Bowl 
commercials.  (Hint:  See the Mini-Case Super Bowl 
Commercials.)

6. Ne tworks, Dynamics, and Behavioral economics

 6.1  A monopoly chocolate manufacturer faces two types 
of consumers.  The larger group, the hoi polloi, loves 
desserts  and has a  relatively flat,  linear demand 
curve for chocolate.  The smaller group, the snobs, is  
interested in buying chocolate only if the hoi polloi 
do not buy it.  Given that the hoi polloi do not buy 
the chocolate, the snobs have a relatively steep, lin-
ear demand curve.  Show the monopolys possible 
outcomeshigh price, low quantity; low price, high 
quantityand explain the condition under which 
the monopoly chooses to cater to the snobs rather 
than to the hoi polloi.

 *6.2 A monopoly produces a good with a network exter-
nality at a constant marginal and average cost of 2.  
In the first period, its  inverse demand function is 

p = 10 - Q.  In the second period, its  demand is 
p = 10 - Q  unless it sells  at least Q = 8  units in 
the first period.  If it meets or exceeds this  target, 
then the demand curve rotates out by  (it sells   
times as many units for any given price),  so that 
its inverse demand function is p = 10 - Q/ .  The 
monopoly knows that it can sell no output after the 
second period.  The monopolys objective is to maxi-
mize the sum of its profits over the two periods.  In 
the first period, should the monopoly set the output 
that maximizes its profit in that period? How does 
your answer depend on ?  C

 6.3 What are the main factors that have created posi-
tive network externalities for eBay? (Hint:  See the 
 Mini-Case, Critical Mass and eBay.)

7.  Manage rial Problem 

 7.1  Under what circumstances will a  drug company 
charge more for its drug after its patent expires?

 7.2 Does the Managerial Solution change if the entry of 
the generic causes a parallel shift to the left of the 
patent monopolys linear demand curve?

 7.3 Some people propose reducing the number of years 
that a drug patent lasts, but their critics argue that 
such a change would result in even higher prices 
during the patent period as companies would need 
to recover drug development costs more quickly.  Is 
this argument valid if drug companies maximize 
profit?

8.  MyEconLab Spreadsheet Exercises25 

 8.1  A monopoly faces the inverse demand function:  
p = 100 - 2Q,  with the corresponding marginal 
revenue function, MR = 100 - 4Q.  The firms total 
cost of production is C = 50 + 10Q + 3Q2,  with a 
corresponding marginal cost of MC = 10 + 6Q.

a.  Create a  spreadsheet for Q = 1, 2, 3, c ,  15.  
Using the MR = MC  rule, determine the profit-
maximizing output and price for the firm and 
the consequent level of profit.

b.  Calculate the Lerner Index of monopoly power 
for each output level and verify its relationship 
with the value of the price elasticity of demand 
(e)  at the profit-maximizing level of output.

c.  Now suppose that a specific tax of 5  per unit is 
imposed on the monopoly.  What is the effect on 
the monopolys profit-maximizing price?

25The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .
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315Questions

 8.2 A monopoly faces the demand function Q = 30 - p.  
Its inverse demand function is therefore p = 30 - Q,  
so its marginal revenue function is MR = 30 - 2Q.  
The firms cost function is C = 6Q + Q2,  so its mar-
ginal cost is MC = 6 + 2Q.  The monopoly sets its 
price.  Its  quantity is  determined by the demand 
function.

a.  Create  a  spreadsheet with headings  Price, 
Quantity, Revenue, Cost, Profit, Marginal Rev-
enue, and Marginal Cost.  Enter prices ranging 
from 15 to 30 in increments of one in Column A 
(the price column).  Enter the appropriate for-
mulas in the other cells in the spreadsheet to 
calculate the values of the other variables for 
each price.  For example, the price of 15  goes 
in cell A2, the quantity demanded at that price 
goes in cell B2,  the resulting revenue at that 
price and quantity goes in cell C2, and so on.  
Find the price that maximizes profit and verify 
that MR = MC  at this price.

b.  Add columns for consumer surplus and total 
surplus  in your spreadsheet.  The formula 
for consumer surplus is  CS = 0.5(30 - p)Q.  
The firms producer surplus equals its  profit 

because it has no fixed cost.  Total surplus is the 
sum of the consumer surplus and the producer 
surplus.  Find the price that maximizes total sur-
plus and verify that p = MC  at this price.  If the 
profit-maximizing monopoly price is  charged 
instead of the price that maximizes total sur-
plus, what is the deadweight loss?

c.  In addition to using the method described in 
parts a and b, use Excels Solver  tool to find the 
price that maximizes profit and the price that 
maximizes consumer surplus.  (Hint:  See the 
instructions for using Solver  in Question 6.2 of 
Chapter 8 or use Excels Help  feature. )

 8.3  A firms  demand function is  Q = 110 - p + 2A0.5,  
where A  is  the amount of advertising undertaken 
by the firm and the price of advertising is  one.  The 
firms  cost of production is  C = 50 + 10Q + 2Q2.  
The  government imposes  a  binding price  con-
trol  at $1 35.  Use  Excel  to  determine the  profit- 
maximizing level  of advertising.  What is  the 
quantity sold?  (Hint:  Try advertising levels  that 
vary in hundreds from 0  to  $1 ,000.  Select the most 
profitable range and try smaller increments within 
that range.)
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1 0
Pricing with Market 
Power

Everything is  worth  what its  purchaser will pay for it.  Publil ius Syrus (first century b.c.)

1 .  Identify the conditions necessary to price discriminate.

2.  Show how a  monopoly may use perfect price discrimination to extract al l  surplus from consumers.

3.  Describe how a  firm sets d ifferent prices for various consumer groups to raise its  profit.

4.  Demonstrate how a firm can increase its profit by charging prices based on the quantities consumers buy.

5.  Show how charging an access fee and a  per-unit price raises profit.

6.  Describe the advantages of sel l ing related products in  a  bundle.

7.  Explain  why firms charge higher prices in  periods of peak demand.

Lea rn i n g  Ob jec t i ves

Because many retail  managers use salestemporarily setting the price below the 

usual  pricesome customers pay lower prices than others over time.  Grocery stores 

are particularly l ikely to put products on  sale frequently.  In  large U.S.  supermarkets,  

a  soft drink brand is on sale 94% of the time.  Either Coke or Pepsi is  on  sale half the 

weeks in  a  year.

Heinz ketchup controlled  62% of the U.S.  ketchup 

market in  201 5.  I ts  market share is  70% in  Canada,  

and  nearly 80% in  the United  Kingdom.  In  201 5,  

Heinz reported  that it sold  over 650 mil l ion  bottles of 

ketchup in  more than 1 40 countries and had annual  

sales of more than $1 .5 bil l ion.  When Heinz ketchup 

goes on  sa le,  switchersketchup customers who 

normally buy whichever brand is  least expensive 

purchase Heinz rather than  the low-price generic 

ketchup.  How can Heinz s managers design a  pat-

tern  of sales that maximizes profit by obtaining extra  

sales from switchers without losing  substantia l  sums 

by sel l ing to its  loyal  customers at a  discount price?  

Under what conditions does it pay for Heinz to have 

a  policy of periodic sales?

Sale Prices

Manager ia l  
P rob l em
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S
ales are not the only means that firms use to charge customers different prices.  
Why are airline fares often substantially less if you book in advance?  Why 
do the spiritualists who live at the Wonewoc Spiritualist Camp give readings 

for $40 for half an hour, but charge seniors only $35 on Wednesdays?1  Why are 
some goods, including computers and software, combined and sold as a bundle? To 
answer these questions, we need to examine how monopolies and other noncom-
petitive firms set prices.

In Chapter 9,  we examined how a monopoly maximizes its profit when it uses  
uniform pricing:  charging the same price for every unit sold of a particular good.  
However, a monopoly can increase its profit if it can use nonuniform pricing,  charg-
ing consumers different prices for the same product or charging a single customer 
a price that depends on the number of units the customer buys.  In this chapter, we 
analyze nonuniform pricing for monopolies, but similar principles apply to any firm 
with market power.

As we saw in Chapter 9,  a  monopoly that sets  a  uniform price sells  only to 
 customers who value the good enough to buy it at the monopoly price, and those 
customers receive some consumer surplus.  The monopoly does not sell the good to 
other customers who value the good at less than the single price, even if those con-
sumers would be willing to pay more than the marginal cost of production.  These 
lost sales cause deadweight loss,  which is the foregone value of these potential sales 
in excess of the cost of producing the good.

A firm with market power can earn a higher profit using nonuniform pricing than 
by setting a uniform price for two reasons.  First, the firm captures some or all of the 
single-price consumer surplus.  Second, the firm converts at least some of the single-
price deadweight loss into profit by charging a price below the uniform price (but 
above the firms marginal cost)  to some customers who would not purchase at the 
single-price level.  A monopoly that uses nonuniform pricing can lower the price to 
these otherwise excluded consumers without lowering the price to consumers who 
are willing to pay higher prices.

In this chapter, we examine several types of nonuniform pricing including price 
discrimination, two-part pricing, bundling, and peak-load pricing.  The most common 
form of nonuniform pricing is price discrimination:  charging consumers different 
prices for the same good based on individual characteristics of consumers, on mem-
bership in an identifiable subgroup of consumers, or on the quantity purchased by the 
consumers.  For example, regular subscribers to the Wall Street Journal  Classic package 
of print and online access pay $28.99 per month, while students, who are price sensi-
tive, are offered the same product for only about 25% of that price, about $7 per month.

Some firms with market power use other forms of nonuniform pricing to increase 
profits.  A firm may use two-part pricing,  where it charges a customer one fee for the 
right to buy the good and an additional fee for each unit purchased.  For example, 
members of health or golf clubs typically pay an annual fee to belong to the club 
and then pay an additional amount each time they use the facilities.  Similarly, cable 
television companies often charge a monthly fee for basic service and an additional 
fee for recent movies.

Another type of nonuniform pricing is called bundling,  where several products 
are sold together as a package.  For example, many restaurants provide full-course 
dinners for a fixed price that is less than the sum of the prices charged if the items 
(appetizer, main dish, and dessert)  are ordered separately ( la carte).

1http://www.msnbc.msn.com/id/20377308/wid/11915829,  August 29, 2007.
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318 ChaPter 1 0   Pricing with  Market Power

1 0.1  Conditions for Price  Discrimination

We start by studying the most common form of nonuniform pricing, price discrimina-
tion,  where a firm charges various consumers different prices for a good.2

Why Price  Discrimination Pays
For almost any good or service, some consumers are willing to pay more than oth-
ers.  A firm that sets a  single price faces a trade-off between charging consumers 
with a high willingness to pay a high price and charging a low enough price to sell 
to other customers with a lower willingness to pay.  As a result, a single-price firm 
sets an intermediate price.  By price discriminating, a firm can partially or entirely 
avoid this trade-off.

Finally, some firms use peak-load pricing:  charging higher prices in periods of peak 
demand than at other times.  For example, ticket prices for flights from cold northern 
cities to Hawaii are higher in the winter months when demand is higher than in the 
summer.

In this chapter, we  

e xamine  se ve n 

main topics

Main  top ic s
1 .  Conditions for Price  Discrimination:  A firm  can  increase its  profit using  price 

d iscrimination  if it  has market power,  if customers d iffer in  their wil l ingness to 

pay,  if  the  firm  can  identify which  customers are more price sensitive than 

others,  and  if  it  can  prevent customers who pay low prices  from resel l ing 

to  those who pay h igh  prices.

2.  Pe rfe ct Price  Discrimination:  I f  a  firm  can  charge the maximum each  cus-

tomer is  wil l ing  to pay for each  unit of output,  the firm  captures a l l  potentia l  

consumer surplus.

3.  Group Price  Discrimination:  A firm  that lacks  the abi l ity to  charge each 

ind ividual  a  d ifferent price may be able to  charge d ifferent prices to  vari-

ous  groups of customers  who d iffer in  their wil l ingness  to  pay for the good.

4.  Nonline ar Price  Discrimination:  A firm  may set d ifferent prices  for la rge 

purchases than  for smal l  ones,  d iscriminating  among consumers by induc-

ing  them to sel f-select the effective price they pay based  on  the quantity 

they buy.

5.  two-Part Pricing:  By charging  consumers  a  fee for the right to  buy a  good 

and  then  a l lowing  them to purchase as much  as  they wish  at an  additional  

per-unit  fee,  a  firm  earns a  h igher profit  than  with  un iform pricing.

6.  Bundling:  By sel l ing  a  combination  of d ifferent products  in  a  package or 

bundle,  a  firm  earns  a  h igher profit  than  by sel l ing  the goods or services 

separately.

7.  Peak-Load Pricing:  By charging higher prices during periods of peak demand 

and lower prices at other times,  a  firm increases its  profit.

2Price discrimination is generally legal in the United States unless it harms competition between 
firms, as specified in the Robinson-Patman Act of 1936.
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3191 0.1  Conditions for Price Discrimination

As with any kind of nonuniform pricing, price discrimination increases profit 
above the uniform pricing level through two channels.  Price discrimination can 
extract additional consumer surplus from consumers who place a high value on the 
good and can simultaneously sell to new customers who would not be willing to pay 
the profit-maximizing uniform price.  We use a pair of extreme examples to illustrate 
these two benefits of price discrimination to firmscapturing more of the consumer 
surplus and selling to more customers.

Suppose that the only movie theater in town has two types of patrons:  college 
students and senior citizens.  College students see the Saturday night movie if the 
price is $20 or less, and senior citizens attend if the price is $10 or less.  Thus, college 
students have a willingness to pay of $20 and senior citizens have a willingness to 
pay of $10.  For simplicity, we assume that the theater incurs no cost when showing 
the movie, so profit is the same as revenue.  We also assume that the theater is large 
enough to hold all potential customers, so the marginal cost of admitting one more 
customer is zero.  Table 10.1  shows how pricing affects the theater s profit.

In panel a, the theater potentially has 10 college student and 20 senior citizen cus-
tomers.  If the theater charges everyone $10, its profit is $300 because all 30 potential 
customers buy a ticket.  If it charges $20, the senior citizens do not go to the movie, so 
the theater makes only $200, receiving $20 each from the 10 college students.  Thus, 
if the theater charges everyone the same price, it maximizes its profit by setting the 
price at $10.  The theater does not want to charge less than $10 because the same 
number of people go to the movie as when $10 is charged.  Charging between $10 
and $20 is less profitable than charging $20 because no extra seniors go and the col-
lege students are willing to pay $20.  Charging more than $20 results in no customers.

If the price is $10, the seniors have no consumer surplus:  They pay exactly what 
seeing the movie is  worth to them.  Seeing the movie is  worth $20 to the college 
students so, if the price is only $10, each has a consumer surplus of $10, and their 
combined consumer surplus is $100.

If the theater can price discriminate by charging senior citizens $10 and college 
students $20, its profit increases to $400.  Its profit rises because the theater makes 

(a)  No Extra Customers from Price Discrimination

Pricing
Profit from 10  College 

Students
Profit from 20 Senior 

Citizens Total Profit

Uniform, $10 $100 $200 $300

Uniform, $20 $200 $0 $200

Price discrimination* $200 $200 $400

(b)  Extra Customers from Price Discrimination

Pricing
Profit from 10 College 

Students
Profit from 5 Senior 

Citizens Total Profit

Uniform, $10 $100 $50 $150

Uniform, $20 $200 $0 $200

Price discrimination* $200 $50 $250

taB Le  1 0 . 1  theate r Profits Base d on the  Pricing Me thod Use d

*The theater price discriminates by charging college students $20 and senior citizens $10.
Notes:  College students go to the theater if they are charged no more than $20.  Senior citizens are 
willing to pay up to $10.  The theater s marginal cost for an extra customer is zero.
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$200 from the seniors (the same amount as when it was selling all tickets for $10)  but 
gets an extra $100 from the college students ($10 more from each of the 10 students).  
By price discriminating, the theater sells the same number of seats but makes more 
money from the college students, capturing all the consumer surplus they had under 
uniform pricing.  Neither group of customers has any consumer surplus if the theater 
price discriminates.

In panel b, the theater potentially has 10 college student and 5 senior citizen cus-
tomers.  If the theater must charge a single price, it charges $20.  Only college students 
see the movie, so the theater s profit is  $200.  (If it charges $10, both students and 
seniors go to the theater, but its profit is only $150.)  If the theater can price discrimi-
nate and charge seniors $10 and college students $20, its profit increases to $250.  
Here the gain from price discrimination comes from selling more tickets (those sold 
to seniors)  and not from making more money on the same number of tickets, as in 
panel a.  With price discrimination the theater earns as much from the students as 
without price discrimination, and makes more from the seniors.  Neither customer 
group enjoys any consumer surplus.

These examples illustrate the two channels through which price discrimination 
can increase profit:  charging some existing customers more or selling extra units.  
Leslie (1997)  found that Broadway theaters in New York increase their profits 5% by 
price discriminating rather than using uniform prices.

In the examples just considered, the movie theater s ability to increase its profits 
by price discrimination arises from its ability to segment the market into two groups, 
students and senior citizens, with different levels of willingness to pay.

Min i - Case Disneyland, in southern California, is a well-run operation that rarely misses a 
trick when it comes to increasing its profit.  (Indeed, Disneyland mints money:  
When you enter the park, you can exchange U.S.  currency for Disney dollars, 
which can be spent only in the park.)3

In 2015,  Disneyland charged local Southern 
Californians $139 for two visits to  Disneyland or 
Disneys California Adventure park, but charged 
people from out of the area $178 for a two-day pass 
to  only one of the parks.  This policy of charging 
locals  a  discounted price makes sense if out-of-
town visitors are willing to pay more than locals 
and if Disneyland can prevent locals from selling 
discounted tickets to nonlocals.  Imagine a Midwest-
erner whos never been to Disneyland and wants to 
visit.  Travel accounts for most of the trips cost, so 
spending a few extra dollars to enter the park makes 
little percentage difference in the total cost of the 
visit and hence does not greatly affect that persons 
decision about visiting Disneyland.  In contrast, for 
a local who has been to Disneyland many times and 

Disne yland Pricing

3According to http://www.babycenter.com/,  it costs $411,214 to raise a child from cradle through 
college.  Parents can cut that total in half, however:  They dont have  to take their kids to Disneyland.
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Which Firms Can Price Discriminate
Not all firms can price discriminate.  For a firm to price discriminate successfully, 
three conditions must be met.

First,  a  firm must have market power.  Without market power, a firm cannot charge 
any consumer more than the competitive price.  A monopoly, an oligopoly firm, or a 
monopolistically competitive firm might be able to price discriminate.  However, a 
perfectly competitive firm cannot price discriminate because it must sell its product 
at the given market price.

Second, for a firm to profitably discriminate,  groups of consumers or individual consumers 
must have demand curves that differ,  and the firm must be able to identify how its  consum-
ers demand curves differ.  The movie theater knows that college students and senior 
citizens differ in their willingness to pay for a ticket, and Disneyland knows that 
tourists and local residents differ in their willingness to pay for admission.  In both 
cases, the firms can identify members of these two groups by using driver s licenses 
or other forms of identification.  Similarly, if a  firm knows that each individuals 
demand curve slopes downward, it may charge each customer a higher price for the 
first unit of a good than for subsequent units.

Third,  a  firm must be able to  prevent or limit resale.  The price-discriminating firm 
must be able to prevent consumers who buy the good at low prices from reselling 
the good to customers who would otherwise pay high prices.  Price discrimination 
doesnt work if resale is easy because the firm would be able to make only low-price 
sales.  A movie theater can charge different prices for different groups of customers 
because those customers normally enter the theater as soon as they buy their tick-
ets, and therefore they do not have time to resell them.  For events that sell tickets in 
advance, other methods can be used to prevent resale, such as having different colors 
for childrens tickets and adults  tickets.

The first two conditionsmarket power and the ability to identify groups with 
different price sensitivitiesare present in many markets.  Usually, the biggest obsta-
cle to price discrimination is a firms inability to prevent resale.

4In 2012, a Southern Californian couple, Jeff Reitz and Tonya Mickesh, were out of work, so they 
decided to cheer themselves up by using their annual passes to visit Disneyland 366 days that year 
(a leap year).

for whom the entrance price is a larger share of the total cost, a slightly higher 
entrance fee might prevent a visit.4

Charging both groups the same price is not in Disneys best interest.  If Dis-
ney were to charge the higher price to everyone, many locals wouldnt visit the 
park.  If Disney were to use the lower price for everyone, it would be charging 
nonresidents much less than they are willing to pay.

Preventing resale is easier in certain industries than in others.  In industries where 
resale is initially easy, managers can act to make resale more costly.

Resale is difficult or impossible for most services.  If a plumber charges you less 
than your neighbor for fixing a clogged water pipe, you cannot make a deal with 
your neighbor to resell this service.  Even for physical goods, resale is  difficult 

Preventing 

resale

Manageria l  
I mp l i ca t i on
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when transaction costs are high.  The higher the transaction costs a  consumer 
must incur to resell a good, the less likely resale becomes.  Suppose that you are 
able to buy a 50-pound bag of cement (which, in addition to being heavy, is also 
dusty)  for $1  less than the usual price.  Would you take the time and trouble to 
buy the cement and seek a buyer willing to pay an extra dollar,  or would the 
transaction costs be prohibitive?  The more valuable a product is and the more 
widely consumed it is, the more likely it is that transaction costs are low enough 
to allow resale.

Some firms act to raise transaction costs or otherwise make resale difficult.  If 
your college requires that someone with a student ticket to a sporting event show 
a student identification card containing a photo, it will be difficult to resell your 
low-price tickets to nonstudents who pay higher prices.  When students at some 
universities buy computers at lower-than-usual prices, they must sign a contract 
that forbids resale of the computer.  Disney prevents resale by locals who can buy 
a ticket at a lower price by checking driver s licenses and requiring that the ticket 
be used for same-day entrance.

Governments  frequently aid  price  discrimination by preventing resale.  
 Government tariffs  (taxes on imports)  limit resale by making it expensive to buy 
a branded good in a low-price country and resell it in a high-price country.  For 
example, under U.S.  trade laws, certain brand-name perfumes may not be sold in 
the United States except by their manufacturers.  Similarly, if the countries have 
very different safety rules, a product sold in one country might not be legally 
sold in another.

However, such a resale is  legal for many products.  Imported goods that go 
through legal, but unofficial channels that are unauthorized by the original manu-
facturer are said to sell in a gray market  or parallel market.  To make such a transac-
tion unattractive Nikon provides a warranty that is only applicable in the country 
in which the good is supposed to be sold.

Min i - Case During the holiday season, stores often limit how many of the hottest items
such as this year s best-selling toya customer can buy.  But it may surprise 
you that Web sites of luxury-goods retailers such as Saks Fifth Avenue, Neiman 
Marcus, and Bergdorf Goodman limit how many designer handbags one can 
buy.  For example, the Bergdorf Goodman site wont let you order more than one 
Prada Lizard Trimmed Nylon Shoulder Bag at $4,190.

Some Web sites explain that they impose limits due to popular demand.  
The more plausible explanation is that the restriction facilitates international 
price discrimination.  The handbag manufacturers force U.S.  retailers to limit 
the number one person can buy to prevent people from buying large numbers 
of bags and reselling them in Europe or Asia where the same items in Prada 
and Gucci stores often cost 20% to 40% more.  By purchasing from Pradas U.S.  
online site, one must agree that the purchase is solely for private household use, 
that commercial resale or sale outside of the United States is  not authorized, 
and that the company reserves the right to  reject orders  and to limit order 
quantities.

Pre ve nting re sale  

of De signe r Bags
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Not all  Price Differences are Price Discrimination
Not every seller who charges consumers different prices is  price discriminating.  
A seller price discriminates by charging different prices for units of a  good that 
cost the same to produce.  In contrast, newsstand prices and subscription prices for 
magazines differ in large part because of the higher cost of selling at a newsstand 
rather than the lower cost of mailing magazines directly to consumers or providing 
online access.

The 2015 subscription price for print and digital issues of the Economist  magazine 
for a year is $160 for a standard subscription and $96 for a college student subscrip-
tion.  The price difference between the standard subscription rate and the college 
student rate reflects pure price discrimination because the two subscriptions are 
identical in every respect except the price.  The standard subscription is only 39% 
of the newsstand price, $407.49, which reflects in part the higher cost of selling the 
magazine at a newsstand, rather than mailing it directly to customers.  Thus, this 
price difference does not reflect pure price discrimination.

types of Price Discrimination
Traditionally, economists focus on three types of price discrimination:  perfect price 
discrimination, group price discrimination, and nonlinear price discrimination.  With 
perfect price discriminationalso called first-degree price discrimination  the firm 
sells each unit at the maximum amount any customer is willing to pay.  Under perfect 
price discrimination, the price differs across consumers and a given consumer may 
pay higher prices for some units than for others.

With group price discriminationalso called third-degree price discriminationthe 
firm charges each group of customers a different price, but it does not charge dif-
ferent prices within the group.  The price that a firm charges a consumer depends 
on that consumer s membership in a particular group.  Thus not all customers pay 
different prices:  The firm sets different prices only for a few groups of customers.  
Group price discrimination is the most common type of price discrimination.

A firm engages in nonlinear price discrimination  (also called second-degree price 
discrimination)  when it charges a different price for large purchases than for small 
quantities, so that the price paid varies according to the quantity purchased.  With 
pure nonlinear price discrimination, all customers who buy a given quantity pay the 
same price; however, firms can combine nonlinear price discrimination with group 
price discrimination, setting different nonlinear price schedules for different groups 
of consumers.

1 0.2 Perfect Price Discrimination

A firm with market power that knows exactly how much each customer is willing 
to pay for each unit of its good and is able to prevent resale can charge each person 
his or her reservation price:  the maximum amount a person is willing to pay for a 
unit of output.  Such an all-knowing firm can perfectly price discriminate.  By selling 
each unit of its output to the customer who values it the most at the maximum price 
that person is willing to pay, the perfectly price-discriminating monopoly captures 
all possible consumer surplus.

Perfect price discrimination is  rare because firms do not have perfect infor-
mation about their customers.  Nevertheless,  it is  useful to examine perfect price 
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discrimination because it is the most efficient form of price discrimination and pro-
vides a benchmark against which we can compare other types of nonuniform pricing.

We now show how a firm with full information about consumer reservation prices 
can use that information to perfectly price discriminate.  Next, we compare the mar-
ket outcomes (price, quantity, surplus)  of a perfectly price-discriminating monopoly 
to those of perfectly competitive and uniform-price monopoly firms.

how a Firm Pe rfe ctly Price  Discriminate s
A firm with market power that can prevent resale and has full information about its 
customers  willingness-to-pay price discriminates by selling each unit at its reserva-
tion pricethe maximum amount any consumer would pay for it.  The maximum 
price for any unit of output is given by the height of the demand curve at that output 
level.  In the demand curve facing a monopoly in Figure 10.1 , the first customer is 
willing to pay $6 for a unit, the next is willing to pay $5, and so forth.  A perfectly 
price-discriminating firm sells its first unit of output for $6.  Having sold the first 
unit, the firm can get at most $5 for its second unit.  The firm must drop its price by 
$1  for each successive unit it sells.

A perfectly price-discriminating firms marginal revenue is the same as its price.  
As the figure shows, the firms marginal revenue is  MR1 = $6 on the first unit, 
MR2 = $5 on the second unit, and MR3 = $4 on the third unit.  As a result, if it can 
perfectly price discriminate,  a  firms marginal revenue curve is  the same as its  demand curve.

This firm has a constant marginal cost of $3 per unit.  It pays for the firm to pro-
duce the first unit because the firm sells that unit for $6, so its marginal revenue 
exceeds its marginal cost by $3.  Similarly, the firm sells the second unit for $5 and the 

F I GU re  1 0 . 1  Pe rfe ct Price  Discrimination

The monopoly can  charge $6 
for the first unit,  $5 for the sec-
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3251 0.2 Perfect Price Discrimination

third unit for $4.  The firm breaks even when it sells the fourth unit for $3.  The firm 
is unwilling to sell more than four units because its marginal cost would exceed its 
marginal revenue on all successive units.  Thus, like any profit-maximizing firm, a 
perfectly price-discriminating firm produces at point e,  where its marginal revenue 
curve intersects its marginal cost curve.

A firms  revenue is  the sum of the marginal revenues for each unit sold.  
Therefore,  this  perfectly price-discriminating firms  revenue is  MR1 + MR2 +

MR3 + MR4 = $6 + $5 + $4 + $3 = $18, which is the area under its marginal rev-
enue curve up to the number of units, four, it sells.  If the firm has no fixed cost, its 
cost of producing four units is $12 = $3 * 4, so its profit is $6.

Pe rfe ct Price  Discrimination Is efficie nt  

but harms Some  Consume rs

Perfect price discrimination is efficient:  It maximizes the sum of consumer surplus 
and producer surplus.  Therefore, both perfect competition and perfect price dis-
crimination maximize total surplus.  However, with perfect price discrimination,  the 
entire surplus goes to the firm, whereas under competition consumers obtain some surplus.

If the market illustrated in Figure 10.2 is  competitive, the intersection of the 
demand curve and the marginal cost curve, MC,  determines the competitive equi-
librium at ec,  where price is pc  and quantity is Qc.  Consumer surplus is A + B + C,  
producer surplus is D + E,  and society suffers no deadweight loss.  The market is 
efficient because the price, pc,  equals the marginal cost,  MCc.  With a single-price 
monopoly (which charges all its customers the same price), the intersection of the 
MC  curve and the single-price monopolys marginal revenue curve, MRs,  determines 
the output, Qs.

5 The monopoly operates at es,  where it charges ps.  The deadweight 
loss from monopoly is C + E.  This efficiency loss is due to charging a price, ps,  above 
marginal cost, MCs,  so less is sold than in a competitive market.

A perfectly price-discriminating firm sells  each unit at its  reservation price, 
which is the height of the demand curve.  As a result, the firms price-discrimination 
 marginal revenue curve, MRd,  is the same as its demand curve.  It sells the Qd  unit 
for pc,  where its marginal revenue curve, MRd,  intersects the marginal cost curve, 
MC,  so it just covers its marginal cost on the last unit.  The firm is unwilling to sell 
additional units because its marginal revenue would be less than the marginal cost 
of producing them.

A perfectly price-discriminating firms producer surplus from the Qd  units 
it sells  is  the area below its  demand curve and above its  marginal cost curve, 
A + B + C + D + E.  Its profit is the producer surplus minus its fixed cost, if any.  
Consumers receive no consumer surplus because each consumer pays his or her 
reservation price.  The perfectly price-discriminating firms profit-maximizing solu-
tion has no deadweight loss  because the last unit is sold at a price, pc,  that equals the 
marginal cost, MCc,  as in a competitive market.  Thus, both a perfect price discrimina-
tion outcome and a competitive equilibrium are efficient.

The perfect price discrimination solution differs from the competitive equilibrium 
in two important ways.  First, in the competitive equilibrium, everyone is charged 
a price equal to the equilibrium marginal cost, pc = MCc;  however, in the perfect 

5We assume that if we convert a monopoly into a competitive industry, the industrys marginal cost 
curvethe lowest cost at which an additional unit can be produced by any firmis the same as the 
monopoly MC  curve.  The industry MC  curve is the industry supply curve (Chapter 8).
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326 ChaPter 1 0   Pricing with  Market Power

price discrimination equilibrium, only the last unit is sold at that price.  The other 
units are sold at customers  reservation prices, which are greater than pc.  Second, 
consumers receive some net benefit (consumer surplus, A + B + C  )  in a competitive 
market, whereas a perfectly price-discriminating monopoly captures all the surplus 
or potential gains from trade.  Thus, perfect price discrimination does not reduce 
efficiencyboth output and total surplus are the same as under competitionbut 
it does redistribute income away from consumers.  Consumers are much better off 
under competition.

Is a  single-price or a  perfectly price-discriminating monopoly better for con-
sumers?  The perfect price discrimination equilibrium is  more efficient than the 
 single-price monopoly equilibrium because more output is produced.  A single-price 
monopoly, however, takes less consumer surplus from consumers than a perfectly 

F I GU re  1 0 . 2   Compe titive ,  Single -Price ,  and Pe rfe ct Price  Discrimination  

Outcome s

In  the competitive market equil ibrium,  ec,  price is  
pc,  quantity is  Qc,  consumer surplus is  A + B + C,  
producer surplus is  D + E,  and  society has  no 
deadweight loss.  In  the single-price monopoly 
equil ibrium,  es,  price is  ps,  quantity is  Qs,  consumer 
surplus  fa l ls  to  A ,  producer surplus is  B + D ,  and  
deadweight loss  is  C + E.  I n  the perfect price 

d iscrimination  equ i l ibrium,  the  monopoly sel l s  
each  unit at the customer s reservation  price on 
the demand curve.  I t sel ls  Qd  (=  Qc)  units,  where 
the last unit is  sold  at its  marginal  cost.  Custom-
ers have no consumer surplus,  but society has no 
deadweight loss.
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3271 0.2 Perfect Price Discrimination

price-discriminating monopoly.  Consumers who put a relatively high value on the 
good are better off under single-price monopoly, where they have consumer surplus, 
than with perfect price discrimination, where they have none.  Consumers with lower 
reservation prices who purchase from the perfectly price-discriminating monopoly 
but not from the single-price monopoly have no consumer surplus in either case.  
All the social gain from the extra output goes to the seller under perfect price dis-
crimination.  Consumer surplus is greatest with competition, lower with single-price 
monopoly, and eliminated by perfect price discrimination.

Min i - Ca se
To show how perfect price discrimination differs from competition and single-
price monopoly, we revisit the Mini-Case on Allergans Botox from Chapter 9.  
The graph shows our estimated linear demand curve for Botox and a constant 
marginal cost (and average variable cost)  of $25 per vial.  If the market were 
competitive (so that price equals marginal cost at ec),  consumer surplus would 
be the triangle A + B + C = $750 million per year, and there would have been 
no producer surplus or deadweight loss.  In the (actual)  single-price monopoly 
equilibrium, es,  the Botox vials sell for $400 each, and one million vials are sold.  
The corresponding consumer surplus is triangle A = $187.5  million per year, 
producer surplus is  rectangle B = $375  million, and the deadweight loss is 
 triangle C = $187.5  million.
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Individual Price  Discrimination
Perfect price discrimination is rarely fully achieved in practice because firms lack 
full information about individuals  reservation prices.  For example, a coffee shop 
would have to know that Yi Lin is  willing to pay $4 for her first cup  of coffee, 
$3 for her second, and so on and then actually charge these amounts.  We use the 
term individual price discrimination  to  refer to a  situation in which a firm charges 
individual-specific prices to  different consumers, which may or may not exactly 

If Allergan could perfectly price discriminate, its  producer surplus would 
double to A + B + C = $750 million per year,  and consumers would obtain 
no consumer surplus.  The marginal consumer would pay a price equal to the 
marginal cost of $25, just as in a competitive market.

Allergans  inability to  perfectly price  discriminate  costs  the  company 
dearly.  Its  producer surplus as  a  single-price monopoly is  $375 million per 
year, which is lower than what it could earn if it perfectly price discriminated, 
A + B + C = $750 million per year.  Societys total surplus under single-price 
monopoly is lower than under perfect price discrimination by the deadweight 
loss, C,  of $187.5  million per year,  whereas consumers have no surplus with 
perfect price discrimination.

Q&a  1 0 . 1
How does total surplus change if the movie theater described in Table 10.1  goes 
from charging a single price to perfectly price discriminating?

answer

1.  Calculate and compare the total surplus for panel a  (a)  if the theater sets  a  single price 
or (b)  if it perfectly price discriminates.  (a)  If the theater sets the profit-maximizing 
single price of $10, it sells 30 tickets and makes a profit of $300.  The 20 senior 
citizen customers are paying their reservation price, so they have no consumer 
surplus.  The 10 college students have reservation prices of $20, so they have 
consumer surplus of $10 each for a total of $100.  Thus, total surplus is $400:  
the sum of the producer surplus (which equals profit in this case)  of $300, and 
the consumer surplus of $100.  (b)  If the firm perfectly price discriminates, it 
charges seniors $10 and college students $20.  Because the theater is charging 
all customers their reservation prices, they have no consumer surplus.  The 
firms profit rises to $400.  Thus, total surplus is  the same ($400)  under both pricing 
systems because output stays the same.

2.  Calculate and compare the total surplus for panel b (a)  if the theater sets  a  single price 
or (b)  if it perfectly price discriminates.  (a)  If the theater sets the profit-maximizing 
single price of $20, only college students attend and they receive no consumer 
surplus.  The theater s profit (producer surplus)  is $200, so total surplus is $200.  
(b)  With perfect price discrimination, consumers have no consumer surplus, 
but profit increases to $250, so total surplus rises to $250.  Thus, total surplus is  
greater with perfect price discrimination and output is  greater.  (The result that total 
surplus increases if and only if output rises holds generally.)
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3291 0.2 Perfect Price Discrimination

equal consumers  reservation prices.  Even if firms cannot achieve perfect price 
discrimination, imperfect individual price discrimination can increase their profits 
significantly.

Some firms do a good job of estimating each persons reservation price.  At most 
car dealerships, a salesperson negotiates with potential buyers.  During the discus-
sions, the salesperson tries to determine each individuals reservation price from 
the buyer s comments and appearance.  Is  the potential buyer a local?  Is the buyer 
wearing expensive clothing?  Does the buyer claim to own other expensive cars?  
The salesperson uses this information to estimate the buyer s reservation price and 
offers to sell the car at that price.  As a result,  prices vary across consumers for a 
given car.  Similarly, the managers of the Suez Canal set tolls on an individual ship-
by-ship basis,  taking into account many factors such as weather and each ships 
alternative routes.

Private colleges request and receive financial information from students, which 
allows the schools to apply individual price discrimination.  The schools give partial 
scholarships as a  means of reducing the tuition for relatively poor students who 
presumably have lower willingness to pay than wealthier students.

Transaction costs are a major reason why these firms do not perfectly price dis-
criminate:  It is  often too difficult or too costly to gather information about each 
customers reservation price for each unit of the product.  However, recent advances 
in computer technologies have lowered these transaction costs, causing hotels, car 
and truck rental companies, cruise lines, airlines, and other firms to increasingly use 
individual price discrimination, as the following Mini-Case illustrates.

Min i - Case The ads that appear next to your Google search results depend on the terms in 
your search.  That is, Google allows advertisers to contextually target  people who 
search for particular phrases (Goldfarb, 2014).  By making searches easy and fast, 
Google helps advertisers reach hard-to-find potential customers with targeted 
ads.  For example, a lawyer specializing in toxic mold lawsuits can place an ad 
that appears only when someone searches for toxic mold lawyer.

Google uses auctions to price ads.  Advertisers place higher bids for the first 
listing on Googles  search page.  Goldfarb  and Tucker (2011 )  found that the 
amount lawyers are willing to pay for context-based ads depends on the dif-
ficulty of making a match.  The fewer the number of self-identified potential 
customers (the fewer people searching for a particular topic),  the more lawyers 
are willing to pay per search request to advertise.

They also found that lawyers bid more when other methods of reaching 
potential clients are limited.  Some states have anti-ambulance-chaser regula-
tions, which prohibit personal injury lawyers from directly contacting potential 
clients by snail mail, phone, or e-mail for a few months after an accident.  Search 
engine advertising prices per click are 5%7% higher in those states than in 
others.

By taking advantage of advertisers  desire to reach small,  targeted segments 
of the population and varying the price according to advertisers  willingness 
to pay using auctions, Google is  achieving the equivalent of individual price 
discrimination.

Google Uses 

Bidding for ads to 

Price Discriminate
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1 0.3 Group Price  Discrimination

Most firms have no practical way to estimate the reservation price for each of their 
customers.  But many of these firms know which groups of customers are likely to 
have higher reservation prices on average than others.  A firm engages in group price 
discrimination  by dividing potential customers into two or more groups and setting 
different prices for each group.  Consumer groups may differ by age (such as adults 
and children), by location (such as by country), or in other ways.  All units of the good 
sold to customers within a group are sold at a single price.  As with individual price 
discrimination, to engage in group price discrimination, a firm must have market 
power, be able to identify groups with different reservation prices, and prevent resale.

For example, first-run movie theaters with market power charge seniors a lower 
ticket price than they charge younger adults because typically the elderly are unwill-
ing to pay as much to see a movie.  By admitting seniors immediately after they prove 
their age and buy tickets, the theater prevents resale.

Group Price  Discrimination with two Groups
How does a firm set its prices if it sells to two (or more)  groups of consumers with 
different demand curves and if resale between the two groups is impossible?  We 
explain the process in the following example, which looks at a  firm that sells to 
groups of consumers in different countries.

A copyright gives Warner Brothers the legal monopoly to produce and sell the 
Harry Potter and the Deathly Hallows,  Part 2  DVD.  Warner engaged in group price 
discrimination by charging different prices in various countries.  Because the U.S.  
and U.K.  DVD formats differ, Warner can charge different prices in the two countries 
without worrying about resale.

a Graphical approach.  If it can prevent customers in the low-cost country 
from reselling the movie in the other country, and if it has a constant marginal cost, 
then a firm that uses group price discrimination can maximize its overall profit by 
acting like a traditional monopoly in each country separately.  Resale is not a prob-
lem between the United States and the United Kingdom because these countries 
use different DVD formats.  The marginal cost of productionprimarily the cost of 
replicating a DVD is constant, m,  which is about $1  per unit.

How should Warner Brothers set its prices pA  and pB  or, equivalently, QA  and 
QB  so that it maximizes its combined profit?  Because its marginal cost is the same 
for both sets of customers, we can use our understanding of a single-price monopo-
lys behavior to answer this question.  A group price-discriminating monopoly with 
a constant marginal cost maximizes its total profit by maximizing its profit from each 
group separately.  Warner Brothers sets its quantities so that the marginal revenue for 
each group equals the common marginal cost, m,  which is about $1  per unit.

The DVD was released during the holiday season of 2011  and sold QA = 5.8 
million copies to American consumers at pA = $29 and QB = 2.0 million copies to 
 British consumers at pB = $39 (25).6 We estimate that Warner Brothers has a con-
stant marginal cost of m = $1  in both countries.  Figure 10.3 shows our estimates 

6Sources of information and data for this section (viewed July 10, 2012)  include Amazon Web sites 
for each country, http://www.warnerbros.com/,  the UK Film Council,  http://www.the- numbers  

.com/home-market/dvd-sales/2011, and http://www.bbc.co.uk/newsbeat/article/16444062/,  January 
6, 2012.  We assume that the demand curves in each country are linear.
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of the linear demand curves in the two countries.  In panel a, Warner maximizes its 
U.S.  profit by selling QA = 5.8  million DVDs, where its marginal revenue equals 
its marginal cost MRA = m = 1  (Chapter 9),  and charging pA = $29.  Similarly in 
panel b, Warner maximizes its U.K.  profit by selling QB = 2.0 million DVDs where 
MRB = m = $1, and charging pB = $39.

Thus, the price-discriminating firm maximizes its profit by operating where its 
marginal revenue for each country equals its common marginal cost, m = $1, so the 
marginal revenues in the two countries are equal:

 MRA = m = MRB.  (10.1)

F I GU re  1 0 . 3  Group Pricing of the  Harry Potter DVD

Warner Brothers,  the monopoly producer of the 
Harry Potter and the  Deathly Hallows,  Part 2  DVD,  
charges more in  the United  Kingdom,  pB = $39  
(25) ,  than in  the United States,  pA = $29,  because 
demand is more elastic in  the United States.  Warner 
Brothers sets the quantity independently in  each 

country.  I t  maximizes profit by operating  where 
its  marginal  revenue for each  country equals  its  
common,  constant marginal  cost,  m = $1 .  Conse-
quently,  the marginal  revenues in  the two countries 
are equal:  MRA

= 1 = MRB.
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Using  Calculus
We can also derive these results  using calculus.  The group discriminating 
monopolys total profit,  ,  is  the sum of its American profit, A,  and its British 
profit, B:

(QA,  QB) = A(QA) + B(QB) = [RA(QA) - mQA] + [RB(QB) - mQB] ,

where RA(QA) = pA(QA)QA,  is  the revenue function for Country A ,  pA(QA)  is the 
inverse demand function for Country A ,  and RB(QB)  is  similarly defined.  Again, 
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Substituting the prices and the demand elasticities into Equation 10.5, we determine 
that

 
pB

pA

=

$39

$29
1.345

1 + 1/(-1.0357)

1 + 1/(-1.0263)
=

1 + 1/eA
1 + 1/eB

.  

Thus, Warner Brothers apparently believed that the British demand curve was less 
elastic at its profit-maximizing prices than the U.S.  demand curve, as eB -1 .0263  
is  closer to  zero than is  eA -1.0357.  Consequently,  Warner charged British 
 consumers 34% more than U.S.  customers.9

9By mid-2012, Amazon dropped the price for this DVD at its sites around the world, but maintained 
its price differentials.  Amazons U.S.  price fell to $7, while its U.K.  price dropped to $9.50, which 
still reflected about the same British markup:  36%.

Min i - Ca se When Supap Kirtsaeng, a Thai math student, was an undergraduate at Cornell 
University and later a Ph.D.  student at the University of Southern California, he 
found a way to pay for his education.  He had his friends and relatives ship him 
textbooks that they bought in Thailand, which he resold to U.S.  college students 
on eBay and elsewhere, netting hundreds of thousands of dollars.

Why was reselling these books profitable? U.S.  textbooks sell at much lower 
prices in foreign markets.  Many of these books differ from their U.S.  versions 
only by having a soft cover with an international edition label.

John Wiley & Sons, a publisher, sued Mr.  Kirtsaeng for copyright infringement.  
The company claimed that by importing and selling its books, Mr.  Kirtsaeng 
infringed the companys copyright.  It asserted that the first-sale  doctrinewhich 
allows people who buy something to use or resell it however they wantdid 
not apply to goods produced specifically for sale overseas.

The U.S.  Court of Appeals  for the 2nd Circuit in New York agreed with 
Wiley and upheld a  $600,000 judgment against Mr.  Kirtsaeng.  However,  in 
2013, the U.S.  Supreme Court reversed that ruling by a six-to-three vote,  con-
cluding that the first-sale rule holds generally.  This decision applies to records, 
movies,  art,  software, and other goods as well as  books that have copyright 
protection.10

However, as of 2015, the price of this textbook and other textbooks differ 
substantially between the United States and other countries (even other Western 
countries such as the United Kingdom).  One reason why publishers are able 
to maintain price differentials is  that they modify foreign editions to prevent 
reselling; however, doing so is expensive and time-consuming.  Once electronic 
textbooks become more common, students will rent the books for the term and 
be unable to resell them, which will facilitate price discrimination.

reselling 

textbooks

10However,  the Supreme Court held in 2010 that Omega could prevent Costco from selling its 
watches produced outside the United States, citing a tiny trademark on each watch, so that they 
came under the jurisdiction of trademark laws, which provide owners more protection than do 
copyright laws.
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Price s and elasticitie s.  We can use Equation 10.1 , MRA = m = MRB,  to deter-
mine how the prices in the two countries vary with the price elasticities of demand 
at the profit-maximizing outputs.  Each countrys marginal revenue is a function of 
its price and the price elasticity of demand (Chapter 9).  The U.S.  marginal revenue is 
MRA = pA(1 + 1/eA),  where eA  is  the price elasticity of demand for U.S.  consumers, 
and the U.K.  marginal revenue is MRB = pB(1 + 1/eB),  where eB  is the price  elasticity 
of demand for British consumers.

Rewriting Equation 10.1  using these expressions for marginal revenue, we find 
that

 MRA = pA1 +
1

eA

= m = pB 1 +
1

eB

= MRB.  (10.4)

Given that m = $1, pA = $29,  and pB = $39 in Equation 10.4, Warner Brothers must 
believe that eA = pA/[m - pA] = 29/[-28] -1.0357 and eB = pB/[m - pB]  =  
39/[-38] -1.0263.8

By rearranging Equation 10.4, we learn that the ratio of prices in the two countries 
can be written as a function of the demand elasticities in those countries:

 
pB

pA
=

1 + 1/eA
1 + 1/eB

.  (10.5)

7For a more general cost function, C(QA, QB),  Warner s profit in each country would depend on the 
amount it sold in both countries.

because of the constant marginal cost of production, the firms profit in either 
country depends only on the quantity that it sells in that country.7

To find the QA  and QB  that maximize Warner s total profit, we can maximize its 
profit in each country separately as we did in the graphical approach.  However, 
here we solve for the optimal quantities simultaneously (which we would have to 
do if the marginal cost were not constant).  We differentiate the monopolys profit 
function with respect to each quantity, holding the other quantity fixed, and set 
these derivatives equal to zero:

 
0(QA,  QB)

0QA

=

dRA(QA)

dQA

- m = 0, (10.2)

 
0(QA,  QB)

0QB

=

dRB(QB)

dQB

- m = 0.  (10.3)

According to Equation 10.2, the monopoly sets the marginal revenue in  Country 
A ,  MRA = dRA/dQA,  equal to its  constant marginal cost,  m .  Similarly,  Equa-
tion 10.3 says the marginal revenue in Country B,  MRB = dRB/dQB,  equals the 
 marginal cost, m.  Consequently, Equation 10.1  holds:  MRA = m = MRB.

8We obtain the expression that ei = pi/(m - pi)  by rearranging the expression in Equation 10.4:  
pi(1 + 1/ei) = m.
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Q&a  1 0 . 2
A monopoly book publisher with a constant marginal cost (and average cost)  of 
MC = 1  sells a novel in only two countries and faces a linear inverse demand 
function of p1 = 6 -

1
2  Q1  in Country 1  and p2 = 9 - Q2 in Country 2.  What price 

would a profit-maximizing monopoly charge in each country with and without 
a ban against shipments between the countries?

answer

If resale across borders is banned so  that price discrimination is possible:

1.  Determine the profit-maximizing price that the monopoly sets  in  each country by 
 setting the relevant marginal revenue equal to the marginal cost.  If the monopoly 
can price discriminate, it sets a monopoly price independently in each country.  
The marginal revenue curve is twice as steeply sloped as is the linear inverse 
demand function (see Q&A 9.1), so the marginal revenue function in Country 
1  is MR1 = 6 - Q1,  as panel a of the figure shows.  The monopoly maximizes 
its profit where its marginal revenue function equals its marginal cost,

MR1 = 6 - Q1 = 1 = MC.

Solving, we fnd that its proft-maximizing output is Q1 = 5.  Substituting this 
expression back into the monopolys inverse demand function, we learn that 
its proft-maximizing price is p1 = 3.5,  as panel a illustrates.  In Country 2, the 
inverse demand function is p2 = 9 - Q2,  so the monopoly chooses Q2 such that 
MR2 = 9 - 2Q2 = 1 = MC.  Thus, it maximizes its proft in Country 2 where 
Q2 = 4 and p2 = 5, as panel b  shows.

If imports are permitted so  that price discrimination is impossible:

2.  Derive the total demand curve.  If the monopoly cannot price discriminate, it 
charges the same price,  p,  in both countries.  The monopoly faces the total 
demand curve in panel c, which is the horizontal sum of the demand curves 
for each of the two countries in panels a  and b  (Chapter 2) .  If the price is 
between 6 and 9, the quantity demanded is positive in only Country 2,  so 
the total demand curve (panel c)  is  the same as Country 2s demand curve 
(panel b).  If the price is less than 6 where both countries demand a positive 
quantity, the total demand curve (panel c)  is  the horizontal sum of the two 
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3351 0.3 Group Price Discrimination

Identifying Groups
Firms use two main approaches to divide customers into groups.  One method is 
to divide buyers into groups based on observable characteristics  of consumers that 
the firm believes are associated with unusually high or low reservation prices or 
demand elasticities.  For example, movie theaters price discriminate using the age of 
customers, charging higher prices for adults than for children.  Similarly, some firms 
charge customers higher prices in one country than they charge in another country.

In 2015, the price of a round-trip flight between New York and London was $2,507 
on average if a traveler started in New York, but $1 ,672 if the traveler departed from 
London.  This difference reflects group price discrimination.

Another approach is to identify and divide consumers on the basis of their actions:  
The firm allows consumers to self-select the group to which they belong.  For exam-
ple, customers may be identified by their willingness to spend time to buy a good at 
a lower price or to order goods and services in advance of delivery.

Firms use differences in the value customers place on their time to discriminate 
by using queues (making people wait in line)  and other time-intensive methods of 
selling goods.  Store managers who believe that high-wage people are unwilling to 

individual countries  demand curves (panels a and b).11  As panel c shows, the 
total demand curve has a kink at p = 6, because the quantity demanded in 
Country 1  is positive only below this price.

3.  Determine the marginal revenue curve corresponding to the total demand curve.  
Because the total demand curve has a kink at p = 6, the corresponding mar-
ginal revenue curve has two sections.  At prices above 6, the marginal revenue 
curve is the same as that of Country 2 in panel b.  At prices below 6, where 
the total demand curve is the horizontal sum of the two countries  demand 
curves, the marginal revenue curve has twice the slope of the linear total 
inverse demand curve.  The inverse total demand function is p = 7 -

1
3  Q,  

and the marginal revenue function is MR = 7 -
2
3  Q. 12 Panel c shows that the 

marginal revenue curve jumpsis discontinuousat the quantity where the 
total demand curve has a kink.

4.  Solve for the single-price monopoly solution.  The monopoly maximizes its proft 
where its marginal revenue equals its marginal cost.  From inspecting panel 
c, we learn that the intersection occurs in the section where both countries 
are buying the good:  MR = 7 -

2
3  Q = 1 = MC.  Thus, the proft-maximizing 

output is Q = 9.  Substituting that quantity into the inverse total demand 
function, we fnd that the monopoly charges p = 4.  Thus, the price of the 
nondiscriminating monopoly, 4, lies between the two prices it would charge if 
it could price discriminate:  3.50 6 4 6 5.

11Rearranging the inverse demand functions,  we find that the Country 1  demand function is 
Q1 = 12 - 2p1  and the Country 2 demand function is Q2 = 9 - p2.  As a result for price below 6, 
the total demand function is Q = (12 - 2p) + (9 - p) = 21 - 3p,  where Q = Q1 + Q2 is the total 
quantity that the monopoly sells in both countries.
12The marginal revenue function, MR = 7 -

2
3  Q,  has the same vertical intercept and twice as steep 

a slope as the inverse demand function, p = 7 -
1
3  Q.
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waste their time shopping may have sales that require consumers to visit the store 
and pick up the good themselves while consumers who order over the phone or 
online pay a higher price.  This type of price discrimination increases profit if people 
who put a high value on their time also have less elastic demand for the good.

Early adopters of a new product are often very enthusiastic and will pay premium 
prices.  Firms can take advantage of early adopters by charging a high initial price for 
a new product and then lowering the price after the initial sales are made.

To make sure that price discrimination pays, managers should not offer discounts 
to all their customers.  Rather, they should only give discounts to those consum-
ers who are willing to incur a cost,  such as their time, to obtain the discount.  
Consumers willing to spend extra time to obtain a discount are typically more 
price sensitive than others.  Skilled managers use a variety of methods to induce 

customers to self-identify as being price sensitive 
by incurring a cost.

Coupons 

Many firms use discount coupons to group price 
discriminate.  Through this  device,  firms divide 
customers  into  two groups,  charging coupon 
clippers less than nonclippers.  Offering coupons 
makes sense if the people who do not clip coupons 
are less price sensitive on average than those who 
do.  People who are willing to spend their time 
clipping coupons buy cereals and other goods at 
lower prices than those who value their time more.  
A 2009 study by the Promotion Marketing Associa-
tion Coupon Council found that consumers who 
spend 20 minutes per week clipping and organiz-
ing coupons could save up to $1 ,000 on an average 
annual grocery bill of $5,000 or more.  More than 
three-quarters of U.S.  consumers redeem coupons 
at least occasionally.  In 2012, coupons with a face 
value of $310 billion were distributed by consumer 

package goods marketers to U.S.  consumers.  Of these, 3.0 billion coupons were 
redeemed for $2.9 billion.

The introduction of digital coupons (for example,  http://www.boomstreet 
.com/ and  http://www.coupons.com/)  has made it easier for firms to target appro-
priate groups, but has also lowered consumers  costs of using coupons, which 
means that a larger share of people use them.  According to eMarketer, 55% of U.S.  
adult Internet users used online coupons in 2014.  Digital coupons are more likely 
to be redeemed (15%20%) than are paper coupons (less than 1%).

airline  ticke ts

By choosing between two different types of tickets, airline customers indicate 
whether they are likely to be business travelers or vacationers.  Airlines give cus-
tomers a choice between high-price tickets with no strings attached and low-price 
fares that must be purchased long in advance.

Discounts

Manag e rial 
I mp l i cation
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3371 0.3 Group Price Discrimination

effe cts of Group Price  Discrimination  
on total Surplus
Group price discrimination results in inefficient production and consumption.  As 
a result,  total surplus under group price discrimination is  lower than that under 
competition or perfect price discrimination.  However, total surplus may be lower or 
higher with group price discrimination than with a single-price monopoly.

Group Price  Discrimination Ve rsus Compe tition.  Consumer surplus 
is greater and more output is produced with perfect competition than with group 
price discrimination.  In Figure 10.3, consumer surplus with group price discrimina-
tion is CSA for American consumers, shown in panel a and CSB for British consum-
ers, shown in panel b.  Under competition, consumer surplus is the area below the 
demand curve and above the marginal cost curve:  CSA + A + DWLA in panel a 
and CSB + B + DWLB in panel b.

Thus, group price discrimination transfers some of the competitive consumer 
surplus, A and B,  to the firm as additional profit and causes deadweight loss, 
DWLA and DWLB, which is reduced consumer surplus that is simply lost or wasted.  

Airlines know that many business travelers have little advance warning before 
they book a flight and have relatively inelastic demand curves.  In contrast, vaca-
tion travelers can usually plan in advance and have relatively high elasticities of 
demand for air travel.  The airlines rules ensure that vacationers with relatively 
elastic demand obtain low fares while most business travelers with relatively 
inelastic demand buy high-price tickets (often more than four times higher than 
the plan-ahead rate).

re ve rse  auctions

Priceline.com and other online  merchants  use  a  name-your-own-price  or 
reverse auction to identify price-sensitive customers.  A customer enters a rela-
tively low-price bid for a good or service, such as an airline ticket.  Merchants 
decide whether or not to accept that bid.  To prevent their less price-sensitive 
customers from using these methods, airlines force successful Priceline bidders 
to be flexible:  to fly at off hours, to make one or more connections, and to accept 
any type of aircraft.  Similarly, when bidding on groceries, a customer must list 
one or two brands you like.  As Jay Walker, Pricelines founder explained, The 
manufacturers would rather not give you a discount, of course, but if you prove 
that youre willing to switch brands, theyre willing to pay to keep you.

rebate s

Why do many firms offer a  rebate of,  say, $5  instead of reducing the price on 
their product by $5?  The reason is that a consumer must incur an extra, time- 
consuming step to receive the rebate.  Thus, only those consumers who are very 
price sensitive and place a low value on their time will actually apply for the 
rebate.  According to a Consumer Reports  survey, 47% of customers always or often 
apply for a rebate, 23% sometimes apply, 25% never apply, and 5% responded 
that the question was not applicable to them.
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The deadweight loss is due to the price-discriminating firm charging prices above 
marginal cost, which results in reduced production from the optimal competitive level.

Group Price  Discrimination Ve rsus Single -Price  Monopoly.  From 
theory alone, we cannot tell whether total surplus is higher if the monopoly uses 
group price discrimination or if it sets a  single price.  Both approaches include a 
price above marginal cost, so too little is produced relative to competition.  If a firm 
changes from uniform pricing to group price discrimination, it may attract additional 
price-sensitive customers by charging them low prices, which may cause its total 
sales to increase.

The closer the firm comes to perfect price discrimination using group price dis-
crimination (by, for example, dividing its customers into many groups rather than 
just two), the more output it produces, and the less production inefficiencythe 
greater the total surplus.  However, total surplus falls if the firm switches to group 
price discrimination and total output falls.13

1 0.4 Nonlinear Price  Discrimination

Many firms are unable to determine which of their customers have the highest res-
ervation prices.  However, such firms may know that most customers are willing to 
pay more for the first unit than for successive unitsthat is,  a typical customer s 
demand curve is downward sloping.  Such a firm can price discriminate by letting 
the price each customer pays vary with the number of units the customer buys.  That 
is, the firm uses nonlinear price discrimination  (second-degree price discrimination).  
Here, the price varies with quantity but each customer faces the same nonlinear 
pricing schedule.14 To use nonlinear pricing, a firm must have market power and be 
able to prevent customers who buy at a low price from reselling to those who would 
otherwise pay a high price.

A 64-ounce bottle of V8 vegetable juice sells for $4.39 or 6.8  an ounce, while a 
12-ounce bottle sells for $2.79 or 23  an ounce.  This difference in the price per ounce 
reflects nonlinear price discrimination unless the price difference is due to cost differ-
ences.  This quantity discount results in customers who make large purchases paying 
less per unit than those who make small purchases.

Another nonlinear pricing strategy is block pricing.  Many utilities use block pricing 
schedules, by which they charge one price per unit for the first few units (a block)  pur-
chased and a different price per unit for subsequent blocks.  Both declining-block and 
increasing-block pricing are commonly used by gas, electric, water, and other utilities.

The block-pricing monopoly in Figure 10.4 faces a linear demand curve for each 
identical customer.  The demand curve hits the vertical axis at $90 and the horizontal 
axis at 90 units.  The monopoly has a constant marginal and average cost of m = $30.  
Panel a shows how this monopoly maximizes its profit if it can engage in nonlinear 
price discrimination by setting two prices.  The firm uses declining block prices to 

13An additional source of inefficiency is time spent by consumers trying to resell the product to 
high-willingness-to-pay customers or searching for low prices.  These activities do not occur if 
everyone knows the firm sets a uniform price.
14The term nonlinear  is  used because a consumer s expenditure is a nonlinear function of the quan-
tity purchased.  A consumer s expenditure, E,  is a linear function of quantity, q,  only if the price, p,  
is constant:  E = pq.  If the price varies with quantity, then the expenditure is not linear in quantity.
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3391 0.4 Nonlinear Price Discrimination

maximize its profit.  The firm charges a price of $70 on any quantity between 1  and 
20the first blockand $50 on any units beyond the first 20the second block.  (The 
points that determine the blocks, $70 and 20 units and $50 and 40 units, lie on the 
demand curve.)  Given each consumers demand curve, a consumer decides to buy 
40 units and pays $1 ,400 (=  $70 * 20)  for the first block and $1 ,000 (=  $50 * 20)  for 
the second block.  The consumer gains consumer surplus equal to A  on the first block 
and C  on the second block, for a total of A + C.  The discriminating monopolys profit 
or producer surplus is area B .  Society suffers a deadweight loss of D  because price, 
$50, is above marginal cost, $30, on the last unit purchased.

In panel b,  the firm can set only a single price.  It produces where its marginal 
revenue equals its marginal cost, and sells 30 units at $60 per unit.  By using non-
linear price discrimination instead of setting a single price,  the utility sells  more 
units, 40 instead of 30, and makes a larger profit, B = $1,200 instead of F = $900.  

F I GU re  1 0 . 4  Block Pricing

If this monopoly engages in  block pricing with quan-
tity discounting,  it makes a  larger profit than it does 
if it sets a  single price,  and total  surplus is  greater.  
(a)  With  block pricing,  its  profit is  B = $1 ,200,  total  
surplus is A + B + C = $1 ,600,  and the deadweight 
loss is  D = $200.

(b)  I f  the monopoly sets  a  single price (so that 
its  margina l  revenue equals  its  margina l  cost) ,  
the monopoly s  profit  is  F = $900,  tota l  surplus 
is  E + F = $1 ,350,  and  the  deadweight loss  i s  
G = $450.
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Demand

F =  $900

G = $450

MR

E = $450

Block Pricing Single Price

Consumer Surplus,  CS A + C = $400 E = $450

Producer Surplus or Prot,  PS = p B = $1 ,200 F = $900

A + B + C = $1 ,600 E + F = $1 ,350

Deadweight Loss,  DWL D = $200 G = $450

Total Surplus,  TS  =  CS  +  PS 
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With quantity discounting, consumer surplus is  lower,  A + C = $400  instead 
of E = $450;  total surplus (consumer surplus plus producer surplus)  is  higher, 
A + B + C = $1,600  instead of E + F = $1,350;  and deadweight loss  is  lower, 
D = $200 instead of G = $450.  Thus, in this example, the firm is  better off with 
nonlinear price discrimination, but consumers as a group suffer.  Societythe firm 
and the consumersbenefits.

The more block prices that a firm can set, the closer the firm gets to perfect price 
discrimination, where it captures all the potential consumer surplus, and its profit 
or producer surplus equals total surplus.  If the last unit is sold at a price equal to 
marginal cost, total surplus is maximized and society suffers no deadweight loss.

1 0.5 two-Part Pricing

We now turn to another form of nonuniform pricing, two-part pricing.  It is similar to 
nonlinear price discrimination in that the average price per unit paid by a consumer 
varies with the number of units purchased by that consumer.

With two-part pricing,  the firm charges each consumer a lump-sum access  fee  
for the right to buy as many units of the good as the consumer wants at a per-unit 
price. 15 Thus, a consumer s overall expenditure for amount q  consists of two parts:  
an access fee,  A  and a per-unit price,  p.  Therefore, expenditure is  E = A + pq. 16 
Because of the access fee, the average amount per unit that consumers pay is greater 
if they buy a small number of units than if they buy a larger number.

Two-part pricing is commonly used.17 Many fitness clubs charge a yearly access 
fee and a price per session.  Many warehouse stores require that customers buy an 
annual membership before being allowed to buy goods at relatively low prices.  Some 
car rental firms charge a rental or access fee for the day and an additional price per 
mile driven.  To buy 20152016 season tickets to the Dallas Cowboys football games 
(at a price from $690 to $1 ,250), a fan first must buy a personal seat license  (PSL), giv-
ing the fan the right to buy season tickets for the next 30 years.  Most PSLs sell for 
between $10,000 and $125,000.

To profit from two-part pricing, a firm must have market power and must success-
fully prevent resale.  In addition, a firm must know how individual demand curves 
vary across its customers.  We start by examining a firms two-part pricing problem 
in the extreme case in which all customers have the same demand curve.  We then 
consider what happens when the demand curves of individual customers differ.

two-Part Pricing with Ide ntical Consumers
If all customers are identical, a firm that knows the customers demand curve can 
set a two-part price that has the same two important properties that perfect price 
discrimination has.  First, the efficient quantity is sold because the price of the last 

15The prices used in two-part pricing are often referred to as two-part tariffs .
16The average price varies with quantity with two-part pricing and nonlinear price discrimina-
tion.  However, the expenditure in two-part pricing, E = A + pq,  is  linear in quantity, unlike with 
nonlinear price discrimination.
17For example, venting  stores are springing up in shopping malls in China.  Customers pay to enter, 
and then pay for each second-hand mobile phone, television set, or other product that they smash.  
(http://en.people.cn/90001/90782/90872/6915069.html,  viewed August 16, 2015.)
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unit equals marginal cost.  Second, all potential consumer surplus is transferred from 
consumers to the firm.

To illustrate these points we consider a monopoly that has a constant marginal 
cost of MC = 10 and no fixed cost, so its average cost is also constant at 10.  All of 
the monopolys customers have the same demand curve, Q = 80 - p.  Panel a of 
Figure 10.5 shows the demand curve, D1,  of one such customer, Valerie.

Total surplus  is  maximized if the  monopoly sets  its  price,  p ,  equal to  its 
 constant marginal cost of 10.  The firm breaks even on each unit sold and has 
no producer surplus.  Valerie buys q = 70 units.  Her consumer surplus is  area 
A = 2,450 (=  12 * [80 - 10] * 70).

However, if the firm also charges an access fee of 2,450, it captures this 2,450 as 
its producer surplus or its profit per customer, and leaves Valerie with no consumer 
surplus.  The firms total profit is 2,450 times the number of identical customers.

The firm maximizes its profit by setting its price equal to its marginal cost and 
charging an access fee that captures the entire potential consumer surplus.  If the 
firm were to charge a price above its marginal cost of 10, it would sell fewer units 
and make a smaller profit.  In panel b  of Figure 10.5,  the firm charges p = 20.  At 
that higher price,  Valerie buys only 60 units,  which is  less than the 70 units that 
she buys at a price of 10 in panel a.  The firms profit from selling these 60 units is 
B1 = (20 - 10) * 60 = 600.  For Valerie to agree to buy any units, the monopoly has 
to lower its access fee to 1 ,800 (=  12 * 60 * 60),  the new potential consumer surplus, 
area A1.  The firms total profit from Valerie is A1 + B1 = 1,800 + 600 = 2,400.  This 
amount is less than the 2,450 ( = A  in panel a)  profit the firm earns if it sets price 

F I GU re  1 0 . 5  two-Part Pricing with Ide ntical Consumers

(a)  Because a l l  customers have the same individ-
ual  demand  curve as  Valerie,  D 1 ,  the monopoly 
captures  the entire  potentia l  consumer surplus 
using  two-part pricing.  The monopoly charges a  
per-unit fee price,  p ,  equal  to the marginal  cost 
of 1 0,  and  an  access fee,  A = 2,450,  which  is  the 
blue triangle under the demand curve and  above 
the per-unit price of p = 1 0.  (b)  I f the monopoly 
sets  its  price at 20,  which  is  above its  margina l  

cost of 1 0,  it  would  earn  less.  I t  makes a  profit of 
B1 = 600 from earning  1 0 = 20 - 1 0 on  each  of 
the 60 units  that Valerie buys at this  h igher price.  
However,  the  la rgest access  fee  the  firm  can 
charge is  A 1 = 1 ,800,  so  its  tota l  profit  is  2,400,  
which  is  less  than  the 2,450 it  makes if  it  sets  its  
price equal  to marginal  cost.  The d ifference is  a  
deadweight loss of C1 = 50,  which  is  due to fewer 
units  being sold  at the higher price.

MyEconLab Video
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equal to marginal cost, 10, and charges the higher access fee.  Area A  in panel a equals 
A1 + B1 + C1  in panel b.  By charging a price above marginal cost, the firm loses C1,  
which is the deadweight loss due to selling fewer units.

Similarly, if the firm were to charge a price below its marginal cost, it would also 
earn less profit.  It would sell too many units and make a loss on each unit that it 
could not fully recapture by charging a higher access fee.

two-Part Pricing with Diffe ring Consumers
Two-part pricing is  more complex if consumers have different demand curves.  
 Suppose that the monopoly has two customers, Valerie,  Consumer 1 ,  and Neal, 
 Consumer 2.  Valeries demand curve, Q1 = 80 - p,  is D1  in panel a of  Figure 10.6 
(which is the same as panel b of Figure 10.5), and Neals demand curve, Q2 = 100 - p,  
is D2 in panel b.  The monopolys marginal cost, MC,  and average cost are constant 
at 10 per unit.

If the firm knows each customer s demand curve, can prevent resale, and can 
charge its customers different prices and access fees, it can capture all the potential 
consumer surplus.  The monopoly sets its price for both customers at p = MC = 10 

F I GU re  1 0 . 6  two-Part Pricing with Diffe re nt Consumers

The  monopoly faces  two  consumers.  Va ler-
ie s  demand  curve is  D 1  in  panel  a ,  and  Neal s 
demand  curve is  D2 in  panel  b.  I f  the monopoly 
can  set d ifferent prices  and  access  fees  for its  
two customers,  it  charges both  a  per-unit price 
of p = 1 0,  which  equals  its  marginal  cost,  and  it 
charges an  access fee of 2,450 (=  A 1 + B1 + C1 )  
to  Va lerie  and  4,050 (=  A2 + B2 + C2)  to  Neal .  I f 
the monopoly cannot charge its  customers d if-
ferent prices,  it  sets  its  per-unit  price at p = 20,  
where Valerie purchases 60 and Neal  buys 80 units.  

The firm  charges both  the same access  fee of 
1 ,800 = A 1 ,  which  is  Valerie s  potential  consumer 
surplus.  The highest access fee that the firm could  
charge and  have Neal  buy is  3,200,  but at that 
level,  Valerie would  not buy.  By charging a  price 
above its marginal  cost,  the firm captures B1 = 600 
from Valerie and  B2 = 800 from Neal.  Thus,  its  total  
profit  is  5,000 (=  [2 * 1 ,800] + 600 + 800) ,  which 
is  less  than  the 6,500 (=  2,450 + 4,050)  it  makes 
if  it  can  charge separate access  fees  to  each 
customer.
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and sets its access fee equal to each customers potential consumer surplus.  At p = 10,  
Valerie buys 70 units (panel a), and Neal buys 90 units (panel b).  If no access fees were 
charged, Valeries consumer surplus would equal the triangle below her demand 
curve and above the 10 price line, A1 + B1 + C1,  which is  2,450 (=  12 * 70 * 70).  
Similarly, Neal s  consumer surplus would be 4,050 (=  12 * 90 * 90),  which is the 
triangle A2 + B2 + C2.  Thus, the monopoly charges an access fee of 2,450 to Valerie 
and 4,050 to Neal, so that the customers receive no consumer surplus.  The firms total 
profit is 2,450 + 4,050 = 6,500.  The monopoly maximizes its total profit by captur-
ing the maximum potential consumer surplus from both customers.

Now suppose that the firm cannot charge its customers different prices or differ-
ent access fees.  The firm maximizes its profit by setting a price of 20, which exceeds 
its marginal cost, and collecting an access fee equal to Valeries potential consumer 
surplus, A1 = 1,800.  Although this access fee captures all of Valeries potential con-
sumer surplus, it is less than Neals potential consumer surplus, 3,200 = A2.  Were 
the firm to charge an access fee of 3,200, it would sell only to Neal and make less 
money.

At p = 20, Valerie buys 60 units, and Neal buys 80 units.  Because the firms aver-
age cost is 10, the firm makes 20 - 10 = 10 per unit, so it earns B1 = 600 (=  10 * 60)  
from Valerie  and B2 = 800 (=  10 * 80)  from Neal for a  total = 1,400.  Adding 
that to what it makes from the access fees,  3,600, the monopolys total profit is 
5,000 (=  [2 * 1,800] + 600 + 800).  Valerie receives no consumer surplus, but Neal 
enjoys a consumer surplus of 1 ,400 (=  3,200 - 1,800).

This 5,000 profit obtained from pure two-part pricing is less than the 6,500 that it 
could obtain if it could set different access fees for each customer.  On the other hand, 
its profit from pure two-part pricing exceeds the 3,200 profit that the firm could earn 
from uniform monopoly pricing.18

Why does the firm charge a price above marginal cost when using two-part pric-
ing in this case? By raising the price, the firm lowers the amount it can earn from the 
access fee but increases the amount it can earn from the per-unit price.  The amount 
the firm earns from Valerie because of the higher price is  less than the amount it 
loses from her reduced access fee.  However, the situation with Neal is reversed.  The 
gain the firm gets from charging Neal the higher price exceeds the loss from Neals 
smaller access fee.  Further, the net gain the firm obtains from Neal exceeds the net 
loss it takes on Valerie, so it is better off overall.19 Thus, a price above marginal cost 
increases profit in this case.

18A single-price monopoly faces an aggregate demand function of the sum of the two individ-
ual demand functions:  Q = q1 + q2 = (80 - p) + (100 - p)  or Q = 180 - 2p,  for p  less than 80, 
where both consumers demand a positive quantity.  Its inverse demand function is p(Q) = 90 -

1
2  Q.  

Its  revenue function is  R(Q) = p(Q) * Q = 90Q -
1
2  Q

2,  so  its  marginal revenue function is 
MR = dR(Q)/dQ = 90 - Q.  To maximize its profit given that it sets a uniform price, the monop-
oly equates its  MR  and its  MC,  so that 90 - Q = 10,  or Q = 80.  At that quantity, the price is  
p = 90 - (80/2) = 50.  The firms profit is = (p - AC)Q = (50 - 10) * 80 = 3,200.
19If the monopoly charges a price of $10 per unit, this price just covers its costs.  Its profit- maximizing 
access fee is $2,450, which is the sum of areas A1, B1,  and C1  in panel a of Figure 10.6.  Both Valerie 
and Neal pay this access fee, so the firm earns a profit of $4,900, which is less than the $5,000 it earns 
by raising its per unit price to $20 and charging an access fee of $1 ,800.
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1 0.6 Bundling
Firms with market power often pursue a pricing strategy called bundling:  selling 
multiple goods or services for a  single price.  Indeed, most goods are bundles of 
many separate parts.  Cars come assembled.  Left and right shoes are sold together 
as a  pair and include laces.  Usually this bundling is done for efficiency because 
combining goods in a bundle reduces the transaction costs incurred by consumers 
or the  production costs associated with the product.  For example, we buy shirts with 
buttons already attached.  Rather than buying shirts without buttons, and then buy-
ing buttons, consumers prefer to buy assembled shirts, eliminating the need to make 

Min i - Case

available   

for a Song

Prior to 2009, Apples iTunes music store, the giant of music downloading, used 
uniform pricing,  where it sold songs at 99  each.  However, some of its competi-
tors, such as Amazon MP3, did not use uniform pricing.  Some record labels told 
Apple that they would not renew their contracts if Apple continued to use uni-
form pricing.  Apparently responding to this pressure and the success of some of 
its competitors, Apple switched in 2009 to selling each song at one of three prices.

Did Apples one-price-for-all-songs policy cost it substantial potential profit?  
How do consumer surplus and deadweight loss vary with pricing methods such 
as a single price, song-specific prices, price discrimination, and two-part pric-
ing? To answer such questions, Shiller and Waldfogel (2011)  surveyed nearly 
1 ,000 students and determined each persons willingness to pay for each of 
50 popular songs.  Then they used this information to calculate optimal pricing 
under various pricing schemes.

First,  under uniform pricing, the same price is charged for every song.  Sec-
ond, under variable pricing, each song sells at its individual profit-maximizing 
price.  Third, Apple could use two-part pricing, charging a monthly or annual 
fee for access and then a fixed price for each download.

If we know the demand curve and the marginal cost,  we can determine 
the consumer surplus (CS),  the producer surplus (PS),  or profit,  and the dead-
weight loss (DWL)  from each pricing regime.  By dividing each of these surplus 
measures by the total available surplusthe area under the demand curve and 
above the marginal cost curvewe can determine the shares of CS ,  PS ,  and 
DWL.  The following table shows Shiller and Waldfogels estimates of the per-
centage shares of CS ,  PS ,  and DWL  under each of the three pricing methods:

Pricing PS CS DWL

Uniform 28 42 29

Variable 29 45 26

Two-part pricing 37 43 20

If these students have tastes similar to  those of the general market,  then 
Apple raised its profit by switching from uniform pricing to variable pricing 
(see the PS  column in the table).

However, these results suggest that Apple could do even better using two-
part pricing.  Deadweight loss  decreases under either of the alternatives to 
 uniform pricing.  Consumers do best with variable pricing, but two-part  pricing 
is also better for consumers than uniform pricing.
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two separate purchases and then sew on buttons.  It is also cheaper for the firm to 
sew on buttons in the factory rather than to distribute two separate products (shirts 
and buttons)  to the marketplace.

However, firms sometimes bundle even when they gain no production advantages 
and transaction costs are small.  Bundling of such products allows firms to increase 
their profit by taking advantage of differences in consumers willingness to pay.  For 
example, a computer firm may sell a package including a computer and a printer 
for a single price even if it has no cost savings from selling these products together.

There are two common types of bundling.  Some firms engage in pure bundling,  
in which only a package deal is offered, as when a cable company sells a bundle of 
Internet, phone, and television services for a single price but does not allow custom-
ers to purchase the individual services separately.  Other firms use mixed bundling,  in 
which the goods are available on a stand-alone basis in addition to being available 
as part of a bundle, such as a cable company that allows consumers to buy either the 
bundle or the individual services they want.

Pure  Bundling
Corel Wordperfect Office is a pure bundle that includes a word processing program 
and a spreadsheet program.  These programs are similar to Microsofts Word and 
Excel programs but,  unlike Word and Excel,  the Corel programs are not for sale 
individually.

Whether it pays Corel to sell a bundle or sell the programs separately depends 
on how reservation prices for the components vary across customers.  We use an 
example of a firm selling word processing and spreadsheet programs to illustrate 
two cases,  one in which pure bundling produces a higher profit than selling the 
components separately, and one in which pure bundling is not profitable.

The marginal cost of producing an extra copy of either type of software is essen-
tially zero.  We assume that the fixed cost is  negligible so that the firms revenue 
equals its profit.  The firm must charge all customers the same priceit cannot price 
discriminate.

The firm has two customers, Alisha and Bob.  The first two columns of Table 10.2 
show the reservation prices for each consumer for the two products.  Alishas reserva-
tion price for the word processing program, $120, is greater than Bobs, $90; however, 
Alishas reservation price for the spreadsheet program, $50, is less than Bobs, $70.  
The reservation prices are negatively correlated:  The customer who has the higher 
reservation price for one product has the lower reservation price for the other prod-
uct.  The third column of the table shows each consumer s reservation price for the 
bundle, which is the sum of the reservation prices for the two underlying products.

If the firm sells the two products separately, it maximizes its profit by charging 
$90 for the word processor and selling to both consumers, so that its profit is $180, 

Word Processor Spreadsheet Bundle

Alisha $120 $50 $170

Bob $90 $70 $160

Profit-maximizing price $90 $50 $160

Units sold 2 2 2

taB Le  1 0 . 2  Ne gative ly Corre late d re se rvation Price s
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If the programs are sold separately, the firm charges $90 for the word processor, 
sells to both consumers, and earns $180.  However, it makes more charging $90 for 
the spreadsheet program and selling only to Carol than it does charging $40 for the 
spreadsheet, selling to both consumers, and earning $80.  The firms total profit if it 
prices separately is $270 (=  $180 + $90).

If the firm uses pure bundling, it maximizes its profit by charging $130 for the 
bundle, selling to both customers, and making $260.  Because the firm earns more 
selling the programs separately, $270, than when it bundles them, $260, pure bun-
dling is not profitable in this example.  Even if Dmitri placed a higher value on the 
spreadsheet, as long as reservation prices are positively correlated, pure bundling 
cannot increase the profit.

Mixed Bundling
Restaurants, computer software firms, and many other companies commonly use 
mixed bundlingallowing consumers to buy the pure bundle or to buy any of the 
bundles components separately.  Microsoft not only sells the bundle Microsoft Office, 

rather than charging $120 and selling only to Alisha.  If it charges between $90 and 
$120, it still only sells to Alisha and earns less than if it charges $120.  Similarly, the 
firm maximizes its profit by selling the spreadsheet program for $50 to both consum-
ers, earning $100, rather than charging $70 and selling to only Bob.  The firms total 
profit from selling the programs separately is $280 (=  $180 + $100).

If the firm sells the two products in a bundle, it maximizes its profit by charg-
ing $160, selling to both customers, and earning $320.  This is a better outcome than 
charging $170 and selling only to Alisha.  Pure bundling is more profitable for the 
firm because it earns $320 from selling the bundle and only $280 from selling the 
programs separately.

Pure bundling is more profitable because the firm captures more of the consum-
ers  potential consumer surplustheir reservation prices.  With separate prices, 
 Alisha has consumer surplus of $30 (=  $120 - $90)  from the word processing pro-
gram and none from the spreadsheet program.  Bob receives no consumer surplus 
from the word processing program and $20 from the spreadsheet program.  Thus, 
the total consumer surplus is $50.  With pure bundling, Alisha gets $10 of consumer 
surplus and Bob gets none, so the total is only $10.  Thus, the pure bundling approach 
captures $40 more potential consumer surplus than does pricing separately.

Whether pure bundling increases the firms profit depends on the reservation 
prices.  Table 10.3 shows the reservation prices for two different consumers, Carol 
and Dmitri.  Carol has higher reservation prices for both products than does Dmitri.  
These reservation prices are positively correlated:  A higher reservation price for one 
product is associated with a higher reservation price for the other product.

Word Processor Spreadsheet Bundle

Carol $100 $90 $190

Dmitri $90 $40 $130

Profit-maximizing price $90 $90 $130

Units sold 2 1 2

taB Le  1 0 . 3  Positive ly Corre late d re se rvation Price s
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which includes Microsoft Word, Microsoft Excel, and various other programs, but 
it also sells the various programs individually.  The following example illustrates 
that mixed bundling may be more profitable than pure bundling or only selling 
components separately because it captures more of the potential consumer surplus.

A firm that sells word processing and spreadsheet programs has four potential 
customers with the reservation prices in Table 10.4.  Again, the firms cost of produc-
tion is zero, so maximizing its profit is equivalent to maximizing its revenue.

Aaron, a writer, places high value on the word processing program but has rela-
tively little use for a spreadsheet program.  Dorothy, an accountant, has the opposite 
pattern of preferencesplacing a high value on having the spreadsheet program but 
little value on a word processing program.  Brigitte and Charles have intermediate 
reservation prices.  These reservation prices are negatively correlated:  Customers 
with a relatively high reservation price for one product have relatively low reserva-
tion prices for the other program.  To determine its best pricing strategy, the firm 
calculates its profit by pricing the components separately, using pure bundling, and 
engaging in mixed bundling.

If the firm prices each program separately, it maximizes its profit by charging $90 
for each product and selling each to three out of the four potential customers.  It sells 
the word processing program to Aaron, Brigitte, and Charles.  It sells the spreadsheet 
program to Brigitte,  Charles, and Dorothy.  Thus, it makes $270 (=  3 * $90)  from 
each program or $540 total, which exceeds what it could earn by setting any other 
price per program.20

However, the firm can make a higher profit by engaging in pure bundling.  It can 
charge $150 for the bundle, sell to all four consumers, and earn $600, which is $60 
more than the $540 it makes from selling the programs separately.

With mixed bundling, the firm obtains an even larger profit.  It charges $200 for 
the bundle and $120 for each product separately.  The firm earns $400 from Brigitte 
and Charles, who buy the bundle.  Aaron buys only the word processing program 
for $120, and Dorothy buys only the spreadsheet for another $120, so that the firm 
makes $240 from its individual program sales.  Thus its profit is $640 (=  $400 + $240)  
from mixed bundling, which exceeds the $600 from pure bundling, and the $540 
from individual sales.  We could construct other examples with different numbers 
where selling the programs separately would dominate (such as where reservation 
prices are positively correlated as in Table 10.3)  or where the pure bundle does best 
(as in Table 10.2).

20If it sets a price of a program as low as $30, it sells both programs to all four customers, but makes 
only $240.  If it charges $110, it sells each program to two customers and earns $440.  If it charges 
$120, it makes a single sale of each program, so it earns $240.

Word Processor Spreadsheet Bundle

Aaron $120 $30 $150

Brigitte $110 $90 $200

Charles $90 $110 $200

Dorothy $30 $120 $150

taB Le  1 0 . 4  re se rvation Price s and Mixe d Bundling
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Q&a  1 0 . 3
Package deals are common in vacation travel.  Online travel services such as 
 Expedia, Orbitz, and Travelocity offer travelers many attractive package deals 
that combine a round-trip  airfare and a hotel stay or allow booking of airline 
flights and hotels individually.  At some locations, the package price is much less 
than the sum of the prices for a flight and a hotel room, whereas at other loca-
tions, the package provides little savings.  Paradise Vacations has two destina-
tions, Hawaii and Cleveland, to which it sends its customers who live in Seattle.  
The table shows reservation prices for a weekend holiday for the two destinations 
for three customers.  We assume that both hotels and aircraft have excess capacity 
so that the marginal cost of one more customer is zero.

Hawaii Cleveland

Flight Hotel Bundle Flight Hotel Bundle

Allen $400 $50 $450 $400 $50 $450

Barbara $350 $350 $700 $300 $300 $600

Colin $50 $400 $450 $50 $400 $450

What are the proft-maximizing pricing strategies for the two destinations? Which 
destination yields the bigger package deal discount under mixed bundling?

answer

1.  Determine the best stand-alone prices,  bundle price,  and mixed bundling prices  
for Hawaii.  If the firm prices the flight and the hotel separately, its  profit- 
maximizing prices are $350 for each.  The firm sells two units of each product 
(Allen and Barbara buy flights, and Barbara and Colin rent hotel rooms)  and 
earns $1 ,400.  The best bundle price is $450, which, although all three custom-
ers buy, generates a profit of only $1 ,350.  Therefore, pricing the components 
separately produces a higher profit than does the bundle.  However, mixed 
bundling produces the highest profit.  The firm charges $700 for the bundle 
and $400 for each stand-alone product, earning a total of $1 ,500 by selling one 
bundle to Barbara, one flight to Allen, and one hotel stay to Colin.

2.  Determine the best stand-alone prices,  bundle price,  and mixed bundling prices  for 
Cleveland.  With individual pricing, the firm charges $300 for each product, sell-
ing two units of each, and makes a profit of $1,200.  Bundling is more profitable.  
At a bundle price of $450, all customers buy the bundle, generating a profit 
of $1 ,350.  Mixed bundling is better still.  By charging $600 for the bundle and 
$400 for each item, the firms profit is $1 ,400.

3.  Under mixed bundling,  compare the bundle price and combined individual prices  for 
Hawaii and Cleveland.  For Hawaii with mixed bundling pricing, the cost of a 
flight and a hotel stay is $800 if purchased separately while the bundle price is 
$700, for a $100 saving.  In Cleveland, the sum of the individual prices is $800 
and the bundle price is only $600, for a $200 savings.

Comments:  Hawaii has a relatively low bundling discount because Barbara places 
a very high value on the bundle compared to other customers who are primarily 
interested in just one of the products.  The firm can charge almost as much for 
the bundle as for the individual prices and still sell to Barbara.  For the Cleveland 
market, Barbara requires a bigger discount for the bundle compared to the sum 
of the individual prices.

MyEconLab Q&A
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1 0.7 Peak-Load Pricing
Rooms in Floridas resort hotels that can be rented for $100 or $200 per night in 
the hot,  humid summer months often rent for twice as much in the winter months 
of January and February when snowbirds from northern states and Canada flock 
to Floridas warm, sunny beaches.  Similarly, in many areas, electricity costs more 
during business  hours  than at night.  Such pricing strategies  are  examples  of 

requirement tie-In Sales
One form of bundlingcalled a requirement tie-inrequires customers who buy one 
product from a firm to make all concurrent and subsequent purchases of a related 
product from that firm.  This requirement allows the firm to identify heavier users 
and charge them more per unit.  For example, if a printer manufacturer can require 
that consumers buy their ink cartridges only from the manufacturer, then that firm 
can capture most of the consumers surplus.  Heavy users of the printer, who presum-
ably have a less elastic demand for it,  pay the firm more than light users because of 
the high cost of the ink cartridges.

Unfortunately for such a printer manufacturer, the Magnuson-Moss Warranty 
Improvement Act of 1975 forbids them from requiring consumers to use their ink 
cartridges as a condition of the warranty.  More broadly, the Act prevents any manu-
facturer from using such tie-in provisions as a condition of warranty.

Managers  can increase profit by promoting consumer loyalty.  Despite  the 
 Magnuson-Moss Act, such loyalty can be induced through warranty provisions.  
Printer firms such as Hewlett-Packard (HP)  write their warranties to strongly 
encourage consumers to use only their cartridges and not to refill them:

 .  .  .  [I]f printer failure or damage is attributable to the use of a non-HP or 
refilled cartridge or an expired ink cartridge, HP will charge its standard 
time and materials charges to service the printer for the particular failure 
or damage.

Moreover, the companys literature stresses that

HP recommends that you use original HP cartridges.  Original HP cartridges 
are designed and tested with HP printers to help you easily produce great 
results, time after time.

Are these warranty restrictions and advertising claims sufficient to induce 
most consumers to buy cartridges only from HP? Apparently so.  HP sells its 
Deskjet 1010 printer for only $29.99.  That is,  HP is  virtually giving away an 
impressive machine that will print up to 20 pages per minute in black and white 
and 16 pages per minute in color in up to 4800 * 1200 optimized dots per inch 
(dpi)  in color.  However, HP charges $35.99 for its black and color ink cartridge 
combination, which it rates for only 190 pages in black and 165 in color.  If most 
customers bought inexpensive cartridges or refills from other firms, HP would 
not sell its printer at a rock-bottom price.  Thus, HP demonstrates that the benefits 
of requirement tie-in sales can be achieved through careful wording of warranties 
and advertising.

ties that Bind

Manageria l  
I mp l i ca tion
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peak-load pricing:  charging higher prices during periods of peak demand than 
in other periods.

Peak-load pricing is commonly used when firms face a production capacity con-
straint.  For example, a hotels capacity constraint is the maximum number of rooms, 
Q,  that it can rent.  As Figure 10.7 illustrates, the hotels marginal costprimarily the 
cost of cleaning and maintaining the roomis constant at m  up to capacity, where 
no additional room can be provided at any finite cost in the short run.  That is, the 
marginal cost curve is horizontal at m  up to capacity Q,  where it becomes vertical.

During the low season, the hotel s demand curve is DL  and its marginal revenue 
curve is MRL.  The hotel maximizes its profit by operating where its marginal revenue 
equals its marginal cost.  Its marginal revenue curve hits the marginal cost curve in its 
horizontal section at QL.  The corresponding price is pL.  Thus, during the off-season, 
the hotels price is above its marginal cost, and it does not rent all available rooms, 
so the hotel has excess capacity.

The high- or peak-season demand curve DH  lies to the right of the low-season 
demand curve, DL.  The peak-season marginal revenue curve, MRH,  hits the marginal 

F I GU re  1 0 . 7  Peak-Load Pricing

A resort has Q  rooms,  which  is  its  capacity con-
straint.  I ts  marginal  cost of providing a  room is  m  
up to Q  and  then  becomes infinite because the 
hotel  cannot provide more than Q  rooms.  During 
the low season,  the demand curve is  DL  and  the 
associated marginal  revenue curve is  MRL.  The firm 
maximizes its  profit by renting the number of rooms 
where its marginal  revenue curve crosses its  mar-
ginal  cost curve in  the horizontal  region and  sets its  

price at pL  and  rents QL  rooms as shown by point 
eL.  The hotel  has excess capacity because QL 6 Q.  
During the peak season,  the demand curve is  DH.  
The firm maximizes its  profit by setting price,  pH,  so 
that the quantity demanded is  just equal  to the 
available capacity,  because its marginal  revenue 
curve,  MRH,  crosses the marginal  cost curve in  the 
vertical  section.  The price is  pH,  and the hotel  has 
no excess capacity.

MyEconLab Video
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cost curve where it is vertical at Q.  Here, the firm maximizes its profit by charging a 
price pH  such that the quantity demanded, QH,  equals the available capacity, Q.  Thus, 
in the peak period, the hotel charges a price, pH,  that limits the quantity demanded 
to the available capacity.

Min i - Ca se The four major pricing tools that weve discussedprice discrimination, two-
part pricing, bundling, and peak-load pricingare not mutually exclusive.  The 
Whistler Blackcomb ski resort (Whistler)  near Vancouver, British Columbia, uses 
all four pricing tools.

Whistler satisfies the three necessary conditions to be able 
to  apply these nonuniform pricing tools.  First,  it has con-
siderable market power as one of North Americas top ski 
resorts.  Second, it is  able to obtain extensive information 
about each of its customers.  When a consumer buys a ski 
pass, that transaction goes into a database, typically linked 
to a credit card or a driver s license.  Whistler is then able to 
keep track of that persons skiing habits and other expen-
ditures at the resort over time.  And third, Whistler is  able 
to prevent resale or the sharing of discount tickets, such as 
season passes and various other multiday passes, by putting 
the persons photo on the pass.

Whistler engages in individual price discrimination based 
on individuals  skiing history.  Because Whistler tracks indi-
vidual skiing frequency and links that information to the 
persons address, Whistler is  able to send skiers customized 
promotional letters, offering them special promotions such 
as a discounted lesson or a special discount on a daily pass.

Whistler also uses nonlinear price discrimination, offer-
ing multiday passes at lower prices per day than single-day 
passes and offering tickets to large groups at discount prices.  
Skiers can obtain a one-day pass,  three-day, five-day, and 
other multiday passes, as well as a season pass.

In addition, Whistler uses group price discrimination.  Prices 
vary dramatically by age.  For the 20152016 season, season 

passes cost C$449 (Canadian dollars)  for children under 13, C$739 for youths 
1318, C$1,599 for adults 1964, C$869 for seniors 6574, and only C$199 for super 
seniors over 75.  Groups of 15 or more people can buy a discounted group ticket.

Skiers can obtain lower prices if they are willing to take the time to find 
tickets sold by certain local vendors at a significant discount.  For example, an 
adult skier can buy a daily pass for C$114 instead of the usual C$125 at 7-Eleven 
convenience stores in nearby Vancouver.  Thus, Whistler further segments the 
market on the basis of value of timecharging lower prices for skiers who are 
willing to invest time in getting discount tickets.

Whistler also uses two-part pricing.  Local residents can buy special passes for 
an access fee that allows them to pay lower daily prices for the season.  Whistler 
also bundles skiing with other products.  For example, skiers can buy a daily pass, 
a lesson, and rental equipment as a package deal for considerably less than the 
combined stand-alone prices.  In addition, Whistler engages in peak-load pricing 
by varying fees over the week and the season:  Skiing on weekdays is cheaper 
than on weekends.  Whistler, like Disney, treats nonuniform pricing as a science.

Downhill  Pricing
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Sale  Price s

Manag e rial 

S o l u tion

By putting Heinz ketchup on sale periodically,  Heinzs managers can price 
 discriminate and earn a higher profit for the Kraft Heinz Co.  How often should 
Heinz put its ketchup on sale?  Under what conditions does it pay for the firm to 
have sales? To answer these questions, we study a simplified market in which 
Heinz ketchup competes with one other ketchup brand, which we refer to as 
generic ketchup.21  Every n  days, the typical consumer buys either Heinz or 
generic ketchup.  (The number of days between purchases is determined by the 
storage space in consumers  homes and how frequently they use ketchup.)

Switchers are price sensitive and buy the least expensive ketchup.  They pay 
attention to price information and always know when Heinz ketchup is on sale.

Heinzs managers consider holding periodic sales to capture switchers  pur-
chases.  The generic is  sold at a competitive price equal to its marginal cost of 
production of $2.01  per unit.  Suppose that Heinzs marginal cost is  MC = $1  
per unit (due to its large scale)  and that, if it only sold to its loyal customers, it 
would charge a monopoly price of p = $3.  Heinzs managers face a trade-off.  If 
Heinz is infrequently on sale for less than the generic price, Heinz sells little to 
switchers.  On the other hand, if Heinz is frequently on sale, it loses money on its 
sales to loyal customers.

We start by supposing that Heinzs managers decide to charge a low sales 
price, $2, once every n  days.  For the other n - 1  days, Heinz sells at the regular, 
nonsale (monopoly)  price of $3, which is the monopoly price given the demand 
curve of the loyal customers.  During a sale, the switchers buy enough Heinz to 
last them for n  days until its on sale again.  Consequently, the switchers never 
buy the generic product.  (Some other customers are loyal to the generic, so they 
buy it even when Heinz is on sale.)

If the loyal customers find that Heinz is on sale, which happens 1/n  of all 
days, they buy n  days  worth at the sale price.  Otherwise, they are willing to pay 
the regular (monopoly)  price.  If the other loyal customers were aware of this 
promotion pattern, they could get on a schedule such that they always bought 
on sale too, thereby making this strategy non-profit maximizing.  However, their 
shopping schedules are determined independently:  They buy many goods and 
are not willing to distort their shopping patterns solely to buy this one good 
on sale.22

Could Heinz make more money by altering its promotion pattern? It does not 
want to place its good on sale more frequently because it would earn less from 
its loyal customers without making more sales to switchers.  If it pays to hold 
sales at all,  it does not want to have a sale less frequently because it would sell 
fewer units to switchers.  During a promotion, Heinz wants to charge the highest 
price it can and yet still attract switchers, which is $2.  If it sets a lower price, the 
quantity sold is unchanged, so its profit falls.  If Heinz sets a sale price higher 
than $2, it loses all switchers.

21The rest of the U.S.  market consists primarily of Hunts Ketchup (15%)  and generic or house 
brands (22%).  In the following discussion, we assume that customers who are loyal to Hunts or 
generic ketchup are unaffected by Heinz sales, and hence ignore those customers.
22We make this assumption for simplicity.  In the real world, firms achieve a similar result by having 
random sales or by placing ads announcing sales where the ads are seen by primarily the switchers.
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Does it pay for the firm to have sales? Whether it pays depends on the number 
of switchers, S ,  relative to the number of brand-loyal customers, B .  If each cus-
tomer buys one unit per day, then the firms profit per day if it sells only to loyals 
is = (p - MC)B = (3 - 1)B = 2B,  where p = 3 is Heinzs regular price and 
MC = 1  is its marginal and average cost.  If Heinz uses the sale pricing scheme, 
its average profit per day is

* = 2B(n - 1)/n + (B + S)/n.

The first term is the profit it makes, $2 per unit, selling B  units to loyal customers 
for the fraction of days that Heinz ketchup is not on sale, (n - 1)/n.  The second 
term is the profit it makes, $1  per unit, from selling B + S  units on the fraction 
of days, 1/n,  that Heinz ketchup is on sale.

Thus, it pays to put Heinz ketchup on sale if 6 * ,  or 2B 6 2B(n - 1)/n  +
(B + S)/n.  Using algebra, we can simplify this expression to B 6 S .  Thus, if 
switchers outnumber loyal customers, then having sales is more profitable than 
selling at a uniform price to only loyal customers.

SUMMary

1 . Conditions for Price Discrimination.  A firm 
can price  discriminate if it has  market power, 
knows which consumers or groups of consumers 
are willing to pay more than others for the prod-
uct, and can prevent customers who pay low prices 
from reselling to those who are willing to pay high 
prices.  A firm earns a higher profit from price dis-
crimination than from uniform pricing because 
(a)  the firm captures additional consumer surplus 
from customers who are willing to pay more than 
the uniform price and (b)  the firm sells  to some 
people who would not buy at the uniform price.

2.  Perfect Price Discrimination.  To perfectly 
price discriminate, a firm charges each customer 
the maximum each is willing to pay for each unit 
of output.  The firm captures all potential consumer 
surplus and sells the efficient (competitive)  level 
of output.  Compared to perfect competition, total 
surplus is  the same, consumers as  a  whole are 
worse off,  and firms are better off under perfect 
price  discrimination.  Perfect price  discrimina-
tion is rare, but seeking to approach perfect price 
discrimination using individual-specific prices is 
quite common.

3.  Group Price Discrimination.  A firm that is 
not able to  perfectly price discriminate can still 
increase its profit relative to uniform pricing if it 
can identify different subgroups of consumers with 
different demand curves.  At the profit- maximizing 
prices, the firm charges groups of consumers prices 

in proportion to their elasticities of demand, with 
the group  of consumers with the  least elastic 
demand paying the highest price.  Total surplus is 
less under group price discrimination than under 
competition or perfect price discrimination but 
may be greater or less than that under uniform 
monopoly pricing.

4.  Nonlinear Price Discrimination.  Some firms 
charge customers different prices depending on 
how many units they purchase.  A common pattern 
of such prices involves quantity discounts, so that 
the per-unit price for consumers who buy larger 
quantities would be less than the per-unit price for 
consumers who buy smaller quantities.

5.  two-Part Pricing.  By charging consumers an 
access fee for the right to buy a good and a sepa-
rate fee per unit, firms may earn higher profits than 
from uniform pricing.  In an extreme case, a  firm 
that knew its customers demand curves and could 
charge a  different access fee to  every customer 
could use two-part prices to capture all potential 
consumer surplus.  More realistically, even a firm 
that does not know each customers demand curve 
or that cannot vary the access fee across customers 
can still use two-part pricing to earn a higher profit 
than it could earn using a single (uniform) price.

6.  Bundling.  Some firms increase their profits by 
selling products as bundles, often called package 
deals.  Some firms use pure bundling, in which only 
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the bundle is  offered for sale.  Others use mixed 
bundling, in which both the bundle and the indi-
vidual goods are offered for sale.  Bundling is likely 
to be a profitable pricing strategy when consum-
ers have reservation prices that are negatively cor-
relatedwhen consumers who have a relatively 
high willingness to pay for one good have a rela-
tively low willingness to pay for the other good.

7.  Peak-Load Pricing.  Some firms charge higher 
prices during periods of high demand than during 
periods of low demand.  Such pricing strategies are 
commonly used by firms that have capacity con-
straints.  During the peak period, the firm sets a 
high price to limit demand to its available capac-
ity.  During the off-peak period, the firms profit-
maximizing price leaves excess capacity.

QU eS t I ON S

All exercises  are available on  MyEconLab;  * = answer at  the back of this  book;  C =  use of calculus  may be necessary.

1 .  Conditions for Price  Discrimination 

 1 .1  In the examples in Table 10.1 ,  if the movie theater 
does not price discriminate,  it charges either the 
highest price the college students are willing to pay 
or the one that the senior citizens are willing to pay.  
Why doesnt it charge an intermediate price? (Hint:  
Discuss how the demand curves of these two groups 
are unusual.)

 1 .2 As of 2015, the pharmaceutical companies Abbott 
Laboratories,  AstraZeneca,  Aventis  Pharmaceu-
ticals,  Bristol-Myers Squibb  Company,  Eli  Lilly, 
 GlaxoSmithKline,  Janssen,  Johnson & Johnson, 
Merck, Novartis, and Pfizer provided low-income, 
elderly people with a card guaranteeing them dis-
counts on many prescription medicines.  Why would 
these firms do that?

 1 .3 A monopoly currently sells its  product at a  single 
price.  What conditions must be met so that it can 
profitably price discriminate?

 *1 .4 Many colleges provide students from low-income 
families with scholarships,  subsidized loans, and 
other programs so that they pay lower tuitions than 
students from high-income families.  Explain why 
universities behave this way.

 *1 .5 Disneyland price discriminates by charging lower 
entry fees for children than adults and for local resi-
dents than for other visitors.  Why does it not have a 
resale problem? (Hint:  See the Mini-Case, Disney-
land Pricing.)

 1 .6 A jean manufacturer would find it profitable  to 
charge higher prices in Europe than in the United 
States if it could prevent resale between the two 
countries.  What techniques can it use to  discour-
age resale?  (Hint:  See the Managerial Implication, 
 Preventing Resale.)

 1 .7 On August 31, 2015, Hertz charged $60 to rent a Ford 
Focus for one day in New York City, but only $47 a 
day in Miami.  Is this price discrimination? Explain.

 1 .8 In 2015, the European Commission charged six U.S.  
studios and a U.K.  pay television company, Sky UK, 
with unfairly blocking access to films and other con-
tent.  The charges challenge the studios  requirement 
under contracts that Sky UK block access for con-
sumers outside Britain and Ireland.  (Kanter, James, 
and Mark Scott, E.U.  Opens Antitrust Case Against 
Major U.S.  Studios and Sky UK,  New York Times,  
July 23, 2015.)  The studios have separate contracts 
with broadcasters in other countries.  Why do the 
studios want such restrictions?

2.  Pe rfe ct Price  Discrimination 

 2.1  Using the information in the Mini-Case,  Botox 
Revisited,  determine how much Allergan loses by 
being a single-price monopoly rather than a per-
fectly price-discriminating monopoly.  Explain your 
answer.

 *2.2 If a  monopoly faces an inverse demand function 
of p = 90 - Q,  has a constant marginal and aver-
age cost of 30, and can perfectly price discriminate, 
what is its profit?  What are the consumer surplus, 
total surplus,  and deadweight loss?  How would 
these results change if the firm were a single-price 
monopoly?

 2.3 How would the answers to Q&A 10.1  and Table 10.1  
change if seniors  reservation price was $5?

 2.4 As  described in the  Mini-Case,  Google  Uses 
 Bidding for Ads to  Price Discriminate,  Google 
uses auctions to charge advertisers according to how 
much they are willing to pay to reach a target audi-
ence.  What type of price discrimination is this?

 2.5 To promote her platinum-selling CD Feels  Like Home  
in 2005, singer Norah Jones toured the country for 
live performances.  However,  she sold an average 
of only two-thirds of the tickets available for each 
show, T* (Robert Levine, The Trick of Making a Hot 
Ticket Pay,  New York Times,  June 6, 2005, C1, C4).
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a.  Suppose that the local promoter is the monop-
oly provider of each concert.  Each concert hall 
has a  fixed number of seats.  Assume that the 
promoter s cost is independent of the number 
of people who attend the concert (Ms.  Jones 
received a  guaranteed payment) .  Graph the 
promoter s marginal cost curve for the concert 
hall, where the number of tickets sold is on the 
horizontal axis (be sure to show T*).

b.  If the monopoly can charge a  single market 
price, does the concerts failure to sell out prove 
that the monopoly set too high a price? Explain.

c.  Would your answer in part b  be the same if the 
monopoly can perfectly price discriminate? Use 
a graph to explain.

 2.6 A firm is a natural monopoly (Chapter 9).  Its mar-
ginal cost curve is flat, and its average cost curve is 
downward sloping (because it has a fixed cost).  The 
firm can perfectly price discriminate.

a.  In a  graph,  show how much the monopoly 
 produces, Q*.

b.  Can it profitably produce where its price equals 
its marginal cost?

c.  Show that a  monopoly might shut down if it 
can only set a single price but will operate if it 
can perfectly price discriminate.

3.  Group Price Discrimination 

 3.1  A firm charges different prices to two groups.  Would 
the firm ever operate where it was suffering a loss 
from its sales to the low-price group? Explain.

 *3.2 A monopoly sells its good in the U.S.  and Japanese 
markets.  The American inverse demand function is 
pA = 100 - QA,  and the Japanese inverse demand 
function is  pJ = 80 - 2QJ,  where both prices,  pA  
and pJ,  are measured in dollars.  The firms marginal 
cost of production is m = 20 in both countries.  If the 
firm can prevent resale, what price will it charge in 
both markets? (Hint:  The monopoly determines its 
optimal (monopoly)  price in each country separately 
because customers cannot resell the good.)

 *3.3 A patent gave Sony a legal monopoly to produce a 
robot dog called Aibo (eye-BO).  The Chihuahua-
size pooch robot can sit,  beg,  chase balls,  dance, 
and play an electronic tune.  When Sony started 
selling the  toy,  it announced that it would sell 
3,000 Aibo robots in Japan for about $2,000 each 
and a  limited litter of 2,000 in the United States 
for $2,500 each.  Suppose that Sonys marginal cost 
of producing Aibo robots  was  $500.  Its  inverse 
demand function was pJ = 3,500 -

1
2  QJ  in Japan 

and pA = 4,500 - 4,500QA  in the  United States.  
Solve  for the equilibrium prices  and quantities 

(assuming that U.S.  customers cannot buy robots 
from Japan) .  Show how the  profit-maximizing 
price ratio depends on the elasticities of demand 
in the two countries.  What were the deadweight 
losses in each country, and in which was the loss 
from monopoly pricing greater?  C  (Hint:  See Using 
 Calculus, Maximizing Profit for a Group Discrimi-
nating Monopoly.)

 3.4 A monopoly sells  its  good in the United States, 
where the elasticity of demand is -2, and in Japan, 
where the elasticity of demand is  -5.  Its marginal 
cost is $10.  At what price does the monopoly sell its 
good in each country if resale is impossible?

 3.5 Why are electronic textbooks likely to facilitate price 
discrimination? (Hint:  See the Mini-Case, Reselling 
Textbooks.)

 3.6 In Q&A 10.2,  calculate the firms profit with and 
without a ban against shipments between the two 
countries.

 3.7 How would the analysis  in Q&A 10.2  change if 
MC = 7?

 3.8 Does a  monopolys  ability to  price  discriminate 
between two groups of consumers depend on its 
marginal cost curve?  Why or why not?  [Consider 
two cases:  (a)  the marginal cost is so high that the 
monopoly is  uninterested in selling to one group; 
and (b)  the marginal cost is  low enough that the 
monopoly wants to sell to both groups.]

 3.9  A monopoly has a marginal cost of zero and faces 
two groups of consumers.  At first,  the monopoly 
could not prevent resale, so it maximized its profit 
by charging everyone the same price,  p = $5.  No 
one from the first group chose to purchase.  Now the 
monopoly can prevent resale, so it decides to price 
discriminate.  Will total output expand? Why or why 
not? What happens to profit and consumer surplus?

 3.10 Provide at least three examples illustrating how 
firms can use discounts  while  avoiding giving 
rebates to consumers with a high willingness to pay.  
(Hint:  See the Managerial Implication, Discounts.)

 *3.11  Spenser s Superior Stoves advertises a one-day sale 
on electric stoves.  The ad specifies that no phone 
orders are accepted and that the purchaser must 
transport the stove.  Why does the firm include these 
restrictions?

 3.12 According to  a  report from the Foundation for 
 Taxpayer and Consumer Rights, gasoline costs twice 
as much in Europe as in the United States because 
taxes are higher in Europe.  However,  the amount 
per gallon net of taxes that U.S.  consumers pay is 
higher than that paid by Europeans (24 per gallon 
net of taxes).  The report concludes that U.S.  motor-
ists  are essentially subsidizing European drivers, 
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who pay more for taxes but substantially less into 
oil company profits  (Tom Doggett,  US Drivers 
Subsidize European Pump Prices,  Reuters,  August 
31 , 2006) .  Given that oil companies have market 
power and can price discriminate across countries, 
is it reasonable to conclude that U.S.  consumers are 
subsidizing Europeans? Explain your answer.

4.  Nonlinear Price  Discrimination 

 *4.1  Are  all  the (identical)  customers of the nonlin-
ear price-discriminating monopoly in panel a  of 
 Figure 10.4 worse off than they would be if the firm 
set a single (uniform)  price (panel b)?  What if the 
consumers were not identical?

 4.2 In panel b  of Figure 10.4, the single-price monopoly 
faces a  demand curve of p = 90 - Q  and a  con-
stant marginal (and average)  cost of m = 30.  Find 
the profit-maximizing quantity (or price)  using math 
(Chapter 9).  Determine the profit, consumer surplus, 
total surplus, and deadweight loss.

 4.3 Assume that the quantity-discriminating monopoly 
in panel a of Figure 10.4 can set three prices, depend-
ing on the quantity a  consumer purchases.  The 
firms profit is

= p1Q1 + p2(Q2 - Q1) + p3(Q3 - Q2) - mQ3,

where p1  is  the high price charged on the first Q1  
units (first block), p2 is  a lower price charged on the 
next Q2 - Q1  units,  p3  is  the lowest price charged 
on the  Q3 - Q2  remaining units,  Q3  is  the  total 
number of units actually purchased, and m = $30 
is  the firms constant marginal and average cost.  
Use calculus to  determine the profit-maximizing 
p1, p2,  and p3.  C

 4.4 In the nonlinear price discrimination analysis  in 
panel a of Figure 10.4, suppose that the monopoly 
can make consumers a take-it-or-leave-it offer.

a.  Suppose the monopoly sets a price, p*,  and a 
minimum quantity, Q*,  that a consumer must 
pay to be able to purchase any units at all.  What 
price and minimum quantity should it set to 
achieve the same outcome as it would if it per-
fectly price discriminated?

b.  Now suppose the monopolist charges a price 
of $90 for the first 30 units and a price of $30 
for all subsequent units, but requires that a con-
sumer must buy at least 30 units to be allowed 
to buy any.  Compare this outcome to the one in 
part a and to the perfectly price-discriminating 
outcome.

 4.5 Grocery store chains often set consumer-specific 
prices by issuing frequent-buyer cards to  willing 
customers and collecting information about their 

purchases.  Grocery chains can use that data to offer 
customized discount coupons to individuals.

a.  Which type of price discriminationperfect, 
group, or nonlinearare these personalized 
discounts?

b.  How should a grocery store use past-purchase 
data to set individualized prices to maximize its 
profit? (Hint:  Refer to a customers price elastic-
ity of demand.)

5.  two-Part Pricing 

 5.1  Using math,  show why, under two-part pricing, 
customers who purchase fewer units pay more on 
average per unit than do customers who buy more 
units.

 5.2 Knoebels Amusement Park in Elysburg, Pennsyl-
vania,  charges an access fee,  A ,  to enter its  Crys-
tal Pool.  It also charges p  per trip  down the pools 
water slides.  Suppose that 400 teenagers visit the 
park,  each of whom has  a  demand function of 
q1 = 5 - p,  and that 400 seniors also visit, each of 
whom has a demand function of q2 = 4 - p.  Knoe-
bels  objective is  to set A  and p  so as to maximize its 
profit given that it has no (non-sunk)  cost and must 
charge both groups the same prices.  What are the 
optimal A  and p?

 *5.3 Joe has just moved to a small town with only one 
golf course, the Northlands Golf Club.  His inverse 
demand function is  p = 120 - 2q,  where q  is  the 
number of rounds of golf that he plays per year.  
The manager of the Northlands Club  negotiates 
separately with each person who joins the club and 
can therefore charge individual prices.  This manager 
has a good idea of what Joes demand curve is and 
offers Joe a special deal, where Joe pays an annual 
membership fee and can play as many rounds as he 
wants at $20, which is the marginal cost his round 
imposes on the Club.  What membership fee would 
maximize profit for the Club?  The manager could 
have charged Joe a  single price per round.  How 
much extra profit does the club earn by using two-
part pricing?

 5.4 Joe  in Question 5.3  marries  Susan,  who is  also 
an enthusiastic  golfer.  Susan wants  to  join the 
 Northlands  Club.  The  manager  believes  that 
Susans inverse demand function is p = 100 - 2q.  
The  manager has a  policy of offering each mem-
ber of a married couple the same two-part prices, 
so he offers them both a new deal.  What two-part 
pricing deal maximizes the clubs profit?  Will this 
new pricing have a higher or lower access fee and 
per-unit fee than in Joes original deal?  How much 
more would the club make if it charged Susan and 
Joe separate prices?
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 5.5  As described in the Mini-Case Music for a Song,  
Shiller and Waldfogel (2011)  estimated that if iTunes 
used two-part pricing charging an annual access fee 
and a low price per song, it would raise its profit 
by about 30% relative to what it would earn using 
uniform pricing or variable pricing.  Assume that 
iTunes uses two-part pricing and assume that the 
marginal cost of an additional download is  zero.  
How should iTunes set its profit-maximizing price 
per song if all consumers are identical?  Illustrate 
profit- maximizing two-part pricing in a diagram for 
the identical consumer case.  Explain why the actual 
profit-maximizing price per song is positive.

6.  Bundling 

 6.1  A monopoly sells two products, of which any given 
consumer wants to  buy only one (and places no 
value on the other good).  If the monopoly can pre-
vent resale, can it increase its profit by bundling the 
goods, forcing consumers to buy both goods?

 *6.2 A computer hardware firm sells both laptop comput-
ers and printers.  It has a large inventory of laptops 
and printers that it wants to sell, so it has no vari-
able production cost.  Through the magic of focus 
groups, their pricing team determines that they have 
an equal number of three types of customers, and 
that these customers  reservation prices are

Laptop Printer Bundle

Customer Type A $800 $100 $900

Customer Type B $1,000 $50 $1,050

Customer Type C $600 $150 $750

a.  If the firm were to charge only individual prices 
(not use the bundle price), what prices should 
it set for its laptops and printers to maximize 
profit?  Assuming for simplicity that the firm 
has only one customer of each type, how much 
does it earn in total?

b.  After conducting a costly study, an outside con-
sultant suggests that the company could make 
more money from its customers if it sold lap-
tops and printers together as a bundle instead 
of separately.  Is the consultant right? Assuming 
again that the firm has one customer of each 
type, how much does the firm earn in total from 
pure bundling?

c.  Why does bundling pay or not pay? (Hint:  See 
Q&A 10.3.)

 6.3 Why do Honda service departments emphasize to 
customers the importance of using genuine Honda 
parts  when servicing and tuning Honda cars and 
motorcycles? Is Honda likely to be as successful as 
Hewlett-Packard in the Managerial Implication, 
Ties That Bind?

7.  Peak-Load Pricing 

 7.1  The  inverse  demand function facing a  resort 
hotel is  p = 300 - Q  during the high season and 
p = 100 - Q  during the low season.  The resorts 
marginal cost is $50 per night in cleaning costs for 
the room and general maintenance and administra-
tion.  The resort has 100 rooms.  What is the resorts 
profit-maximizing peak-load  pricing strategy? 
 Illustrate the solution in a diagram.

 *7.2 Paradise Cruises has a monopoly in renting luxury 
yachts for sailing in the Caribbean Sea.  In winter its 
monthly inverse demand function is  p = 200 - q.  
In  summer  the  inverse  demand  function is 
p = 200 - 2q.  Paradise has a total of 50 yachts avail-
able for rental on a monthly basis.

a.  Which season is the peak season? Why?

b.  What are the profit-maximizing prices in both 
seasons?

 7.3 Based on the information in Question 7.2, determine 
the profit-maximizing uniform price.  Does Paradise 
Cruises earn a higher profit under peak-load pric-
ing or uniform pricing? Compare consumer surplus 
under these two pricing methods.

8.  Managerial Problem 

 8.1  Each week, a  department store places a  different 
item of clothing on sale.  Give an explanation based 
on price discrimination for why the store conducts 
such regular sales.

9.  MyEconLab Spreadsheet Exercises23 

 9.1  The  Jam Factory makes  boutique jams that it 
sells  in specialty stores  in two different cities.  
In City 1 ,  the daily inverse demand function is 
p1 = 12 - 0.5Q1  and the marginal revenue function 
is  MR1 = 12 - Q1.  In City 2,  the inverse demand 
and marginal revenue functions are p2 = 20 - Q2 
and MR2 = 20 - 2Q2.  The firms cost function is 
C(Q) = 10 + 6Q,  where Q = Q1 + Q2.  Thus,  the 
firms marginal cost of production is 6 per unit.

a.  Create  a  spreadsheet  with columns  for 
Q1, Q2, p1, p2, MR1, MR2,  and  MC .  Put  the 

23The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .
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values 1  to 12 in increments of 1  in the Q1  col-
umn and put the same values in the Q2 column.  
Fill in the appropriate formulas in the other 
cells, noting that the MC  column has the value 
6 for each quantity.  The Jam Factory price dis-
criminates by charging a different price in each 
city.  Find the profit-maximizing quantities and 
prices.  Verify that the marginal revenues are 
the same in each city at the profit-maximizing 
quantities.  Determine the firms profit.

b.  Add two columns to your spreadsheet show-
ing the price elasticity of demand in each city 
for each price-quantity combination.  Verify that 
your results are consistent with Equation 10.5.  
(Hint:  The price elasticity of demand for City 1  
is e1 = -2p1/Q1  and for City 2 is e2 = -p2/Q2.  )

 9.2 Anil is planning a birthday party at an amusement 
park for his young daughter and her friends.  The 
manager of the park is considering whether to use 
uniform pricing or two-part-pricing.  Anils willing-
ness to pay for rides for the party is p = 25 - 0.5Q,  
where p  is  the ticket price per ride and Q  is the num-
ber of rides.  The amusement park has a marginal 
cost of $5 for each additional ride.  Its fixed cost for 
handling the party is $20.

a.  Create a spreadsheet with quantity, price, con-
sumer surplus,  revenue,  marginal revenue, 
cost, marginal cost, and profit as column head-
ings.  Fill in the spreadsheets cells for Q = 5 
to Q = 50 in increments of 5  units.  If the man-
ager uses uniform pricing, what is  the profit-
maximizing ticket price per ride, the number of 
rides, and the profit earned by the park?

b.  Suppose that the manager uses two-part pric-
ing:  an entry fee for the entire party of young 
girls and a price per ride.  Calculate the profit-
maximizing entry fee if the price per ride is the 
same as the monopoly price that you deter-
mined in part a.  Calculate the total profit earned 
by the park.

c.  Now suppose the manager uses two-part pric-
ing with a per-ride price equal to marginal cost 
and a profit-maximizing entry fee.  Determine 
the price per ride, the number of rides, and the 
total profit (including profit from ticket sales 
and the entry fee)  in this case.

 9.3  A restaurant faces very high demand for its  signa-
ture mousse desserts in the evening but is less busy 
during the day.  Its  manager estimates that inverse 
demand functions are pe = 20 - Qe  in the evening 
and pd = 11 - Qd  during the day,  where e  and d  
denote evening and daytime.  The marginal cost of 
producing its  dessert,  MC1,  is  $3.  Any morning, the 
restaurant can bring in additional tables and con-
vert its  storage space to seating to increase capac-
ity for that day.  Creating enough extra capacity to 
provide one more dessert in the evening or the day 
costs $5, which is the restaurants marginal capacity 
cost,  MC2.

a.  Create a  spreadsheet with the column head-
ings  Qe,  pe,  MRe, Qd,  pd, MRd,  MC1, MC2,  and 
MCT = MC1 + MC2.

b.  Determine the optimal prices for the dessert 
that the restaurant should charge during the 
evening hours and during the day, the associ-
ated quantities sold, and the total daily profit.
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Lea rn i n g  Ob jec t i ve s

1 .  Explain  how firms in  a  cartel  raise their profits by coordinating their actions.

2.  I l lustrate how firms independently choose their output levels to determine the Nash-Cournot equilibrium.

3.  Show how firms independently choose their prices to determine the Nash-Bertrand equil ibrium.

4.  Explain  how two conditions determine the monopolistic competition  equil ibrium.

Oligopoly and 
Monopolistic 
Competition

1 1
Anyone can  win  unless there  happens to  be  a  second entry.  George Ade

A manager can  use  a  cost advantage over a  riva l  firm  to  increase profit.  

 Consequently,  managers of aircraft manufacturing firms lobby their governments 

for subsidies and then use these subsidies to increase their profit.

Airbus SAS,  based in  Europe,  and  the Boeing Co.,  based in  the United  States,  

are the only two major manufacturers of large commercial  jet a ircraft.  France,  

Germany,  Spain,  and  the United  Kingdom subsidize Airbus,  which competes in  the 

wide-body aircraft market with  Boeing.  The U.S.  government decries the European 

subsidies to Airbus despite giving  lucrative mil itary 

contracts to Boeing,  which  the Europeans view as 

implicit subsidies.

Th is  government la rgess  does  not magica l ly 

appear.  Managers at both Boeing and  Airbus lobby 

strenuously for this support.  For example,  in  201 5 (as 

of November) ,  Boeing spent $1 8.6 mil l ion on lobbying 

and  was represented by 90 lobbyists,  including two 

former congressmen.

Wash ington  and  the  European  Un ion  have 

repeatedly charged  each other before the World  

Trade Organization  (WTO)  with  i l legal ly subsid izing 

their respective aircraft manufacturers.  In  201 0,  the 

WTO ruled  that Airbus received improper subsidies 

for its  A380 superjumbo jet and  several  other aircraft,  

hurting Boeing,  as the United States had charged in  

2005.  In  201 2,  the WTO ruled that Boeing and Airbus both received improper subsi-

dies.  In  201 5,  the WTO agreed to investigate a  complaint about Washington state 

Gaining an Edge 

from Government 

Aircraft Subsidies

Manager ia l  
P rob l em
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I
n Chapter 7,  we discussed the common market structures:  perfect competition, 
monopoly, oligopoly, and monopolistic competition.  In this chapter, we focus on 
oligopolistic and monopolistically competitive markets, which have more than the 

single firm of a monopoly but fewer firms than in a perfectly competitive market.
An oligopoly  has few sellers and barriers to entry.  Because relatively few firms 

compete in such a market, each can influence the market price, and hence its actions 
affect rival firms.  As with a monopoly, an oligopolistic firm has market power and 
is therefore able to set a price above marginal cost profitably.

Many manufacturing, transportation, financial, and other markets with relatively 
few firms are either oligopolistic or monopolistically competitive.  For example, the 
worldwide video game market is  oligopolistic and is dominated by three firms:  
Nintendo, Microsoft, and Sony.  When one of these three firms changes its price or its 
products features, the other firms must either respond or lose a substantial amount 
of business.

The need to consider the behavior of rivals makes the profit-maximization deci-
sion for an oligopolistic firm more difficult than for a competitive firm or a monopoly.  
A competitive firm ignores the behavior of individual rivals and considers only the 
market price and its own costs in choosing its profit-maximizing output (Chapter 8).  
A monopoly has no rivals (Chapter 9)  and considers only how its choice of quantity 
or price affects its profit.

Oligopolistic firms may act independently or may coordinate their actions.  In this 
chapter, we focus primarily on independent or noncooperative  oligopolies.  However, a 
group of firms in the same industry may seek to cooperate.  If they coordinate setting 
prices or quantities, they are said to collude  and the group of firms is often called a 
cartel.  If the colluding firms can cooperate and behave like a monopoly, the members 
of the cartel collectively earn the monopoly profit.  Even if the cartel cannot achieve 
the full monopoly outcome, it can often collude sufficiently to at least provide its 
members with higher profits than the firms could earn through independent actions.  
In the United States, Canada, the European Union, and most other developed econo-
mies, such cartels are generally illegal.

If oligopolistic firms do not collude, they normally earn less profit than a monop-
oly could.  However, because oligopolistic markets have relatively few firms, oli-
gopolistic firms that act independently may earn positive economic profits in the 
long run, unlike competitive firms.

In an oligopolistic market, limitations on entry keep the number of firms small.  
In a market with no limits on entry, firms enter the market until the profit of the 
marginal firm falls to zero.  In perfectly competitive markets, enough entry occurs 
that each firm faces a horizontal demand curve and is a price taker.

subsidies to Boeing,  and  Boeing questioned government loans to Airbus.  Thus,  the 

cycle of subsidies,  charges,  agreements,  and new subsidies continues.  .  .  . 

I f only Boeing or Airbus receives a  government subsidy,  how should  its  manag-

ers use the subsidy to gain  a  competitive advantage?  What effect does that sub-

sidy have on prices and quantities?  What happens if both  governments subsidize 

their firms?  Do Boeing and Airbus managers benefit from lobbying for government 

 subsidies if that results in  a  subsidy war?
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However, free entry does not necessarily lead to perfect competition.  Even if the 
entry of many firms drives the last firms economic profit to zero (Chapter 7), each 
firms demand curve may be downward sloping, particularly if each firm differen-
tiates its product from those of its rivals.  Given that firms face downward-sloping 
demand curves, they charge a price above their marginal costs.  Such a market is not 
perfectly competitive and is monopolistically competitive.

Monopolistic competition  is  a  market structure in which firms have market 
power, but free entry occurs in the long run until no additional firm can enter and 
earn a positive long-run profit.  If all firms have identical costs and produce identical 
products, all firms earn zero long-run economic profits.

As we saw in Chapter 9, the monopoly outcome is the same whether a monopoly 
sets price or quantity.  In contrast, under oligopoly or monopolistic competition, out-
comes can differ depending on whether firms choose to set prices or quantities.

Ma in  top ic s
1 .  Cartels:  I f  firms successfu l ly coordinate their actions,  they can  seek to  ra ise 

prices  and  profits  toward  monopoly levels.

2.  Cournot Ol igopoly:  One important  model  of  o l igopoly is  the  Cournot 

model,  in  which  firms simultaneously and  independently set their quantities.

3.  Bertrand  Oligopoly:  The Bertrand  model  is  another model  of ol igopoly in  

which  firms simultaneously and  independently set their prices.

4.  Monopolistic Competition:  When firms can freely enter the market but face 

downward-sloping demand curves in  equil ibrium,  firms charge prices above 

marginal  cost but make no economic profit in  the long run.

In  this chapter,  

we examine four 

main topics

1 1 .1  Cartels

Oligopolistic firms have an incentive to form cartels in which they collude in setting 
prices or quantities so as to increase their profits.  The Organization of Petroleum 
Exporting Countries (OPEC)  is  a well-known example of an international cartel; 
however, many cartels operate within a single country.

Why Cartels Succeed or Fail
Typically, each member of a cartel agrees to reduce its output from the level it would 
produce if it acted independently.  As a result, the market price rises and the firms 
earn higher profits.  If the firms reduce market output to the monopoly level, they 
achieve the highest possible collective profit.  As Adam Smith observed more than 
two centuries ago, People of the same trade seldom meet together, even for merri-
ment and diversion, but the conversation ends in a conspiracy against the public, or 
some contrivance to raise prices.

Luckily for consumers, cartels often fail because of government policies that for-
bid cartels or because members of the cartel cheat on the cartel agreement.  Each 
member has an incentive to cheat because it can raise its profit if it increases its 
output while other cartel members stick to the agreement.
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Why Cartels Form.  A cartel forms if members of the cartel believe that they can 
raise their profits by coordinating their actions.  But, if a firm maximizes its profit 
when acting independently, why should joining a cartel increase its  profit?  The 
answer involves a subtle argument.  When a firm acts independently, it considers 
how increasing its output affects its own profit only.  The firm does not care that when 
it increases its output, it lowers the profits of other firms.  A cartel, in contrast, takes 
into account how changes in any one firms output affect the profits of all members of 
the cartel.  Therefore, the aggregate profit of a cartel can exceed the combined profits 
of the same firms acting independently.

Although cartels are most common in oligopolistic markets, occasionally we see 
cartels formed in what would otherwise be highly competitive markets with many 
firms.  If a competitive firm lowers its output, it raises the market price very slightly
so slightly that the firm ignores the effect not only on other firms profits but also on 
its own.  If all the identical competitive firms in an industry lower their output by this 
same amount, however, the market price will change noticeably.   Recognizing this 
effect of collective action, a cartel chooses to produce a smaller market output than 
is produced by a competitive market.

Figure 11 .1  illustrates the difference between a competitive market and a cartel.  
This oligopolistic market has n  firms, and no further entry is possible.  Panel a shows 
the marginal and average cost curves of a typical perfectly competitive firm.  If all 
firms are price takers, the market supply curve, S  in panel b, is the horizontal sum of 
the individual marginal cost curves above minimum average cost.  At the competitive 
price, pc,  each price-taking firm produces qc  units of output (which is determined 
by the intersection in panel a of MC  and the dotted line at pc).

1  The market output is 
Qc = nqc  (where S  intersects the market demand curve in panel b).

Now suppose that the firms form a cartel.  Should they reduce their output? At 
the competitive output, the cartel s marginal cost in panel b  (which is S,  the sum 
of the individual firms marginal cost curves)  is greater than its marginal revenue, 
so the cartels profit rises if it reduces output.  The cartels collective profit rises until 
output is reduced by enough that its marginal revenue equals its marginal cost at 
Qm,  the monopoly output.  If the profit of the cartel increases, the profit of each of the 
n  members of the cartel also increases.  To achieve the cartel output level, each firm 
must reduce its output to qm = Qm/n,  as panel a shows.

Why must the firms form a cartel to achieve these higher profits?  A competi-
tive firm produces qc,  where its marginal cost equals the market price.  If only one 
firm reduces its output, it loses profit because it sells fewer units at essentially the 
same price.  By getting all the firms to lower their output together, the cartel raises 
the market price and hence individual firms  profits.  The less elastic the market 
demand curve that the potential cartel faces, holding everything else constant, the 
higher the price the cartel sets and the greater the benefit from forming a cartel.  In 
regimes where cartels are legal, such possibilities are attractive to producers.  Even 
where cartels are not legal, if the penalty for forming an illegal cartel is relatively 
low, producers still face an incentive to succumb to the lure of extra profits and join.

Why Cartels Fail.  In most developed countries, cartels are generally illegal (as 
we discuss at greater length in Chapter 16), firms in the cartel may incur fines, and 

1To compare the competitive and cartel outcomes, we hold the number of firms fixed.  Without free 
entry, the competitive price can exceed the minimum average cost, and competitive firms can earn 
a profit,  as in the figure.
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the owners or managers of these firms may be subject to individual fines and jail 
terms.2 Further, many cartels fail even without legal intervention.

Some cartels fail because they do not control enough of the market to raise the 
price significantly.  For example, copper producers tried four times to form an inter-
national cartel between 1918 and 1988.  In the most recent attempt, the Intergovern-
mental Council of Copper Exporting Countries controlled less than a third of the 
noncommunist worlds copper production and faced additional competition from 
firms that recycle copper from scrap materials.  Because of this competition from 
noncartel members, the cartel could not successfully increase copper prices and dis-
solved in 1988.

Members of a cartel have incentives to cheat on the cartel agreement.  The owner 
of a participating firm may reason, I joined the cartel to encourage others to reduce 
their output, which raises the market price and increases profits for everyone.  How-
ever, I can make even more if I cheat on the cartel agreement by producing extra 
output.  I can get away with cheating if the other firms cant tell who is producing the 
extra output because my firm is just one of many firms and my increase in output 
will hardly affect the market price.  By this reasoning, it is in each firms best interest 
for all other  firms to honor the cartel agreementthus driving up the market price
while it ignores the agreement and makes extra profitable sales at the high price.

2With rare exceptions,  it is  illegal for firms to collude over prices, quantities,  market areas,  or 
the equivalent.  However, in most jurisdictions,  firms may coordinate R&D efforts or technical 
standards.

F I Gu rE  1 1 . 1  Comparing Competition with a  Cartel

(a)  The figure shows the marginal  cost and  aver-
age cost of one of the n  firms in  the market.  A com-
petitive firm produces qc  units  of output,  whereas 
a  cartel  member produces qm 6 qc.  At the cartel  
price,  pm,  each  cartel  member has an  incentive 

to  increase its  output from qm  to  q*  (where the 
 dotted  l ine at pm  intersects the MC  curve) .
(b)  The competitive  equi l ibrium,  ec,  has  more 
 output and  a  lower price than the cartel  equil ib-
rium,  em.

p
, 
$
 p
e
r 
u
n
it

(a)  Firm

qc q*qm q,  Units per year

S

MR

Market demand

AC

MC

pm

MCm

pc

em

ec

p
, 
$
 p
e
r 
u
n
it

(b)  Market

Qm Qc Q,  Units per year

pm

pc

MCm

M1 1 _PERL7879_02_SE_C1 1 . indd   363 21 /1 1 /1 5   7:06 am
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Figure 11 .1  illustrates why firms want to cheat.  At the cartel output, qm  in panel a, 
each cartel member s marginal cost is MCm.  A firm that does not restrict its output to 
the cartel level can increase its profit.  It can earn the market price, pm,  on each extra 
unit it sells because each individual firms output has little effect on the market price.  
That is, the firm can act like a price taker, so its marginal revenue equals the market 
price.  The firm maximizes its profit by selling q* units, which is determined by the 
intersection of its marginal cost curve and the dotted line at pm.  Because its marginal 
revenue is above its marginal cost for all the extra units it sells (those between qm  
and q*), it makes extra money by violating the cartel agreement.  As more and more 
firms leave the cartel, the cartel price falls.  Eventually, if enough firms quit, the cartel 
collapses.

Min i - Ca se How would you get a  higher wage than your current employer is  paying? 
 Probably youd try to get a job offer from another firm in the same field.  But if 
that other firm refuses to hire anyone employed by your current firm, youre out 
of luck.  Thats what happened to many skilled engineers.

In 2005, when demand for Silicon Valley engineers was skyrocketing, Apples 
Steve Jobs agreed on a  secret,  illegal no-poaching  deal with Googles  Eric 
Schmidt (who was also on Apples board)  to keep their employees  wages low 
by agreeing not to recruit each other s workers,  by sharing wage scale infor-
mation, and by punishing a firm that violated the agreement.  Internal e-mails 
show that, in 2007, Schmidt, to keep Jobs happy, fired a Google recruiter who 
had contacted an Apple engineer.  Intuit,  Pixar, and Lucasfilm joined the cartel.  
It is  alleged that many other major tech firms joined the conspiracy, affecting 
over a million employees.

Apparently, this cartel stopped when the U.S.  Justice Department opened an 
investigation of Apple, Google, and other companies in 2010.  In 2014, Intuit, 
Pixar, and Lucasfilm agreed to a $20 million settlement of a class-action lawsuit 
alleging that they conspired to suppress wages.  In 2015, Apple, Google, Intel, 
and Adobe agreed to pay $415 million to settle a similar lawsuit.  These compa-
nies have denied any wrongdoing!

This conspiracy is an example of a buyers  cartel.  Recent sellers  cartels are 
either alleged or confirmed to have occurred in airline, book publishing, French 
dairy, Balkan trains, computer chips, air cargo, LCD panels, potatoes (! ),  and 
many other markets.

the Apple-

Google-Intel-

Adobe-Intuit-

Lucasfilm-Pixar 

Wage Cartel

Maintaining Cartels
To keep firms from violating a cartel agreement, it is important for the cartel to be 
able to detect cheating and punish violators.  Further, the members of the cartel need 
to keep their illegal behavior sufficiently hidden from customers and government 
agencies to avoid prosecution.

Detection  and  Enforcement.  Cartels  use various techniques to detect 
cheating.  Some cartels, for example, give members the right to inspect each other s 
accounts.  Cartels may also divide the market by region or by customers, making it 
more likely that the cartel will know if a firm steals another firms customers, as in 
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the two-country mercury cartel (19281972)  that allocated the Americas to Spain and 
Europe to Italy.  Another option is for a cartel to turn to industry organizations that 
collect data on market share by firm.  A cheating cartels market share would rise, 
tipping off the other firms that it had cheated.

You perhaps have seen low price  ads in which local retail stores guarantee 
to meet or beat the prices of any competitors.  These ads may in fact be a way for 
the firm to induce its customers to report cheating by other firms on an explicit or 
implicit cartel agreement (Salop, 1986).

Cartels use various methods to enforce their agreements.  For example, GE and 
Westinghouse, the two major sellers of large steam-turbine generators,  included 
most-favored-customer clauses in their contracts.  These contracts stated that the 
seller would not offer a lower price to any other current or future buyer without 
offering the same price decrease to the firms that signed these contracts.  This type of 
rebate clause creates a penalty for cheating on the cartel:  If either company cheats by 
cutting prices, it has to lower prices to all previous buyers as well.  Threats of violence 
are another means of enforcing a cartel agreement.

Government Support.  Sometimes governments help create and enforce car-
tels, exempting them from antitrust and competition laws.  By successfully lobbying 
the U.S.  Congress for a special exemption, professional baseball teams have not been 
subject to most U.S.  antitrust laws since 1922.  As a result, they can use the courts to 
help enforce certain aspects of their cartel agreement.

The international airline market provides an example where governments first 
created a cartel and then later acted to end it.  In 1944, 52 countries signed the Con-
vention on International Civil Aviation, which established rules (freedoms)  that 
enabled airlines to fly between countries.  Rather than having the market determine 
international airfares, bilateral governmental agreements determined them.  These 
countries exempted airlines from their cartel laws, which allowed the firms to dis-
cuss prices through the International Air Transport Association (IATA).  In the late 
1970s, the United States deregulated its airline industry.  Soon thereafter, European 
countries started to deregulate, allowing nongovernment-owned airlines to enter the 
market.  Countries negotiated bilateral open skies  agreements that weakened IATAs 
price-fixing role.3

3The European Court of Justice struck down the central provisions of aviation treaties among the 
United States and eight other countries in 2002.

Min i - Ca se Most maple syrup comes from Quebecnot Vermont (as  many Americans 
assume).  Quebec has many, many trees and about 13,500 maple syrup producers.  
How could they band together and effectively run a cartel?  The provincial gov-
ernment passed a law creating the cartel:  the Federation of Quebec Maple Syrup 
Producers.  Simon Trpanier, the federations executive director, has referred to 
the federation as the OPEC of maple syrup.

The federation is half a century old.  However, technological change, such as 
the use of plastic pipes, caused a large increase in supply and a drop in price.  
Since 1990, the federation has been the provinces only wholesale seller of syrup.  
A majority of the federations members voted to establish mandatory produc-
tion quotas starting in 2004, which limit how much farmers can sell in a year.  

Cheating on the 

Maple Syrup 

Cartel
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Barriers to Entry.  Barriers to entry that limit the number of firms help the cartel 
detect and punish cheating.  The fewer the firms in a market, the more likely it is 
that other firms will know if a given firm cheats and the easier it is to impose penal-
ties.  Cartels with a large number of firms are relatively rare, except those involving 
professional associations.

When new firms enter their market, cartels frequently fail.  For example, when 
only Italy and Spain sold mercury, they were able to establish and maintain a stable 
cartel.  When a larger group of countries joined them, their attempts to cartelize the 
world mercury market repeatedly failed (MacKie-Mason and Pindyck, 1986).

1 1 .2 Cournot Oligopoly

How do the great number of oligopolistic firms that do not collude interact? Although 
economists have only one model of perfect competition and one model of monopoly, 
they have many models of noncooperative oligopolistic behavior with many possible 
equilibrium prices and quantities.

Which oligopoly model is  appropriate in a particular market depends on the 
characteristics of the market, including the type of actions  firms take (such as whether 
firms set prices or quantities), whether firms act simultaneously or sequentially, and 

Moreover, farmers have to sell all their syrup through the federation.  Thus, the 
federation restricts supply to raise the price of maple syrup.  The price rose 36% 
from 2004 to 2015 (13% in real terms).

So are all the farmers happy? According to Mr.  Trpanier, Three-quarters of 
our members are happy or very happy with what we are doing.  And the rest?  
Some of them are cheating on the cartel.

If the federation suspects a farmer is  producing and selling outside the fed-
eration, it posts  guards on the farmer s property.  Then it seeks fines,  or,  in 
extreme circumstances, it seizes production.  In other words, it has powers that 
illegal cartels can only envy.

But does the federation stop all cheating? It is  in a battle with farmers like 
Robert Hodge who break the law by not participating in the federations sys-
tem.  The federation did not catch Mr.  Hodge from 2004 through 2008.  In 2009, 
the federation demanded C$278,000 from Mr.  Hodge for not joining and for 
selling outside the system, which exceeded his annual sales of about C$50,000 
by more than five-fold.

In 2015, the federation hired guards to keep watch over Mr.  Hodges sugar 
farm.  After watching the farm for several weeks, they seized his entire annual 
production of 20,400 pounds of maple syrup, worth about C$60,000.  He remains 
intransigent, contending that he should be free to choose how much to produce 
and to whom he sells  his  product regardless of the law.  He says,  They call 
us rebels, say were in a sugar war or something.  His 20-year-old daughter 
observed, A war over maple syrup, like how pathetic can you get?

Mr.  Hodge is  not the only one fighting the cartel.  Despite harsh penalties 
and legal backing, the cartel is conducting about 400 investigations at any given 
time.
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the number of periods over which firms compete.  In this chapter and in Chapter 12, 
we examine oligopoly models in which firms act simultaneously and compete in 
a single period.  In Chapter 13, we examine oligopoly models in which firms may 
act sequentially and compete over many periods.  In this chapter, we assume that 
firms set only prices or quantities, whereas in Chapters 12 and 13, we consider other 
decisions by firms such as how much to advertise and whether to enter a market.  
To keep the analysis as clear as possible, we initially assume that firms produce 
identical products, but we later show how these models can incorporate product 
differentiation.

We begin our study of oligopoly models with the two best-known oligopoly mod-
els, the Cournot model  and the Bertrand model.  In both models, firms act simultane-
ously and independently.  In the Cournot model, firms choose quantities:  how much 
they produce.  In contrast, in the Bertrand model firms set prices.  Because each firm 
acts independently and before it knows how its rivals will act, each firm must choose 
its output level or price based on how it expects its rivals to behave.  In Chapter 13, 
we examine another well-known oligopoly model, the Stackelberg model, in which 
one firm is able to act before the others can.

To compare market outcomes under the various oligopoly models, we need to be 
able to characterize the oligopoly equilibrium.  In Chapter 2, we defined an equilib-
rium  for the supply-demand model as a situation in which neither firms nor consum-
ers want to change their behavior.  John Nash, a Nobel Prize-winning economist and 
mathematician, defined a related equilibrium concept (Nash, 1951)  that has wide 
applicability to oligopolistic markets and many other situations.

We give a general definition of a Nash equilibrium in Chapter 12.  In this  chapter 
we use a special case of a  Nash equilibrium that is  appropriate for the Cournot 
model, in which the firms strategy is the quantity it produces, and for the Bertrand 
model,  in which the firms strategy is its  price.  A set of strategies chosen by the 
oligopolistic firms is a Nash equilibrium  if,  holding the strategies of all other firms 
constant,  no firm can obtain a higher profit by choosing a different strategy.  For 
example, in a Cournot oligopoly, a Nash equilibrium is a set of output levels chosen 
by the firms such that no firm wants to change its output level if its rivals  output 
levels remain constant.

Introduced by the French economist and mathematician Antoine-Augustin 
Cournot in 1838, the Cournot model is the oldest oligopoly model and is still one of 
the most widely used models.  The simplest version of the Cournot model relies on 
four assumptions.

1.  The market has a small number of firms, and no other firms can enter;

2.  the firms set their quantities independently and simultaneously;

3.  the firms have identical costs; and

4.  the firms sell identical products.

All of these assumptions are relaxed either later in this chapter or in the next two 
chapters.

Because the firms set quantities,  the price adjusts as needed until the market 
clears in the sense that the amount purchased by consumers equals the amount 
offered for sale by sellers.  Therefore, each firms quantity decision affects the profit 
of the other firm, because an increase in one firms quantity drives down market 
price, reducing the revenues received by the other firm.  Thus, the firms profits are 
interdependent.
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368 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

Airlines
To illustrate the basic idea of the Cournot model, we examine a real market in which 
American Airlines and United Airlines compete for customers on flights between 
Chicago and Los Angeles.4 An oligopoly with two firms is referred to as a duopoly.  
The total number of passengers flown by these two firms, Q,  is the sum of the num-
ber of passengers flown on American, qA,  and those flown on United, qU.

How many passengers does each airline choose to carry? To answer this ques-
tion, we determine the Nash equilibrium for this model in which the firms choose 
quantities.  It is called a Nash-Cournot equilibrium  (or Cournot-Nash equilibrium  
or Cournot equilibrium) :  a set of quantities chosen by the firms such that, holding 
the quantities of all other firms constant, no firm can obtain a higher profit by choos-
ing a different quantity.

A Graphical  Approach.  The strategy that each firm uses depends on the 
demand curve it faces and its marginal cost.  American Airlines profit-maximizing 
output depends on how many passengers it believes United will fly.  Figure 11 .2 
illustrates two possibilities.

If American were a monopoly, it wouldnt have to worry about Uniteds strategy.  
Americans demand would be the market demand curve, D,  in panel a.  The figure 
illustrates the estimated total demand function for the ChicagoLos Angeles route,

 Q = 339 - p,  (11 .1 )

4This example is based on Brander and Zhang (1990).  In calculating the airlines profits, we assume 
that Brander and Zhangs estimate of the firms constant marginal cost is the same as the firms 
 relevant long-run average cost.  As shown in Weiher et al.  (2002), duopoly airline routes are common.

F I Gu rE  1 1 . 2  American Airlines  Profit-Maximizing Output

(a)  I f American  is  a  monopoly,  it  picks its  profit-
maximizing  output,  qA = 96 units  (thousand  pas-
sengers)  per quarter,  so that its  marginal  revenue,  
MR,  equals its  marginal  cost,  MC.

(b)  I f  American believes that United  wil l  fly qU = 64 
units per quarter,  its  residual  demand curve,  Dr,  is  
the market demand curve,  D ,  minus qU.  American 
maximizes its profit at qA = 64,  where its marginal  
revenue,  MRr,  equals MC.
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3691 1 .2 Cournot Oligopoly

where price, p,  is  the dollar cost of a one-way flight, and the total quantity of the 
two airlines combined, Q,  is measured in thousands of passengers flying one way 
per quarter.

To maximize its profit, American would set its output so that its marginal revenue 
curve, MR,  intersected its marginal cost curve, MC,  which is constant at $147 per pas-
senger.  Panel a shows that the monopoly output is 96 units (thousands of passengers)  
per quarter and the monopoly price is $243 per passenger (one way).

Because American competes with United, American must consider Uniteds 
behavior when choosing its profit-maximizing output.  Americans demand is not the 
entire market demand.  Rather, American is concerned with its residual demand curve:  
the market demand that is not met by other sellers at any given price.  In general, if 
the market demand function is D(p),  and the quantity produced by the other firms 
is Qo,  then the residual demand function, Dr(p),  is

 Dr(p) = D(p) - Qo.  

Thus, if United flies qU  passengers regardless of the price, American transports only 
the residual demand, Q = D(p)  minus the qU  passengers, so qA = Q - qU.

Suppose that American believes that United will fly qU = 64.  Panel b  shows 
that Americans  residual demand curve,  Dr,  is  the market demand curve,  D ,  
moved to the left by qU = 64.  For example, if the price is  $211 ,  the total num-
ber of passengers  who want to  fly can be  determined from market demand 
 Equation 11 .1  as Q = 339 - 211 = 128.  If United transports qU = 64, American flies 
Q - qU = 128 - 64 = 64 = qA.

What is Americans best response  (its profit-maximizing output)  if its managers 
believe that United will fly qU  passengers? American can think of itself as having 
a monopoly with respect to the people who dont fly on United, which its residual 
demand curve, Dr,  shows.  To maximize its profit, American sets its output so that its 
marginal revenue corresponding to this residual demand, MRr,  equals its marginal 
cost.  Panel b  shows that if qU = 64, Americans best response is qA = 64.

By shifting its residual demand curve appropriately, American can calculate its 
best response to any given qU  using this type of analysis.  Figure 11 .3 plots American 
Airlines best-response curve,  which shows how many passengers American flies for 
each possible qU.

5 In the figure, the horizontal axis shows Americans quantity, qA,  
and the vertical axis shows Uniteds quantity, qU.  As the best-response curve shows, 
American sells the monopoly number of tickets, qA = 96,  if American thinks United 
will fly no passengers, qU = 0.  The negative slope of the best-response curve shows 
that American chooses to sell fewer tickets, the more passengers that it thinks United 
will fly.  American sells qA = 64 if it thinks qU  will be 64.  American shuts down, 
qA = 0, if it thinks qU  will be 192 or more, because operating wouldnt be profitable.

Similarly, Uniteds best-response curve shows how many tickets United sells if it 
thinks American will sell qA.  For example, United sells qU = 0 if it thinks American 
will sell qA = 192, qU = 48 if qA = 96, qU = 64 if qA = 64, and qU = 96 if qA = 0.

A firm wants to change its  behavior if it is  selling a quantity that is  not on its 
best-response curve.  The only pair of outputs where both firms are on their best-
response curves,  qA = qU = 64,  is  determined by the intersection of the firms 
 best-response curves.  If American expects United to sell qU = 64,  American wants 
to sell qA = 64.  Because this point is  on its best-response curve, American doesnt 
want to change its  output from 64.  Similarly, if United expects  American to sell 

5Some economists call the best-response curve  a  reaction curve.
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370 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

qA = 64,  United doesnt want to change qU  from 64.  Thus, this pair of outputs is 
a  Nash-Cournot equilibrium:  Given its correct belief about its rivals output, each 
firm is maximizing its profit,  and neither firm wants to change its output because 
neither firm regrets the choice it has made.

Any pair of outputs other than the pair at an intersection of the best-response func-
tions is not  a Nash-Cournot equilibrium.  If either firm is producing an output level 
that is not on its best-response curve, it could increase its profit by changing its out-
put.  For example, the output pair qA = 96 and qU = 0 is not a Nash-Cournot equilib-
rium.  American is perfectly happy producing the monopoly output if United doesnt 
operate at all:  American is on its best-response curve.  However, United would not 
be happy with this outcome because it is not on Uniteds best-response curve.  As its 
best-response curve shows, if it knows that American will sell qA = 96, United wants 
to sell qU = 48.  Only at qA = qU = 64 does neither firm want to change its behavior.

An Algebraic Approach.  We can also use algebra to solve for the Nash-
Cournot equilibrium for these two airlines.  We use estimates of the market demand 
and firms marginal costs to determine the equilibrium.

Our estimate of the market demand function, Equation 11 .1 ,  is  Q = 339 - p.  
 Panels a and b of Figure 11 .2 show that this market demand curve, D,  is a straight 
line that hits the price axis at $339 and the quantity axis at 339 units (thousands of 
passengers)  per quarter.  Each airline has a constant marginal cost, MC,  and aver-
age cost, AC,  of $147 per passenger per flight.  Using only this information and our 
economic model, we can find the Nash-Cournot equilibrium for the two airlines.

If American believes that United will fly qU  passengers, American expects to fly 
only the total market demand minus qU  passengers.  At a price of p,  the total number 
of passengers, Q(p),  is given by the market demand function, Equation 11 .1 .  Thus, 
the residual demand American faces is

 qA = Q(p) - qU = (339 - p) - qU.  

F I Gu rE  1 1 . 3  Best-response Curves for American and united Airlines

The best-response curves  show the 
output each firm picks to maximize its 
profit,  g iven  its  bel ief about its  rival s 
output.  The Nash-Cournot equil ibrium 
occurs at the intersection of the best-
response curves.
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3711 1 .2 Cournot Oligopoly

Using algebra, we can rewrite this residual demand function as the inverse residual 
demand function:

 p = 339 - qA - qU.  (11 .2)

The plot of this inverse residual demand function is the linear residual demand curve 
Dr  in panel b  of Figure 11 .2.  It is parallel to the market demand, D,  and lies 64 units 
to the left of D,  which is the quantity that United sells, qU = 64.

If a demand curve is linear, the corresponding marginal revenue curve is linear 
and is twice as steep (Chapter 9).  The slope of the residual demand curve, Equation 
11 .2, is p/ qA = -1,  so the slope of the corresponding marginal revenue curve, 
MRr  in panel b  in Figure 11 .2, is 2.  Therefore, the marginal revenue function is

 MRr = 339 - 2qA - qU.  (11 .3)

American Airlines best responseits profit-maximizing output, given qUis the 
output that equates its marginal revenue, Equation 11 .3, and its marginal cost:

 MRr = 339 - 2qA - qU = 147 = MC.  (11 .4)

By rearranging Equation 11 .4, we can write Americans best-response output, qA,  as 
a function of qU  :

 qA = 96 -
1
2qU.  (11 .5)

Figure 11 .3 shows Americans best-response function, Equation 11 .5.  According to 
this best-response function, qA = 96 if qU = 0 and qA = 64 if qU = 64.  By the same 
reasoning, Uniteds best-response function is

 qU = 96 -
1
2  qA.  (11 .6)

A Nash-Cournot equilibrium is a pair of quantities, qA  and qU,  such that Equa-
tions 11 .5 and 11 .6 both hold:  Each firm is on its best-response curve.  This statement 
is equivalent to saying that the Nash-Cournot equilibrium is a point at which the 
best-response curves cross.

One way to determine the Nash-Cournot equilibrium is to substitute Equation 
11 .6 into Equation 11 .5,

 qA = 96 -
1
2(96 -

1
2  qA),  (11 .7)

and solve for qA.  Doing so, we find that qA = 64 is the Nash-Cournot equilibrium 
quantity for American.  Substituting qA = 64 into Equation 11 .6, we find that qU = 64 
is the Nash-Cournot equilibrium quantity for United.  As a result, the total output in 
the Nash-Cournot equilibrium is Q = qA + qU = 128.  Setting Q = 128 in the market 
demand Equation 11 .1 , we learn that the Nash-Cournot equilibrium price is $211 .

Deriving a Cournot 

Firms Marginal 

revenue

using  Calculus
The inverse demand function (Equation 11 .2), p = 339 - qA - qU,  shows how 
the price varies with the outputs of the two firms.  If we multiply both sides of that 
equation by Americans quantity, we obtain Americans revenue, RA,  function:

RA = pqA = (339 - qA - qU)qA = 339qA - qA
2
- qAqU.

To derive Americans marginal revenue curve, we differentiate RA  with respect to 
qA.  American views qU  as a variable that is not under its control but is determined 
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372 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

6Appendix 11A uses calculus to derive the underlying equations for Table 11 .1 .  The profit cal-
culations in the table assume that the firm has no fixed costs,  so  average cost is  constant at 
AC = MC = +147.

externally by United.  Therefore, we treat qU  as a constant when differentiating.  
By doing so, we obtain the same expression for Americans marginal revenue 
function as in Equation 11 .3:

MRr =
dRA

dqA
= 339 - 2qA - qU.

the Number of Firms
Our airlines  example  illustrates  that if two Cournot firms set output indepen-
dently,  the  price  to  consumers  is  lower than the  monopoly (or  cartel)  price.  
The price to  consumers is  even lower if more than two Cournot firms produce 
independently.

Table 11 .1  illustrates how each firms output, q,  the market quantity, Q,  and the 
price vary with the number of firms in our airlines example.6 With one firm, the 
monopoly market price is $243 and q = Q = 96 (thousand passengers per quarter).  
As weve already seen, with two firms, the duopoly price is $211  and market output 
increases to 128.

As the number of firms grows, the market price approaches the competitive 
price, p = MC = +147 and the market quantity approaches the competitive quan-
tity Q = 192.  As Table 11 .1  shows, with 100 firms, the price is only 1 .3% above the 
competitive price and output is only 1 .1% below the competitive quantity.  Indeed, 
even with just 10 firms, the price is only 12% above the competitive level.

Number of Firms, n Firm Output, q
Market  

Output, Q Price, p

Firm Profit,   

($ thousands)

1  (monopoly) 96 96 243 9,216

2 (duopoly) 64 128 211 4,096

3 48 144 195 2,304

4 38 154 185 1,475

5 32 160 179 1,024

10 18 175 164 305

50 4 188 151 14

100 (nearly competitive) 2 190 149 4

tAB LE  1 1 . 1  Nash-Cournot Equilibrium Varies with the Number of Firms

Note:  The numbers in this table are rounded.
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3731 1 .2 Cournot Oligopoly

Nonidentical Firms
We initially assumed that the firms are identical in the sense that they face the same 
cost functions and produce identical products.  However, costs often vary across 
firms, and firms often differentiate the products they produce from those of their 
rivals.  Well now investigate how these differences affect the Nash-Cournot equilib-
rium output of firms.

unequal  Costs.  As weve seen, in the Cournot model,  a  firm determines its 
best-response function by equating its marginal revenue to its marginal cost.  If one 
firms marginal cost rises or falls, then the firms best-response function shifts.  In the 
new Nash-Cournot equilibrium, the relatively low-cost firm produces more and each 
higher cost firm produces less.  However, as long as their products are identical, all 
firms in the market charge the same price.

We can illustrate the effect of unequal costs using our earlier duopoly airlines 
example.  Suppose that American Airlines  marginal cost remains at $147, but Unit-
eds marginal cost drops to $99.  The Cournot model still applies, but we have relaxed 
the assumption that the firms have identical costs.  How does the Nash-Cournot 
equilibrium change? Your intuition probably tells you that Uniteds output increases 
relative to that of American.  We can show this result in a diagram.

Nothing changes for American, so its  best-response function is  unchanged.  
 Uniteds best response to any given American output is  the output at which its 
marginal revenue corresponding to its residual demand, MRr,  equals its new, lower 
marginal cost.  Because Uniteds marginal cost curve falls, United wants to produce 
more than before for any given level of Americans output.

Panel a of Figure 11 .4 illustrates this reasoning.  Uniteds MRr  curve is unaffected, 
but its marginal cost curve shifts down from MC1  to MC2.  Suppose we fix Americans 
output at 64 units.  Consequently, Uniteds residual demand, Dr,  lies 64 units to the 
left of the market demand, D .  Uniteds corresponding MRr  curve intersects its origi-
nal marginal cost curve, MC1

= +147, at 64 and its new marginal cost, MC2
= +99, 

at 88.  Thus, if we hold Americans output constant at 64, United produces more as 
its marginal cost falls.

Min i - Ca se When mobile phones were introduced in most European countries, a monopoly 
provided the service.  After governments opened their markets to new entrants, 
customers were slow to switch firms because of large switching costs such as 
having to obtain a new phone number and get new handsets.  Preventing cus-
tomers from transferring their phone number if they switch carriers makes the 
demand curve facing a given firm less elastic.

To reduce switching costs and increase competition by new firms, many gov-
ernments require Mobile Number Portability (MNP), which allows consumers 
to move their phone number to another mobile phone carrier.7 Cho et al.  (2015)  
estimated that the introduction of MNP in European countriesand the increase 
in effective competitorsdecreased phone service prices by 7.9% and increased 
consumer surplus by 2.86 ($3.86)  per person per quarter.

Mobile Phone 

Number Portability

7The United States has required wireless local number portability nationwide since 2003, and 
 Canada has done so since 2007.  In 2002, the European Commission mandated that MNP be enacted 
in each European Community country.  At least 63 countries have MNP.
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374 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

Because this reasoning applies for any level of output American picks, Uniteds 
best-response function in panel b  shifts outward as its marginal cost falls.  Uniteds 
best response to any given quantity that American sells is to sell more than at its pre-
vious, higher cost.  As a result, the Nash-Cournot equilibrium shifts from the original 
e1,  at which both firms sold 64, to e2,  at which United sells 96 and American sells 48.

Using the market demand function, Equation 11 .1 , we find that the market price 
falls from $211  to $195, benefiting consumers.  Uniteds profit increases from $4.1  mil-
lion to $9.2 million, while Americans profit falls to $2.3 million.8 Thus, United gains 
and American loses from the fall in Uniteds marginal cost.  As price falls, consumers 
also benefit from this cost reduction.

8In the original case with identical costs, each firms profit per passenger is price minus average cost, 
p - AC,  so the firms profit is = (p - AC)q,  where q  is the number of passengers the firm flies.  
The price is $211  and the average cost is $147, so the Cournot profit per firm is = (211 - 147) * 64 
units per quarter = +4.1  million per quarter in the original symmetric case.

F I Gu rE  1 1 . 4  Effect of a  Drop in  One Firms Marginal Cost on a  Nash-Cournot Equilibrium

(a)  United s  marginal  cost fa l ls  from MC 1
= +1 47 

to  MC2
= +99.  I f  American  produces  qa = 64,  

Un ited s  best response is  to  increase its  output 
from qU = 64 to 88 given its  lower marginal  cost.  
(b)  I f both  airl ines  marginal  cost is  $1 47,  the Nash-
Cournot equil ibrium is  e1 .  After United s  marginal  

cost falls to $99,  its best-response function shifts out-
ward.  I t now sel ls  more tickets in  response to any 
given American output than previously.  At the new 
Nash-Cournot equil ibrium,  e2,  United  sel ls  qU = 96,  
while American sel ls  only qA = 48.
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Q&A  1 1 . 1
Derive United Airlines  best-response function if its  marginal cost falls to $99 
per unit.  Given that Americans marginal cost does not change, what is the new 
Nash-Cournot equilibrium?

Answer

1.  Determine Uniteds  marginal revenue function corresponding to its  residual demand 
curve.  Luckily, we already know that.  The shift in its marginal cost curve does 
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3751 1 .2 Cournot Oligopoly

Differentiated Products.  By differentiating its product from that of a rival, 
an oligopolistic firm can shift its demand curve to the right and make it less elastic.  
The less elastic the demand curve, the more the firm can charge.  Loosely speaking, 

consumers are willing to pay more for a product that they perceive 
as being superior.

One way to differentiate a product is to give it unique, desirable 
attributes,  such as the Lexus car that was the first to park itself.  
Many firms differentiate their snack bars to appeal to niche audi-
ences.  The Exo protein bar uses flour made from ground crickets, 
and Epic Bar has one that is  beef liver flavored.  Campbell Soup 
Co.  developed slightly more than 100 varieties of soup in its first 
90 years, but four times that number in the most recent 30 years.

In 2010, Kimberly-Clark introduced a new Huggies disposable 
diaper with a printed denim pattern, including seams and back 
pockets, which sent their sales up 15%.  Alternatively, a firm can 
differentiate its product by advertising, using colorful labels, and 
engaging in other promotional activities to convince consumers 
that its product is superior in some (possibly unspecified)  way even 
if it is virtually identical to its rivals  products physically or chemi-
cally.  Bayer can charge more for its aspirin, which is  chemically 
identical to other brands, because Bayer has convinced consumers 

not affect Uniteds residual demand curve, hence its marginal revenue function 
is the same as before:  MRr

= 339 - 2qU - qA.  (This equation for Americans 
marginal revenue is the same as Equation 11 .3 with the A  and U subscripts 
reversed.)

2.  Equate Uniteds marginal revenue function and its  marginal cost to determine its  best-
response function.  For a given level of Americans output, qA,  United chooses its 
output, qU,  to equate its marginal revenue and its marginal cost:

MRr
= 339 - 2qU - qA = 99 = MC.

We can use algebra to rearrange this expression for its best-response function 
to express qU  as a function of qA  :

 qU = 120 -

1
2  qA.  (11 .8)

This equation corresponds to the darker green best-response curve in panel b  
of Figure 11 .4.

3.  Find the new Nash-Cournot equilibrium pair of quantities  by solving the two best-
response functions  for  qA  and  qU.  Because American Airlines  marginal cost 
is  unchanged, its  best-response function is  the same as  in Equation 11 .5, 
qA = 96 -

1
2  qU.  The intersection of the two best-response functions, Equations 

11 .8 and 11 .5, is that pair of quantities such that both of the best-response func-
tions are true.  We can solve for that pair by substituting the expression for qA  
from Americans best-response function into Uniteds best-response function:

qU = 120 -

1
2  qA = 120 -

1
2(96 -

1
2  qU) .

Solving, we fnd that qU = 96.  Substituting qU = 96 into either best-response 
function, we fnd that qA = 48.
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that its product is  safer or superior in some other way to its  rivals.  It is  easier to 
pour from Cloroxs bottles than those of its rivals, but the bleach inside is chemically 
identical to that from rival brands costing much less.

Because differentiation makes demand curves less elastic, price markups over 
marginal cost are usually higher when products are differentiated than when theyre 
identical.  We know that consumer surplus falls as the gap between price and mar-
ginal cost rises for a given good.  Does it follow that differentiating products lowers 
total surplus? Not necessarily.  Although differentiation leads to higher prices, which 
harm consumers, differentiation is desirable in its own right.  Consumers value hav-
ing a choice, and some may greatly prefer a new brand to existing ones.

If consumers think products differ, the Cournot quantities and prices may differ 
across firms.  Each firm faces a different inverse demand function and hence charges 
a different price.  For example, suppose that Firm 1 s  inverse demand function is 
p1 = a - b1q1 - b2q2,  where b1 7 b2  if consumers believe that Good 1  is  different 
from Good 2 and b1 = b2 = b  if the goods are identical.  Given that consumers view 
the products as differentiated and Firm 2 faces a similar inverse demand function, 
we replace the single market demand with these individual demand functions in the 
Cournot model.  Q&A 11 .2 shows how to solve for the Nash-Cournot equilibrium in 
an actual market with differentiated products.

Q&A  1 1 . 2
Assume that Intel and Advanced Micro Devices (AMD) are the only two firms 
that produce central processing units (CPUs), which are the brains of personal 
computers.  Both because the products differ physically and because Intels adver-
tising Intel Inside campaign has convinced some consumers of its superiority, 
consumers view the CPUs as imperfect substitutes.  Consequently, the two firms 
estimated inverse demand functions differ:

 pA = 197 - 15.1qA - 0.3qI,  (11 .9)

 pI = 490 - 10qI - 6qA,  (11 .10)

where price is dollars per CPU, quantity is in millions of CPUs, the subscript I 
indicates Intel, and the subscript A  represents AMD.9 We assume that each firm 
faces a constant marginal cost of $40 per unit and has no fixed cost.  Solve for the 
Nash-Cournot equilibrium quantities and prices.

Answer

1.  Using our rules  for determining the marginal revenue for linear demand functions,  
calculate each firms  marginal revenue function .  For a linear demand curve, we 
know that the marginal revenue curve is  twice as steeply sloped as is  the 
demand curve.  Thus, the marginal revenue functions that correspond to the 
inverse demand Equations 11 .9 and 11 .10 are:

 MRA
= 197 - 30.2qA - 0.3qI,  (11 .11)

 MRI
= 490 - 20qI - 6qA.  (11 .12)

MyEconLab Q&A

9We thank Hugo Salgado for estimating these inverse demand functions for us and for providing 
evidence that this market is  well described by a Nash-Cournot equilibrium.

M1 1 _PERL7879_02_SE_C1 1 . indd   376 21 /1 1 /1 5   7:06 am



3771 1 .2 Cournot Oligopoly

2.  Equate the marginal revenue functions to the marginal cost to  determine the best-
response functions .  We determine AMDs best-response function by equating 
MRA  from Equation 11 .11  to its marginal cost of $40,

MRA
= 197 - 30.2qA - 0.3qI = 40 = MC,

and solving for qA  to obtain AMDs best-response function:

 qA =

157 - 0.3 qI

30.2
.  (11 .13)

Similarly, Intels best-response function is

 qI =
450 - 6qA

20
.  (11 .14)

3.  Use the best-response functions to solve for the Nash-Cournot equilibrium.  By simul-
taneously solving the system of best-response functions 11 .13 and 11 .14, we 
find that the Nash-Cournot equilibrium quantities are qA = 15,025/3,011 5 
million CPUs, and qI = 63,240/3,011 21  million CPUs.  Substituting these 
values into the inverse demand functions 11 .9  and 11 .10, we obtain the cor-
responding prices:  pA = +115.20 and pI = +250 per CPU.

A manager can often increase a firms profit by differentiating its  product so 
that it can charge a higher price.  A skillful manager may find it easier and less 
expensive to differentiate a product using marketing rather than by physically 
differentiating the product.

One product that is difficult to differentiate is water.  Water can be carbonated 
or flavored, but doing so caters to only a subset of the $11  billion U.S.  bottled 
water market, which grew rapidly from 20102015.

How did Coca-Cola and Pepsicos managers differ-
entiate their uncarbonated, unflavored water?  Primarily 
through marketing.  Pepsicos top-selling bottled water, 
Aquafina, has a colorful blue label and a logo showing 
the sun rising over the mountains.  From that logo, con-
sumers may infer that the water comes from some bub-
bling spring high in an unspoiled wilderness.  If so, theyre 
wrong.   Pepsis best-selling bottled water comes from the 
same place as tap water:  public-water sources.  Pepsi also 
claims that it adds value by filtering the water using a 
state-of-the-art HydRO-7 purification system,  imply-
ing that such filtering (which removes natural minerals)  
is  desirable.  Similarly,  Cokes  marketing distinguishes 
its  Dasani bottled water,  even though it too is  basically 
bottled public water.

In a recent blind taste test reported in Slate,  no one 
could distinguish between Aquafina and Dasani, and both 
are equally clean and safe.  However, many consumers, 
responding to perceived differences created by marketing, 

Differentiating a  

Product through 

Marketing

Manager ia l  
I mp l i ca tion

M1 1 _PERL7879_02_SE_C1 1 . indd   377 21 /1 1 /1 5   7:06 am



378 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

Mergers
A merger combines the assets and operations of two or more firms into one firm.  
Mergers are very common.  The primary reason for mergers is  to increase profit, 
which may rise for several reasons.  A merger may provide cost advantages by allow-
ing the new firm to realize increased economies of scale, lowering average cost by 
operating at a larger scale.  Or, a merger may produce economies of scope, where 
the new firm achieves a reduction in cost from carrying out related activities under 
common management.  Mergers between vertically related firms, such as between a 
firm and a supplier or a customer, may lower cost by allowing for a more efficient 
organization of the supply chain.

Another important reason for mergers is to reduce competition.  If the only two 
rivals in an industry combine forces through a merger, they become a monopoly and 
gain market power, which raises the total market profit.  Even when only some firms 
in a market merge, their market powertheir ability to set price above marginal cost 
profitablymay increase.  We call mergers between competitors horizontal mergers.

Because of concerns about concentrating market power, most countries have 
antitrust or competition laws that subject mergers and acquisitions to legal scru-
tiny to insure that competition is not substantially reduced by such combinations 
(see  Chapter 16) .  These authorities are particularly wary of mergers that create 
a  monopoly.  Competition authorities are more likely to approve a merger if the 
expected market power of the resulting merged firm is small.

Above, we showed that the Cournot market equilibrium price falls as the number 
of firms increases.  We now examine what happens if a merger reduces the number of 
firms.  The result depends in part on whether the benefit of the merger arises entirely 
from competition reductions, or whether it arises in part from a cost advantage.

We can illustrate the effects of a merger using the equations from our airline exam-
ple.  We return to our airline example and assume that the market initially has three 
identical firms:  Firm 1 , Firm 2, and Firm 3.  Would any two of these firms have an 
incentive to merge? In the Nash-Cournot equilibrium with three firms (see Table 11 .1), 
each of the three firms flies 48 (thousand)  passengers per quarter, charges a price of 
$195 per passenger, and earns a profit of $2.3 million [  (+195 - +147) * 48,000] .

Now, Firm 1  and Firm 2 merge, and the resulting firm has the same cost func-
tion as did the original firms.  Given that the merged firm acts as a single Cournot 
firm, we now have a duopoly Cournot market.10 We know from above that the 

strongly prefer one or the other of these brands and pay a premium for these 
products.

Having succeeded in differentiating water, Coca-Cola turned to milk.  In 2015, 
it started selling its Fairlife super milk.  Coca-Cola claimed that with its special 
filtration process, Fairlife retains more natural protein and calcium and has less 
sugar.  Sandy Douglas, President of Coca-Cola North America, said Its basically 
the premiumization of milk.  .  .  .  Well charge twice as much for it as the milk were 
used to buying in a jug.

10It is possible that the merged firm does not act just like a single Cournot firm. For example, merged 
firms may maintain separate brands corresponding to the premerger brand names.  After the 2012 
merger of the Chilean airline LAN SA and Brazil s TAM SA, to form the LATAM Airlines Group, 
the two airlines continued to operate independently as separate subsidiaries of LATAM.
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3791 1 .2 Cournot Oligopoly

duopolythe merged firm and Firm 3each fly 64 (thousand)  passengers and 
earn $4.1   million.  If the owners of the original Firms 1  and 2 share the $4.1  million, 
each earns $2.05  million, which is less than the $2.3 million that they would receive 
as independent firms.  Thus, the merger does not pay for the merging firms, even 
though the other firm profits handsomely.

However, if the merger results in even a modest cost advantage, the merger may 
be worthwhile.  If the merged firm were able to realize cost advantages sufficient 
to reduce the marginal cost for the merged firm from the initial $147 to $138, the 
merged firm would earn $4.9 million, so the shareholders of Firms 1  and 2 would 
each earn $2.45 million, which is substantially more than they would earn without 
the merger.11  Thus, the reduction in the number of firms may raise price insuffi-
ciently to make a merger profitable unless merging provides another benefit such 
as reducing costs.

11Let the merged firm be called Firm M  and its quantity be qM.  By equating the merged firms marginal 
revenue to its new marginal cost, 138, we obtain its best-response function:  339 - 2qM - q3 = 138.  
We obtain the best-response function for Firm 3 by equating its marginal revenue to 147, its original 
marginal cost:  339 - qM - 2q3 = 147.  We need to solve these two best-response function equa-
tions simultaneously to determine the Nash-Cournot equilibrium quantities qM  and q3.  The solu-
tion is qM = 70, q3 = 61.  Thus in equilibrium, Q = 70 + 61 = 131, and p = 339 - 131 = 208.  The 
profit of the merged firm is (p - 138)qM = (208 - 138)70 = 4,900, or $4.9 million.  Firm 3s profit is  
(p - 147)q3 = (208 - 147)61 = 3,721, or $3.721  million.

Min i - Ca se A firm acquires or merges with another firm by paying cash for it or by allocating 
shares in the new company to the former owners.  Although the terms acquisition  
and merger  have no legal distinction, typically the term acquisition  is  used if a 
relatively large pre-existing firm (the acquirer)  buys a smaller firm (the target),  
and the acquirer continues to exist in more or less unchanged form as a legal 
entity while the target disappears.

For example, Microsoft has made many acquisitions in recent years.  From 
late 2014 to the beginning of 2015, Microsoft acquired six firms.  These firms 
specialize in app development,  big-data analytics,  digital calendars,  e-mail, 
identity-theft protection, and machine learning.  Over the years through August 
2015, it has acquired at least 180 firms.

Obtaining new software and services through acquisitions has long been part 
of Microsofts product development strategy.  It has incorporated some of this 
software in its products Explorer, Windows, Word, and Excel.  In 2011, Microsoft 
bought Skype, which allowed Microsoft to work more closely with Facebook 
and to integrate video calling with Skype.

Typically, people use the term merger  if the combining firms are relatively 
similar in size or prominence, especially if the continuing firm that acquires the 
merged assets is a new legal entity.  For example, in 2015, Kraft Foods merged 
with the H.J.  Heinz Co.  to form a food and beverages giant.  The new name is 
the Kraft Heinz Co.  The former CEO of Heinz became CEO of the new company, 
while the former CEO of Kraft became vice-chair of the Board of Directors.

An acquirer might use either cash or stock to carry out an acquisition.  Micro-
soft typically makes a cash payment to owners of the target company, so the 
ownership structure of Microsoft is  unaffected by the transaction.  In the Kraft 
Heinz merger, the Heinz shareholders received 51% of the combined company, 

Acquiring Versus 
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1 1 .3 Bertrand Oligopoly

We have examined how oligopolistic firms set quantities to try to maximize their 
profits.  However, many oligopolistic firms set prices instead of quantities and then 
allow consumers to decide how much to buy at those prices.  The market equilibrium 
in an oligopoly may be different if firms set prices rather than quantities.

In monopolistic and competitive markets, the issue of whether firms set quantities 
or prices does not arise.  Competitive firms have no choice:  They cannot affect price 
and hence can choose only quantity (Chapter 8).  A monopoly can choose either price 
or quantity, but it cannot set both independently.  If it sets one, the other is deter-
mined from the demand curve.  The monopoly equilibrium is the same whether the 
monopoly sets price or quantity (Chapter 9).

In 1883, the French mathematician Joseph Bertrand argued that oligopolies often 
set prices and then consumers decide how many units to buy.  The resulting Nash 
equilibrium is called a Nash-Bertrand equilibrium  (or Bertrand-Nash equilibrium  
or Bertrand equilibrium) :  a set of prices such that, holding the prices of all other 
firms constant, no firm can obtain a higher profit by choosing a different price.

Our analysis in this section shows that the price and quantity in a Nash-Bertrand 
equilibrium are different from those in a Nash-Cournot equilibrium.  In addition, the 
properties of the Nash-Bertrand equilibrium depend on whether firms are producing 
identical or differentiated products.

Identical Products
We start by examining a price-setting oligopoly in which firms have identical costs 
and produce identical goods.  Because the goods are identical, in any Nash-Bertrand 
equilibrium, the firms must charge the same price, or no one will buy from the high-
price firm.  The surprising result of this analysis is that the Nash-Bertrand equilib-
rium price equals the marginal cost, as in the price-taking equilibrium.

Best-response Curves.  Suppose that each of the two price-setting oligopo-
listic firms in a market produces an identical product and faces a constant marginal 
and average cost of $5 per unit.  What is Firm 1 s best responsewhat price should 
it setif Firm 2 sets a price of p2 = +10?  If Firm 1  charges more than $10, it makes 
no sales because consumers will buy from Firm 2.  Firm 1  makes a profit of $5 on 
each unit it sells if it also charges $10 per unit.  If the market demand is 200 units and 
both firms charge the same price, we would expect Firm 1  to make half the sales, so 
its profit is $500.

If Firm 1  slightly undercuts its rivals price by charging $9.99, Firm 1  captures the 
entire market because the products are identical.  Firm 1  makes a profit of $4.99 per 
unit and a total profit of $998.  Thus, Firm 1 s profit is higher if it slightly undercuts 

and Kraft shareholders got 49%.  Kraft shareholders also received a one-time 
cash payment of $16.50 per share.  That payment was about 25% of the value 
of Kraft shares before the merger announcement, so this merger involved a 
mixture of cash and stock.  Pure stock transactions, in which no cash changes 
hands, are also common.
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3811 1 .3 Bertrand Oligopoly

its rivals price.  By similar reasoning, if Firm 2 charges $8, Firm 1  again maximizes 
its profit by charging slightly less than $8.

Now imagine that Firm 2 charges p2 = +5.  If Firm 1  charges more than $5,  it 
makes no sales.  The firms split the market and make zero profit if Firm 1  charges 
$5.  If Firm 1  undercuts its rival, it captures the entire market, but it makes a loss on 
each unit.  Thus, Firm 1  will undercut only if its rivals price is higher than Firm 1 s 
marginal and average cost of $5.  By similar reasoning, if Firm 2 charges less than $5, 
Firm 1  chooses not to produce.

Figure 11 .5 shows that Firm 1  will not participate in the market if Firm 2 charges 
less than $5.  Firm 1 s best response is $5 if Firm 2 charges $5.  If Firm 2 charges prices 
above $5, Firm 1 s best response is to undercut Firm 2s price slightly.  Above $5, Firm 
1 s best-response curve is above the 45  line by the smallest amount possible.  (The 
figure exaggerates the distance of the best-response curve from the 45  line for clar-
ity.)  By the same reasoning, Firm 2s best-response curve starts at $5 and lies slightly 
below the 45  line.

F I Gu rE  1 1 . 5  Nash-Bertrand Equilibrium with Identical Products

With identical  products and 
constant marginal  and aver-
age costs of $5,  Firm 1  s best-
response curve starts  at $5 
and  then l ies sl ightly above 
the 45 l ine.  That is,  Firm  1  
undercuts  i ts  riva l  s  price 
as long  as its  price remains 
above $5.  The best-response 
curves  intersect at e ,  the 
Bertrand or Nash equilibrium,  
where both  firms charge $5.

p
2
, 
P
ri
c
e
 o
f 
F
ir
m
 2
, 
$
 p
e
r 
u
n
it

Firm 2s best-response curve

Firm 1 s best-response curve

45 l ine

e

p
1
,  Price of Firm 1 ,  $ per unit

1 0

5

50 1 09.99

Rhymes with  Orange   201 3 Hil lary Price. Distributed by King Features.  Reprinted with permission.
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The two best-response curves intersect only at e,  where each firm charges $5.  It 
does not pay for either firm to change its price as long as the other charges $5, so 
e  is a Nash-Bertrand equilibrium.  In this equilibrium, each firm makes zero profit.  
Thus, the Nash-Bertrand equilibrium when firms produce identical products is  the same as  
the price-taking,  competitive equilibrium .

Bertrand Versus Cournot.  This Nash-Bertrand equilibrium differs substan-
tially from the Nash-Cournot equilibrium.  When firms produce identical products 
and have a constant marginal cost,  firms receive positive profits and the price is 
above marginal cost in the Nash-Cournot equilibrium, whereas firms earn zero prof-
its and price equals marginal cost in the Nash-Bertrand equilibrium.

When firms products are identical, the Bertrand model seems unrealistic in two 
major ways.  First,  we rarely if ever observe a market that has only a few firms in 
which the firms compete so vigorously that they consistently make no profit, as in 
the Nash-Bertrand equilibrium.

Second, the Nash-Bertrand equilibrium price,  which depends only on cost,  is 
insensitive to demand conditions and to the number of firms.  In contrast, the Nash-
Cournot equilibrium price with a small number of firms lies between the competi-
tive price and the monopoly price and changes as the number of firms or demand 
conditions change, as is consistent with what we observe.  Thus, with identical prod-
ucts, the Cournot model seems more empirically relevant than the Bertrand model.  
Consequently, economists are much more likely to use the Cournot model than the 
Bertrand model to study homogeneous goods markets.

Differentiated Products

If firms in most markets produced homogeneous goods, the Bertrand model would 
probably have been forgotten.  However,  markets with differentiated goods 
automobiles, stereos, computers, toothpastes, and spaghetti saucesare extremely 
common, as  is  price setting by firms in such markets.  In differentiated-goods 
 markets, the Nash-Bertrand equilibrium is plausible because the two problems of 
the homogeneous-goods Bertrand model disappear:  Firms set prices above marginal 
cost, and prices are sensitive to demand conditions and the number of firms.

We can use the Bertrand model with differentiated products to analyze the cola 
market.  Figure 11 .6 shows the firms best-response curves.  Quantities are in millions 
of cases (a case consists of 24 twelve-ounce cans)  per quarter, and prices (to retailers)  
and costs are in real 1982 dollars per 10 cases.  The best-response curves in the figure 
were derived (Appendix 11B)  from demand functions estimated by Gasmi, Laffont, 
and Vuong (1992).12 Coke and Pepsi produce similar but not identical products, so 
many consumers prefer one of these products to the other.  If the price of Pepsi were 
to fall slightly relative to that of Coke, some consumers who prefer Coke to Pepsi 
would not switch.  Thus, neither firm has to match exactly a price cut by its rival.  As a 
result, neither firms best-response curve lies along a 45 line through the origin (as in 
Figure 11 .5).  Because the firms choose prices, the axes measure prices.  The Bertrand 
best-response curves have different slopes than the Cournot best-response curves 

12Their estimated model allows the firms to set both prices and advertising.  We assume that the 
firms  advertising is  held constant.  The Coke equations are the authors  estimates (with slight 
rounding).  The Pepsi equation is rescaled so that the equilibrium prices of Coke and Pepsi are equal.
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3831 1 .4 Monopolistic Competition

in Figure 11 .3.  The Cournot curveswhich plot relationships between quantities
slope downward, showing that a firm produces less the more its rival produces.

The Nash-Bertrand equilibrium, e  in Figure 11 .6, occurs where each firms price is 
$13 per unit.  In this Nash equilibrium, each firm sets its best-response price given the 
price the other firm is  charging.  Neither firm wants to change its price because neither 
firm can increase its profit by so doing.

Bertrand firms may earn positive profits in equilibrium if they differentiate their 
products.  They cannot earn positive profits in equilibrium if they produce identical 
products.  Should a Bertrand firm differentiate its product? Differentiating a product 
is costlyconsider the extensive marketing campaigns Dasani and Aquafina used 
to convince consumers that their brands differ from other bottled water brands.  
However, if the alternative is earning zero profit in a Bertrand homogenous-good 
equilibrium, it is worth the cost.  In contrast, Cournot firms can be profitable even 
when producing identical products.  Thus, Bertrand firms have a stronger incentive 
to invest in product differentiation than do Cournot firms.13

1 1 .4 Monopolistic Competition

We now turn to monopolistic competition, which is a market structure that has the 
price-setting characteristics of monopoly or oligopoly and the free-entry character-
istic of perfect competition.  Monopolistically competitive firms have market power 
because they face downward-sloping demand curves, as do oligopolistic firms, but 
the firms earn zero long-run economic profit due to free entry, as do perfectly com-
petitive firms.

We have seen that each oligopolistic firm may earn an economic profit because 
the number of firms is limited due to entry barriers.  What would happen without a 

13See Brander and Spencer (2015).

F I Gu rE  1 1 . 6  Nash-Bertrand Equilibrium with Differentiated Products

Both  Coke and  Pepsi,  wh ich  set 
prices,  have upward-sloping  best-
response curves.  These best-response 
curves of Coke and  Pepsi  intersect 
at e ,  the Nash-Bertrand equil ibrium,  
where  each  sets  a  price  of  $1 3 
per unit.

MyEconLab Video

p
c
, 
P
ri
c
e
 o
f 
C
o
k
e
, 
$
 p
e
r 
u
n
it

Pepsis best-response curve

Cokes best-response curve

p
p
,  Price of Pepsi,  $ per unit

1 3

0 1 3

e

1 0.4

9.75

M1 1 _PERL7879_02_SE_C1 1 . indd   383 21 /1 1 /1 5   7:06 am



384 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

barrier to entry? Firms seeking profits would enter the market until the last firm to 
enter earns zero long-run economic profit.  The resulting market structure may be 
either perfectly competitive or monopolistically competitive.  In both perfect com-
petition and monopolistic competition, firms earn zero profits.  The key difference is 
that each perfectly competitive firm faces a horizontal residual demand curve and 
charges a price equal to marginal cost, whereas each monopolistically competitive 
firm faces a downward-sloping demand curve and can charge a price above mar-
ginal cost without losing all of its customers.

Monopolistically competitive firms face downward-sloping demand curves 
because the market is small or because the firms differentiate their products.  Even 
if the firms produce identical products, if the market demand curve is close to the 
origin, the market may be able to support only a few firms, so the residual demand 
curve facing a single firm is downward sloping.  For example, in a small town the 
market may be large enough to support only a few plumbing firms, each of which 
provides a similar service.

If firms differentiate their products, each firm can retain those customers who 
particularly like that firms product even if its price is higher than those of its rivals.  
Gourmet food trucks serve differentiated food in monopolistically competitive mar-
kets.  Nouveau food trucks like Chairman Bao, Curry Up Now, and Liba Falafel sell 
high-quality lunches in San Franciscos blighted mid-Market area, which has few 
traditional, high-quality lunch restaurants.  Because some customers prefer Chinese 
food to Indian food, Chairman Bao could raise its price without losing all its custom-
ers to Curry Up Now.  Consequently, each of these trucks faces a downward-sloping 
demand curve.

Young entrepreneurs who want to own their own businesses should consider 
monopolistically competitive markets, as entry costs are often low and a cleverly 
differentiated product can often succeed.  One of the hottest food phenomena in 
the United States is gourmet food trucks, which started in major West Coast cities 
such as Los Angeles, Portland, and Seattle.  Now, flocks of food trucks ply their 
business in previously underserved areas of cities across the country.  The mobile 
restaurant business has been exploding.  As William Bender, a food service con-
sultant in Santa Clara, California, said, The limited menu approach, high quality, 
and low operating costs have opened up an entirely new sector.

Managing in  the 

Monopolistically 

Competitive 

Food truck 

Market

Manageria l  
I mp l i ca tion

M1 1 _PERL7879_02_SE_C1 1 . indd   384 21 /1 1 /1 5   7:06 am



3851 1 .4 Monopolistic Competition

Equilibrium
To examine the monopolistically competitive equilibrium, we initially assume that 
firms have identical cost functions and produce identical products.  Two conditions 
hold in a long-run monopolistically competitive equilibrium:  marginal revenue equals  
marginal cost  because firms set output to maximize profit,  and price equals  average 
costthat is, profit is zerobecause firms enter until no further profitable entry is 
possible.

Figure 11 .7 shows a long-run monopolistically competitive market equilibrium 
for a representative firm, which faces firm-specific demand curve D .  To maximize its 
profit, the firm sets its output, q,  where its marginal revenue curve corresponding to 
D  intersects its marginal cost curve:  MR = MC.  At that quantity, the firms average 
cost curve, AC,  is tangent to its demand curve.  Because the height of the demand 
curve is the price, at the tangency point price equals average cost, p = AC,  and the 
firm makes zero profit.

Why do we know that p = AC  in the monopolistically competitive equilibrium? 
The entry and exit responses of firms ensure this result.  If the average cost is less than 
price at the quantity where MR = MC,  firms in the market make positive profits and 
new firms enter.  If average cost is above price, firms lose money, and firms exit until 
the marginal firm breaks even, which occurs where p = AC.

Even top restaurant chefs have entered this business.  Celebrity Los Angeles 
chef Ludovic Lefebvre created LudoTruck, a  mobile fried chicken outlet.  San 
Franciscos Chez Spencer has a French takeaway, Spencer on the Go, that serves 
bistro food such as foie gras torchon and toast for $12.

The cost of entry is very low, ranging from $50,000 to lease the equipment and 
pay ancillary expenses, to $250,000 or more for a deluxe truck and top-of-the-line 
cooking and refrigeration facilities.  Potential entrants can learn about the business 
at mobilefoodnews.com,  which reports on local laws, where to buy equipment 
and obtain insurance, and a host of other topics.

Opening a new restaurant is very risky.  If demand is less than anticipated, the 
firm loses its (large)  fixed cost.  However, if the manager of a food trucks first 
guess as to where to locate is wrong, it is easy to drive to another neighborhood.

How do firms identify profit opportunities?  Lunch is our consistent bread-
and-butter market,  said Matthew Cohen, proprietor of Off the Grid, a food truck 
promoter and location finder in the San Francisco Bay Area.  When lines in front of 
his trucks grow longer at lunch time, he sets up additional trucks.  Having started 
with about a dozen trucks in June 2010, Cohen had 228 vendors (172 trucks, 18 
carts, and 38 tents)  by 2015.

Rather than drive around the city searching for customers, managers should 
use Internet sites and social media to attract customers to their locations.  Fans 
can find the location of trucks in cities around the country at Mobimunch.com.  
In 2015, Off the Grid had more than 35,600 followers on Twitter and more than 
88,000 likes on Facebook.  According to Cohen, Its our primary means of market-
ing.  It tells customers where trucks are going to be and when.  You cant underesti-
mate what social media has done for the business.  He usually charges his clients 
a base fee of $50 and 10% of sales revenue for his help in successfully locating 
and attracting customers.
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386 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

In most cities, fast-food restaurants are an example of such a monopolistically 
competitive industry.  These restaurants differentiate their food, so each may face a 
downward-sloping demand curve.  However, restaurants can easily enter and exit 
the market, so the marginal firm earns zero economic profit.  As youve probably 
observed, most restaurants have empty seats much of the time and hence are oper-
ating below full capacity.  Q&A 11 .3 provides an explanation for this phenomenon.

F I Gu rE  1 1 . 7  Monopolistic Competition

A monopol istical ly competitive firm,  
facing  the  fi rm-specific  demand 
curve D ,  sets its  output where its mar-
g ina l  revenue equa ls  i ts  marg ina l  
cost:  MR = MC.  Entry by other identi-
cal  firms drives the profit of each firm 
to zero,  so the price equals the firm s 
average cost:  p = AC.

MyEconLab Video
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p = AC

MR  = MC

Q&A  1 1 . 3
Show that a monopolistically competitive firm maximizes its profit where it is 
operating at less than full capacity  or minimum efficient scale,  which is the smallest 
quantity at which the average cost curve reaches its minimum (the bottom of a 
U-shaped average cost curve).  The firms minimum efficient scale is the quantity 
at which the firm no longer benefits from economies of scale.

Answer

Use the properties of the demand curve to show that a  monopolistically competitive firm 
operates in the increasing-returns to scale section of its  average cost curve (the downward-
sloping section)  in the long-run equilibrium.  In the long-run equilibrium, a monopo-
listically competitive firm operates where its downward-sloping demand curve 
is tangent to its average cost curve, as Figure 11 .7 illustrates.  Because its demand 
curve is downward sloping, its average cost curve must also be downward slop-
ing in the equilibrium, where the two curves are tangent.  Thus, the firm chooses 
to operate at less than full capacity in equilibrium.

Profitable Monopolistically Competitive Firms
If all firms in a monopolistically competitive market produce identical products 
and have identical costs, then each firm earns zero economic profit in the long run.  
Thus, all firms in the industry are on the margin of exiting the market because even a 
slight decline in profitability would generate losses.  However, it is possibleindeed 
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3871 1 .4 Monopolistic Competition

likelythat monopolistically competitive firms differ from each other in their profit-
ability because they have different cost functions or because they produce differenti-
ated products.  If so, low-cost firms or firms with superior products may earn positive 
economic profits in the long run.

Min i - Ca se In the United States, local governments restrict land use through zoning.  The 
difficulty of getting permission (generally from many agencies)  to build a new 
commercial structure is a barrier to entry, which limits the number of firms in a 
monopolistically competitive market.  Suzuki (2013)  examined the effect of Texas 
municipalities  zoning laws on chain hotels, such as Best Western, Comfort Inn, 
Holiday Inn, La Quinta Inn, Quality Inn, and Ramada.

According to his estimates, construction costs are large even in the absence of 
zoning regulations.  Construction costs are $2.4 million for a new Best  Western 
hotel and $4.5  million for a  new La Quinta hotel.  Going from a lenient to  a 
stringent zoning policy increases a hotel s  variable cost by 21% and its  sunk 
entry cost by 19%.  The average number of hotels in a small market falls from 
2.3 under a lenient policy to 1 .9  with a stringent policy due to the higher entry 
cost.  As a consequence, a stringent policy reduces the number of rooms by 15%, 
which increases the revenue per room by 7%.  The change from the most lenient 
policy to the most stringent policy decreases producer surplus by $1 .5  million 
and consumer surplus by $1  million.  Thus, more stringent zoning laws raise 
entry costs and thereby reduce the number of hotels and rooms, which causes 
the price to rise and lowers total surplus.

Therefore, owners of existing hotels often strongly support making zoning 
laws more stringent.  These oligopolistic firms want to continue to earn positive 
economic profits, rather than see these profits driven to zero in a monopolisti-
cally competitive market with free entry.

Zoning Laws as 

a  Barrier to Entry 

by hotel  Chains

Gaining an Edge 

from Government 

Aircraft Subsidies

Manager ia l  

S o l u t i on

If only Boeing or Airbus receives a government subsidy, how should its managers 
use the subsidy to gain a competitive advantage? What effect does that subsidy 
have on prices and quantities?  What happens if both firms receive subsidies? Do 
Boeing and Airbus managers benefit from lobbying for government subsidies if 
that results in a subsidy war?

To keep our answers to these questions as simple as possible, we assume that 
Airbus and Boeing compete in a Cournot model in which they produce identical 
products with identical costs and they face a linear demand curve.14 A govern-
ment per-unit subsidy to only one firm would cause its marginal cost to be lower 
than its rivals.

To maximize profit, a firm in a Cournot market should respond by increasing 
its output for any expected output level by its rival.  That is,  its best-response 
curve shifts out.  In panel a of Figure 11 .4, we saw how the equilibrium changes 
if United Airlines marginal cost falls while Americans remains the same.  As its 

14We would reach the same qualitative conclusions were we to use a Cournot or Bertrand model 
with differentiated products.
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388 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

marginal cost drops, United wants to produce more for any given output of its 
rival, so that its best-response function shifts out, away from the origin in panel b.

The market equilibrium shifts from e1  to e2 in panel b, so that Uniteds Nash-
Cournot equilibrium output increases and Americans falls.  Because total output 
rises,  the equilibrium price falls.  United benefits at the expense of American.  
Indeed, Uniteds profit rises by $5.1  million, which exceeds the actual cost sav-
ing of $4.6 million.  That is,  Uniteds managers used the cost savings to gain a 
competitive advantage.

The same analysis applies to the aircraft market.  If Airbus is subsidized and 
Boeing is not,  Airbus should produce more given any expected output from 
 Boeing.  Its equilibrium quantity and profit rise while Boeings quantity and profit 
fall.  The gain in profit to Airbus exceeds the subsidy from the government.

Now suppose that both firms 
receive subsidies.  The figure here 
shows an initial  Nash-Cournot 
equilibrium, e1,  where both firms 
produce q1  units of output.  If both 
governments give identical subsi-
dies that lower the marginal costs 
of both firms,  then both firms 
best-response  functions  shift 
out.  In the new, subsidized equi-
librium, e2,  both firms produce 
q2 7 q1  units  of output,  so total 
equilibrium output increases, 
which causes  the  equilibrium 
price to fall.

The market equilibrium moves 
further away from the maximum 
profit (monopoly)  equilibrium 
toward the competitive price and 
quantity.  Therefore, the subsidies 
lead to lower profits  (excluding 
the subsidies),  though the firms 
benefit from the subsidies directly.  
Each government is  essentially 

subsidizing final consumers in other countries without giving its own firm a 
strategic advantage over its rival.  Thus, both governments lose.  It would be in 
both countries  best interests not to engage in a subsidy war.

Indeed, in 1992, the various involved governments signed a U.S.EU agree-
ment on trade in civil aircraft that limited government subsidies,  including a 
maximum direct subsidy limit of 33% of development costs and various limits 
on variable costs.15

Does it follow that the managers at these firms should stop lobbying for sub-
sidies? No.  These firms still benefit from subsidies.  Moreover, either firm would 
be at a competitive disadvantage if its rival received a subsidy and it did not.
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15Irwin and Pavcnik (2004)  found that aircraft prices increased by about 3.7% after the 1992 agree-
ment.  This price hike is consistent with a 5% increase in firms marginal costs after the subsidy cuts.
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SuMMAry

1 . Cartels.  If firms successfully collude, they can 
seek to produce the monopoly output and collec-
tively earn the monopoly level of profit.  Although 
their collective profits rise if all firms collude, each 
individual firm has an incentive to cheat on the 
cartel arrangement so as  to  raise its  own profit 
even higher.  For cartel prices to remain high, car-
tel members must be able to detect and prevent 
cheating, and noncartel firms must not be able to 
supply very much output.  When antitrust laws or 
competition policies prevent firms from colluding, 
firms may try to merge.

2.  Cournot Oligopoly.  If oligopolistic firms act 
independently, market output and firms  profits 
lie between the competitive and monopoly levels.  
In a Cournot model, each oligopolistic firm sets its 
output at the same time.  In the Nash-Cournot equi-
librium, each firm produces its best-response out-
putthe output that maximizes its profitgiven 
the output its  rival produces.  As the number of 
Cournot firms increases, the Nash-Cournot equi-
librium price, quantity, and profits approach the 
price-taking (perfectly competitive)  levels.

3.  Bertrand  Oligopoly.  In many oligopolies, 
firms set prices instead of quantities.  If the prod-
uct is  homogeneous and firms set prices,  the 
Nash- Bertrand equilibrium price equals marginal 
cost and is therefore lower than the Nash-Cournot 
equilibrium price.  With differentiated products, 
the Nash-Bertrand equilibrium price is above mar-
ginal cost.  The more differentiated are the goods, 
the larger are the firms  markups of price over 
 marginal cost.

4.  Monopolistic Competition.  In monopolistic 
competition, free entry drives profits to zero for 
the marginal firm.  If firms have identical costs and 
produce a homogeneous good, all firms earn zero 
profits.  However, even with free entry, firms face 
downward-sloping demand curves and are there-
fore able to  charge prices that exceed marginal 
cost.  One important reason why demand curves 
slope downward is that firms may sell differenti-
ated products.  However,  it is  possible that even 
with homogeneous products the number of firms 
is small enough that firms face downward-sloping 
firm-specific demand curves.

Qu ES t I ON S

All exercises  are available on  MyEconLab;  * = answer  at  the back of this  book;  C =  use of calculus  may be necessary.

1 .  Cartels 

 1 .1  In most normal years (years in which the market 
has not been disrupted by Middle East wars),  at 
each Organization of Petroleum Exporting Coun-
tries (OPEC)  meeting, Saudi Arabia, the largest oil 
producer, argues that the cartel should cut produc-
tion.  The Saudis complain that most OPEC coun-
tries (including Saudi Arabia)  produce more oil 
than they are allotted under their cartel agreement.  
Use a graph and words to explain why cartel mem-
bers would produce more than the allotted amount 
despite their understanding that overproduction 
will drive down the price of their product.

 1 .2 Many retail stores offer to match or beat the price 
offered by a  rival store.  Explain why firms that 
belong to a cartel might make this offer.

 1 .3 What are the main factors that increase the likeli-
hood of a cartel being successful?

 *1 .4 A market  has  an  inverse  demand  function 
p = 100 - 2Q  and four firms, each of which has 

a  constant marginal cost of MC = 20.  If the firms 
form a profit-maximizing cartel and agree to operate 
subject to the constraint that each firm will produce 
the same output level,  how much does each firm 
produce?

 1 .5 In 2013 and 2014, a federal judge ruled that Apple 
colluded with five major U.S.  publishers to drive 
up the prices of e-books (which could be read on 
Apples iPad).  Apple collects a 30% commission on 
the price of a book from the publisher.  Why would 
Apple want to  help  publishers raise their price? 
Given Apples  commission,  what price would a 
book cartel want to set?  (Hint:  The marginal cost of 
an e-book is virtually zero.)

 1 .6 Based on the Mini-Case, Cheating on the Maple 
Syrup Cartel,  what methods does the cartel use 
to  discourage cheating?  Using a graph similar to 
 Figure 11 .1  explain why some maple syrup produc-
ers cheat on the cartel despite efforts to prevent such 
actions.
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390 ChAPtEr 1 1   Ol igopoly and Monopolistic Competition

2.  Cournot Oligopoly 

 2.1  According to Robert Guy Matthews, Fixed Costs 
Chafe at Steel Mills,  Wall Street Journal,  June 10, 
2009, stainless steel manufacturers increased prices 
even though the market demand curve had shifted 
to the left.  In a letter to its customers, one of these 
companies announced that Unlike mill increases 
announced in recent years,  this  is  obviously not 
driven by increasing global demand, but rather by 
fixed costs being proportioned across significantly 
lower demand.  If the firms are oligopolistic,  pro-
duce a  homogeneous good, face a  linear market 
demand curve and have linear costs, and the mar-
ket outcome is  a  Nash-Cournot equilibrium, does 
the firms explanation as to why the market equi-
librium price is rising make sense? What is a better 
explanation?

 *2.2 What is  the homogeneous-good duopolys Nash-
Cournot equilibrium if the market demand func-
tion is Q = 1,000 - 1,000p  and each firms marginal 
cost is $0.28 per unit?  (Hint:  Start by determining the 
inverse market demand function.)

 2.3 Duopoly quantity-setting firms face the inverse 
market demand function p = 150 - q1 - q2.  Each 
firm has a marginal cost of $60 per unit.  What is the 
Nash-Cournot equilibrium?

 *2.4 Your college is  considering renting space in the 
student union to one or two commercial textbook 
stores.  The rent the college can charge per square 
foot of space depends on the firms  profit (exclud-
ing rent)  and hence on whether the market has a 
monopoly or a  Cournot duopoly.  Which number 
of stores is  better for the college in terms of rent? 
Which is better for students? Why?

 2.5 The state of Connecticut sets a maximum fee that 
bail-bond businesses can charge for posting a given-
size bond (Ayres and Waldfogel,  1994).  The bail-
bond fee is  set at virtually the maximum amount 
allowed by law in cities with only one active firm 
(Plainville,  99% of the maximum; Stamford, 99%; 
and Wallingford, 99%).  The price is as high in cities 
with a duopoly (Ansonia, 99.6%; Meriden, 98%; and 
New London, 98%).  In cities with 3  or more firms, 
however, the price falls well below the maximum 
permitted price.  The fees are only 54% of the maxi-
mum in Norwalk with 3 firms, 64% in New Haven 
with 8 firms, and 78% in Bridgeport with 10 firms.  
Give possible explanations based on the Cournot 
model for this pattern.

 2.6 In 2015,  Spirit Airlines reported that its  average 
cost per available seat mile excluding special items 
and fuel  was 5.7  compared to 8.5  for Southwest.  

Assuming that Spirit and Southwest compete on a 
single route,  use a  graph to show that their equi-
librium quantities differ.  (Hint:  See Q&A 11 .1  and 
Figure 11 .4.)

 2.7 In a  homogeneous-good Cournot duopoly where 
both firms have a constant marginal cost m  and the 
inverse market demand function is  p = a - bQ,  
show that the Nash-Cournot equilibrium output 
of a typical firm is q = (a - m)/3b.  Show that the 
corresponding equilibrium price is p = (a + 2m)/3.  
(Hint:  See Appendix 11A.)  C

 2.8 How does the Nash-Cournot equilibrium change in 
the airline example if United Airlines  marginal cost 
is $100 and Americans is $200? (Hint:  See Q&A 11.1 .)

 2.9  A homogeneous-good duopoly faces an inverse 
market demand function of p = 120 - Q.  Firm 1  
has a constant marginal cost of MC1

= 20.  Firm 2s 
constant marginal cost is  MC2

= 30.  Calculate the 
output of each firm, market output,  and price for 
(a)  a  Nash-Cournot equilibrium or (b)  a  collusive 
equilibrium at the monopoly price.

 *2.10 Why does  differentiating its  product allow an 
 oligopoly firm to charge a higher price?

 2.11  Firms 1  and 2 produce differentiated goods.  Firm 
1s inverse demand function is p1 = 260 - 2q1 - q2,  
while  Firm 2s  inverse  demand  function is 
p2 = 260 - 2q2 - q1.  Each firm has a constant mar-
ginal cost of 20.  What is the Nash-Cournot equilib-
rium in this market? (Hint:  See Q&A 11 .2.)

 2.12 In 2008,  cruise  ship  lines  announced they were 
increasing prices from $7 to $9 per person per day 
because of increased fuel costs.  According to one 
analyst, fuel costs for Carnival Corporations 84-ship 
fleet jumped $900 million to $2 billion in 2008 and its 
cost per passenger per day jumped from $10 to $33.  
Assuming that these firms are oligopolistic and the 
outcome is  a Nash-Cournot equilibrium, why did 
prices rise less than in proportion to per-passenger-
per-day cost?

 *2.13 To examine the trade-off between efficiency and 
market power from a merger,  consider a  market 
with two firms that sell identical products.  Firm 1  
has a  constant marginal cost of 1 ,  and Firm 2 has 
a constant marginal cost of 2.  The inverse market 
demand function is p = 15 - Q.

a.  Solve for the Nash-Cournot equilibrium price, 
quantities, profits, consumer surplus, and dead-
weight loss.

b.  If the firms merge and produce at the lower 
marginal cost of 1 ,  how do the equilibrium 
 values change?
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c.  Discuss the change in efficiency (average cost 
of producing the output)  and total surplus 
consumer surplus, producer surplus (or profit), 
and deadweight loss.

 2.14 All the firms in a  competitive industry have the 
same constant marginal cost.  All the firms merge 
into a single firm.

a.  If the merged firms marginal cost does not 
change, what happens to total surplus? (Hint:  
You may be able to answer this question with-
out having to use a formal analysis.)

b.  Use a graph to show that if the merged firms 
marginal cost falls, total surplus may rise.

 2.15 In 2013, the U.S.  Federal Trade Commission (FTC)  
allowed the number two and number three office 
supply companies, OfficeMax and Office Depot, to 
merge.  Office Depots market value was $1 .3 billion 
and OfficeMaxs was $933 million.  Reportedly, the 
efficiency gains from merging would save the new 
company between $400 and $500 million.  However, 
in 2015, the FTC was considering a possible lawsuit to 
block a merger valued at $6.3 billion between Office 
Depot and Staples, the largest office supply com-
pany.  Why might the FTC permit the earlier merger 
attempt but not the StaplesOffice Depot merger?

3.  Bertrand Oligopoly 

 3.1  If firms produce identical products and have the 
same constant marginal cost explain why the Nash-
Bertrand equilibrium price and market quantity are 
the same regardless of the number of firms.

 *3.2 Will price be lower if duopoly firms set price or if 
they set quantity?  Under what conditions can you 
give a definitive answer to this question?

 3.3 In an initial Nash-Bertrand equilibrium, two firms 
with differentiated products charge the same equi-
librium prices.  A consumer-testing agency praises 
the product of one firm, causing its demand curve to 
shift to the right as new customers start buying the 
product.  (The demand curve of the other product is 
not substantially affected.)  Use a graph to illustrate 
how this new information affects the Nash-Bertrand 
equilibrium. What happens to the equilibrium prices 
of the two firms?

 *3.4 Suppose that identical duopoly firms have con-
stant marginal costs  of $10 per unit.  Firm 1  faces 
a demand function of q1 = 100 - 2p1 + p2,  where 
q1  is  Firm 1 s output, p1  is  Firm 1 s price, and p2 is 
Firm 2s price.  Similarly, the demand function Firm 
2 faces is q2 = 100 - 2p2 + p1.  Solve for the Nash-
Bertrand equilibrium.  (Hint:  See Appendix 11B.)  C

 3.5  Solve for the Nash-Bertrand equilibrium for the 
firms described in Question 3.4 if Firm 1 s marginal 
cost is $30 per unit and Firm 2s marginal cost is $10 
per unit.  C

 3.6 Water taken from the public water supply and put 
in bottles would seem to be a homogeneous good.  
Yet Coke and Pepsi have spent large amounts on 
advertising to convince consumers that their bot-
tled  water products,  Dasani and Aquafina,  are 
highly distinctive.  Why would these firms under-
take such expenditures if the bottled water market 
is a  Bertrand market?

4.  Monopolistic Competition 

 4.1  In a monopolistically competitive market, the gov-
ernment applies a specific tax of $1  per unit of out-
put.  What happens to the profit of a typical firm in 
this market? Does the number of firms in the market 
rise or fall?  Why?

 *4.2 What is the effect on prices and the number of firms 
under monopolistic competition if a  government 
provides a subsidy that reduces the fixed cost of 
each firm in the industry?

 4.3 Q&A 11 .3  shows that a  monopolistically competi-
tive firm maximizes its profit where it is operating at 
less than full capacity.  Does this result depend upon 
whether firms produce identical or differentiated 
products? Why?

 4.4 Under monopolistic  competition with identical 
firms, is it possible for a firm to produce at the mini-
mum of its average cost curve?

5.  Managerial Problem 

 *5.1  An incumbent firm, Firm 1 , faces a potential entrant, 
Firm 2, that has a lower marginal cost.  The market 
inverse demand function is p = 120 - q1 - q2.  Firm 
1  has a constant marginal cost of $20, while Firm 2s 
is $10, and they have no fixed costs.

a.  What are the Nash-Cournot equilibrium price, 
quantities,  and profits  without government 
intervention?

b.  To block entry, the incumbent appeals to the 
government to require that the entrant incur 
extra costs.  What happens to the Nash-Cournot 
equilibrium if the legal requirement causes the 
marginal cost of the second firm to rise to that 
of the first firm, $20?

 5.2 Given the demand and cost conditions of Question 
5.1 , suppose that the legal intervention imposed by 
the government leaves the marginal cost unchanged 
but imposes a fixed cost.  What is the minimal fixed 
cost that will prevent entry?
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6.  MyEconLab Spreadsheet Exercises1 6 

 6.1  The inverse market demand curve for a  duopoly 
market is  p = 14 - Q = 14 - q1 - q2,  where Q  is  
the market output,  and q1  and q2  are the outputs 
of Firms 1  and 2, respectively.  Each firm has a con-
stant marginal cost of 2 and a fixed cost of 4.  Conse-
quently, the Nash-Cournot best-response curve for 
Firm 1  is q1 = 6 - q2/2.

a.  Create  a  spreadsheet with columns  titled 
q2, BR1, Q,  p,  and Profit1.  In the first column, list 
possible quantities for Firm 2, q2,  ranging from 
0 to 12 in increments of 2.  The column headed 
BR1  shows the profit-maximizing output (best 
response)  for Firm 1  given Firm 2s output in the 
first column.  The Q  column sums the values in 
the q2 and BR1  columns.  The p  column lists the 
price that corresponds to Q.  The Profit1  column 
shows the profit of Firm 1 ,  taking account of 
its marginal and fixed costs.  After filling in the 
spreadsheet, use the scatterplot option in Excel 
to draw the best-response curve for Firm 1 .

b.  What is  the monopoly output and profit for 
Firm 1?  (That is,  how much does Firm 1  pro-
duce if Firm 2 does not produce?)  If Firm 1  
expects Firm 2 to produce 10 units of output, 
would it operate in the long run (given that it 
can avoid incurring its fixed costs by shutting 
down)?  Will it operate in the short run (when 
its fixed cost cannot be avoided)?

 6.2 Use the data from Exercise 6.1 .  The best-response 
curve for Firm 2 is q2 = 6 - q1/2, which can be writ-
ten as q1 = 12 - 2q2.

a.  Create a  spreadsheet with columns denoted 
BR2, q1, Q,  p,  and Profit2.  Set the output of Firm 
1  in the second column from 0 to 6 in increments 
of one unit.  Fill in the spreadsheet and use the 
scatterplot option to draw the best-response 
curve for Firm 2.

b.  Create a  new spreadsheet showing the best-
response curves for Firm 1  and Firm 2 on the 
same diagram, with q2  on the horizontal axis 

and q1  on the vertical axis.  What is  the Nash-
Cournot equilibrium price,  quantity (for each 
firm), and profit (for each firm)?

 6.3 Assume that the cola market is a Bertrand oligopoly 
and that Cokes estimated demand function (based 
on Gasmi et al. ,  1992)  is qc = 58 - 4pc + 2pp,  where 
qc  is  the number of cases of Coke, pc  is  Cokes price 
per case ,  and pp  is  Pepsis price per case.  The aver-
age and marginal cost of producing a case of Coke 
or Pepsi is 5.

a.  Create a spreadsheet with Column A denoted 
Pepsi Price,  and with Cokes price, quantity, rev-
enue, cost, and profit in the following columns.  
Enter the values 10 to 15 in increments of 1  in 
the Pepsi price column.  Leave the Coke Price  col-
umn blank.  Enter the formulas for Cokes quan-
tity, revenue, cost, and profit functions.  Because 
the Coke Price  column is blank, the revenue and 
profit columns initially show what happens if 
the Coke price is zero  zero revenue and large 
losses.  Use Excel s  Solver tool to  determine 
Cokes best price response (the one that maxi-
mizes its profit)  for each Pepsi price in Column 
A.  Solver generates a dialog box in which you 
should select Keep Solver Solution  then click on 
OK.  Solver enters the profit-maximizing Coke 
price in the Coke Price  column.  You must apply 
Solver in each row of the spreadsheet.  (Hint:  See 
the instructions for using Solver  in Question 6.2 
of Chapter 8 or use Excels Help  feature.)

b.  Use the Excel Scatterplot feature to illustrate 
Cokes best responses to each Pepsi price.  Use 
the Trendline option to determine the equation of 
Cokes best-response function.  (Hint:  The Trend-
line option will report the equation if you select 
Display Equation on chart  in the Trendline dialog.)

c.  Pepsi  s  demand  function  is  qp = 63.2 -
4pp + 1 .6pc.  Create a new spreadsheet to deter-
mine Pepsis best price response to Coke prices 
that range from 10  to  15  in increments of 1 .  
Verify that each firm charging a price of 13 is a 
Nash-Bertrand equilibrium.

16The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .
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Appendix 1 1A   Cournot Oligopoly  
with Many Firms

We derive the Nash-Cournot equilibrium for n  identical firms with constant 
marginal cost,  m,  no fixed cost,  and a  general linear inverse demand function, 
p = a - bQ = a - b[q1 + q2 + g +  qn] .  Consequently,  Firm 1 s  revenue func-
tion is

R1 = pq1 = (a - b[q1 + q2 + g +  qn] )q1

 = aq1 - bq1
2
- b[q2 + q3 + g +  qn]q1.  (11A.1)

By differentiating the revenue function with respect to q1  while holding the other 
firms quantities constant, we obtain Firm 1 s marginal revenue function:

 MR1 = a - 2bq1 - b[q2 + q3 + g +  qn] .  (11A.2)

To determine Firm 1 s profit-maximizing output, we equate MR1  in Equation 
11A.2 with its marginal cost, m .  Solving that expression for q1,  we obtain the best-
response function for Firm 1 :

 q1 =
a - m

2b
-

1

2
(q2 + q3 + g +  qn).  (11A.3)

This equation shows how much output Firm 1  must produce to maximize its profit 
given the output levels of the other firms.

Because all n  firms are identical, each has an analogous best-response function, 
which can be determined in the same way.  For example, the best-response function 
for Firm 2 is

 q2 =
a - m

2b
-

1

2
(q1 + q3 + g +  qn).  (11A.4)

In the Nash-Cournot equilibrium, all n  best-response functions are satisfied at the 
same time.  That is, q1, q2, p ,  qn  are set such that the equalities in all n  best-response 
functions hold.  Rather than solve all the equations simultaneously, we can take a 
shortcut.  Because all the firms are identical, each produces the same output, q ,  in 
the Nash-Cournot equilibrium:  q = q1 = q2 = g =  qn.  Thus, the best-response 
function for each firm is

 q =
a - m

2b
-
n - 1

2
 q.  (11A.5)

Solving for q,  we find that

 q =
a - m

(n + 1)b
.  (11A.6)

Industry output is

 Q = nq =
n(a - m)

(n + 1)b
.  (11A.7)

M1 1 _PERL7879_02_SE_C1 1 . indd   393 21 /1 1 /1 5   7:07 am



394 ChAPtEr 1 1   Oligopoly and Monopolistic Competition

Substituting this expression for market output into the inverse demand function, 
we learn that

 p = (a + mn)/(n + 1)  (11A.8)

The profit  for each firm is the price minus average cost times quantity.  As marginal 
cost m  is  constant and the firm does not have a fixed cost, average cost is also m  and 
= (p - m)q.
For the  airline example in Table  11 .1 ,  a = 339, b = 1,  and m = 147.  Thus, 

q = 192/(n + 1), Q = 192n/(n + 1),  and p = (339 + 147n)/(n + 1).
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Appendix 1 1B  Nash-Bertrand Equilibrium

We use math to determine the cola market Nash-Bertrand equilibrium discussed in 
the text.  First, we determine the best-response functions each firm faces.  Then, we 
equate the best-response functions to determine the equilibrium prices for the two 
firms.

Cokes best-response function tells us which price Coke sets to maximize its profit 
as a function of the price Pepsi charges.  We use the demand function for Coke to 
derive its best-response function.

The reason Cokes price depends on Pepsis  price is  that the quantity of Coke 
demanded, qc,  depends on the price of Coke, pc,  and the price of Pepsi, pp.  Cokes 
demand function is

 qc = 58 - 4pc + 2pp.  (11B.1)

Partially differentiating Equation 11B.1  with respect to pc  (that is, holding the price 
of Pepsi fixed), we find that the change in quantity for every dollar change in price 
is 0qc/0pc = -4, so an increase of 1  in the price of Coke causes the quantity of Coke 
demanded to fall by 4 units.  Similarly, the demand for Coke rises by 2 units if the 
price of Pepsi rises by 1  while the price of Coke remains constant:  0qc/0pp = 2.

If Coke faces a constant marginal and average cost of 5  per unit, its profit is

 c = (pc - 5)qc = (pc - 5)(58 - 4pc + 2pp),  (11B.2)

where pc - 5  is  Cokes profit per unit,  which is  its  price minus its  average cost.  
To determine Cokes profit-maximizing price for a given pp,  we first set the partial 
derivative of the profit function, Equation 11B.2, with respect to the price of Coke 
equal to zero:

 
0 c

0pc

= qc + (pc - 5)
0qc

0pc

= qc - 4(pc - 5) = 0.  (11B.3)

We then substitute  for qc,  using Equation 11B.1 ,  to  obtain 58 - 4pc + 2pp  -

4(pc - 5) = 0.  Solving this expression for pc  as  a function of pp,  we obtain Cokes 
best-response function:

 pc = 9.75 + 0.25pp.  (11B.4)

Equation 11B.4 shows that Cokes best-response price is 0.25 (25)  higher for every 
extra dollar that Pepsi charges, as Figure 11 .6 shows.  If pp = 13,  then Cokes best 
response is to set pc = 13.

Pepsis demand function is

 qp = 63.2 - 4pp + 1 .6pc.  (11B.5)

Using the same approach, we find that Pepsis best-response function is

 pp = 10.4 + 0.2pc.  (11B.6)

Solving Coke and Pepsis best-response functions (Equations 11B.4 and 11B.6)  simul-
taneously determines the Nash equilibrium.  By substituting Pepsis best-response 
function for pp  from Equation 11B.6 in Cokes  best-response function, Equation 
11B.4, we find that pc = 9.75 + 0.25(10.4 + 0.2pc) .  Solving this equation for pc,  we 
determine that the equilibrium price of Coke is  $13.  Substituting pc = +13  into 
 Equation 11B.6, we discover that the equilibrium price of Pepsi is also $13.
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A camper awakens to  the growl of a  hungry bear and sees h is friend putting 

on  a pair of running shoes.  You cant outrun  a bear,   scoffs the camper.  

His friend coolly replies,   I dont have to.  I  only have to  outrun  you!

Game Theory and 
Business Strategy1 2

1 .  Use game theory to analyze ol igopoly markets.

2.  Identify the different types of Nash  equil ibria.

3.  Describe the role of information and rationality in  game theory.

4.  Determine the outcome of a  bargaining game.

5.  Use game theory to bid  optimally in  auctions.

Lea rn i n g  Ob jec t i ves

In  part because of the d iffering  amounts that firms invest in  safety,  jobs in  some 

firms are more dangerous than in  others.  In  201 0 the Unites States had a  particularly 

bad year for major disasters:  7 workers were kil led  in  a  blast at a  Washington state 

refinery,  1 1  workers died when BP s Deepwater Horizon oil  rig  exploded in  the Gulf 

of Mexico,  and  29 coal  miners died in  an  explosion at 

Massey Energy s West Virginia  mine.  These d isasters 

were only the tip of the iceberg as thousands of U .S.  

workers are kil led on the job every year4,585 in  201 3.

Major disasters have occurred  in  other countries.  

An  apparel  factory col lapse in  Bangladesh  ki l led  

1 ,1 29  workers in  201 3.  A warehouse explosion  in  the 

port of Tianjin,  China  in  201 5 kil led  over 1 00 workers.

Managers at each firm must decide how much to 

invest in  worker safety.  Such  investments affect the 

firm s own reputation for safety,  but may also affect 

how safe workers believe they are at other firms in  the 

industry.  The recent U .S.  d isasters resulted  in  renewed 

calls by unions for greater U .S.  government interven-

tion to protect workers,  which would  affect al l  firms.

One justification that is often given for government intervention is  that firms have 

more information than workers about job safety at their plants.  Prospective employ-

ees often do not know the injury rates at individual  firms but may know the average  

injury rate over an entire industry from government reports or other sources.

Injury rates vary dramatically by industry,  ranging from only 0.9  fatal  injuries per 

1 00,000 workers in  the financial  services industry to 9.7 in  construction and 1 2.4 in  

mining.  Some occupations are particularly dangerous.  Logging has a  fatal  injury 

Dying to Work

Manager ia l  
P rob l em
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397ChaPTer 1 2   Game Theory and Business Strategy

I
n deciding how much to invest in safety, firms take into account the safety invest-
ments of rivals.  In deciding how to price its products or how much to adver-
tise, Procter & Gamble considers the pricing and advertising of its main rivals, 

 Johnson & Johnson and Unilever.  When a small number of firms interact, they know 
that their actions significantly affect each other s profit, so their actions depend on 
how they think their rivals will act.

An oligopolistic firm that ignores or inaccurately predicts the behavior of rivals 
is  unlikely to do well.  If Ford underestimates how many cars Toyota and Honda 
will produce, Ford may produce too many vehicles and lose money.  These firms are 
aware of this strategic interdependence, recognizing that the plans and decisions 
of any one firm might significantly affect the profits of the other firms.  To better 

2The U.S.  Mine Safety and Health Administration issued Massey 124 safety-related citations in 2010 
prior to the April 2010 accident at Masseys Upper Big Branch mine in West Virginia that killed 
29 workers.  Massey had 515 violations in 2009.  Mine Safety and Health Administration safety 
officials concluded in 2011  that the 2010 explosion that took 29 lives could have been prevented by 
Massey.  The former head of security at the mine was prosecuted and convicted of two felonies and 
ultimately sentenced to 36 months in prison.

1Government statistics also tell us that males have an accident rate, 6.0, that is an order of magni-
tude greater than females, 0.7.  Some of this difference is due to different occupations and some to 
different attitudes toward risk.

rate of 91 .3 per 1 00,000 workers;  fishing 75.0;  agriculture,  22.9;  and  driving a  truck,  

23.6.  On  the other hand,  safe occupations include sales,  1 .6,  and  educational  

services,  0.7 (although students sometimes risk dying of boredom) .1

I f people are rational  and  fear danger,  they agree to work in  a  dangerous 

job only if that job pays a  sufficiently higher wage than less risky alternative jobs.  

Economists have found  that workers receive compensating wage  differentials  

in  industries and  occupations that government statistics show are relatively risky.

However,  if workers are unaware of the greater risks at certain  firms within  an 

industry,  they may not receive compensating wage differentials from more dan-

gerous employers within  that industry.  Workers are l ikely to have a  sense of the 

risks associated with  an industry:  Everyone knows that mining is  relatively riskybut 

they do not know which mining companies are particularly risky before a  major 

accident occurs.  For example,  in  the decade before Massey Energy was acquired 

by Alpha Natural  Resources in  201 1 ,  54 coal  miners were kil led  in  Massey mines,  a  

much higher rate than at other mines,  yet there s no evidence that these workers 

received higher pay than workers at other mining firms.2

Because workers do not know which firms are safer than others,  each firm bears 

the ful l  cost of its  safety investments but does not get the ful l  benefits.  I f workers 

are aware of the average risk in  an  industry,  a l l  firms benefit from one firm s safety 

investment because that investment improves the industry average.  Thus,  other 

firms share the benefit from one firm s investment in  safety.  Consequently,  manag-

ers,  when making the important strategic decision of how much their firms should  

invest in  safety,  must take this spil lover effect into account.

Does such a  situation cause firms to underinvest in  safety?  Can government 

intervention overcome such safety problems?
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398 ChaPTer 1 2   Game Theory and Business Strategy

understand managerial decisions within an oligopoly, we employ game theory:  a set 
of tools used by economists and others to analyze strategic decision making.

Game theory has many practical applications.  It is  particularly useful for ana-
lyzing how oligopolistic firms set prices, quantities, and advertising levels.  Econo-
mists also use game theory to analyze bargaining between unions and management 
or between the buyer and seller of a car, interactions between polluters and those 
harmed by pollution, transactions between the buyers and sellers of homes, negotia-
tions between parties with different amounts of information (such as between car 
owners and auto mechanics), bidding in auctions, and many other economic interac-
tions.  In addition, political scientists use game theory to analyze electoral politics, 
military planners apply game theory to military campaigns, biologists employ game 
theory to analyze evolutionary biology and ecology, and philosophers, computer 
scientists, and many others use game theory in various other ways.

In this chapter, we analyze how oligopolistic firms interact within a game.  A game  
is  an interaction between players (such as individuals or firms)  in which players use 
strategies.  A strategy  is  a battle plan that specifies the actions  or moves  that a player 
will make.  For example, a firm may use a simple business strategy where it produces 
100 units of output regardless of what any rival does.  In such a case the strategy 
consists of a single actionproducing 100 units of output.  However, some strategies 
consist of a combination of actions or moves, possibly contingent on what a rival 
does.  For example, a firm might decide to produce a small quantity as long as its rival 
produced a small amount in the previous period, and a large quantity otherwise.

The payoffs  of a game are the benefits received by players from the games outcome, 
such as profits for firms, or incomes or utilities for individuals.  A payoff function  specifies 
each players payoff as a function of the strategies chosen by all players.  We normally 
assume that players seek to maximize their payoffs.  In essence, this assumption simply 
defines what we mean by payoffs.  Payoffs include all relevant benefits experienced by 
the players.  Therefore, rational players should try to obtain the highest payoffs they can.

The rules of the game  include the timing  of players  moves (such as whether one 
player moves first), the various actions that are possible at a particular point in the 
game, and possibly other specific aspects of how the game is played.  A full descrip-
tion of a game normally includes a statement of the players, the rules of the game 
(including the possible actions or strategies), and the payoff function, along with a 
statement regarding the information available to the players.

When analyzing a game, we usually have three objectives:  to accurately describe 
and understand the game, to predict the likely outcome of the game, and to offer 
advice to managers as to how best to play the game.

This chapter focuses on how firms interact strategically in a single period, while 
the next chapter looks at strategic interactions in games that last for more than one 
period.  The single-period game is called a static game,  in which each player acts only 
once and the players act simultaneously (or, at least, each player acts without know-
ing rivals  actions).  For example, each of two rival firms might make simultaneous 
one-time-only decisions on where to locate its new factory.  In the next chapter, we 
examine dynamic  games,  in which players move either sequentially or repeatedly.

In analyzing a game, it is crucial that we know how much information partici-
pants have.  We start by assuming that all the relevant information is common knowl-
edge  to the players and then we relax that assumption.  Common knowledge  is  a 
piece of information known by all players, and it is known by all players to be known 
by all players, and it is known to be known to be known, and so forth.  We initially 
assume that players have complete information,  a situation in which the strategies 
and payoffs of the game are common knowledge.
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The information possessed by firms affects the outcome of a game.  The outcome 
of a game in which a particular piece of information is known by all firms may dif-
fer from the outcome when some firms are uninformed.  A firm may suffer a worse 
outcome if it does not know the potential payoffs of other firms.  Similarly, a firm 
may do worse if it has limited ability to make calculations, as when its cost of mak-
ing many calculations is prohibitively high or its managers have limited analytical 
abilities.  Such limitations are referred to as bounded rationality.

In this chapter, we use game theory to analyze two important mechanisms that 
frequently determine transaction pricesbargaining and auctions.  Both bargaining 
and auctions may be affected by the nature of the information available to players.

In  this chapte r,  

we  e xamine  five  

main topics

Main  Top ic s
1 .  Oligopoly Game s:  Economists  use game theory to  analyze firms  behavior 

in  ol igopol istic  markets.

2.  Type s of Nash  equilibria:  The outcome of a  static  game can  be catego-

rized  by the type of strategies  that firms use and  by the number and  char-

acteristics  of possible  Nash  equil ibria .

3.  Information  and  rationality:  What firms know about a  game,  such  as  other 

firms  payoffs,  and  whether firms  have l im ited  (or bounded)  rationa l ity,  

affect the strategies  that they use and  the outcome of the game.

4.  Bargaining:  The strategies  that parties  to  a  contract,  such  as  a  union  and 

a  firm,  use  while  barga in ing  determine product prices,  wages,  or other 

features  of a  contract.

5.  auctions:  An auction  is  a  game in  which  bidders usual ly have incomplete 

information about the value that other bidders place on the auctioned good 

or service.

3A strategy lists what actions to take under various circumstances.  In this static game, there is no 
distinction between an action and a strategy.  However, in multiperiod games (Chapter 13), a strat-
egy specifies the set of actions to be taken over time, and an action chosen at a particular time may 
depend on the actions taken by its rivals in earlier periods.

1 2.1  Oligopoly Game s

We start with an example of two firms that can each take one of only two possible 
actions.  Our example is a simplified version of the real-world competition between 
United and American Airlines that we described in Chapter 11 .  Later in this chapter, 
and in Chapter 13, we relax our simplifying assumptions.

The game has the following characteristics.  The two players  or firms are United 
and American Airlines.  They play a static gamethey compete only once.  The rules  
of the game specify the possible actions or strategies that the firms can take and 
when they can take them.  Each firm has only two possible actions :  Each can fly 
either 48 thousand or 64 thousand passengers per quarter between Chicago and Los 
 Angeles.  Other than announcing their output levels, the firms cannot communicate, 
so that they cannot make side deals or otherwise coordinate their actions.  Each firms 
strategy  is  to take one of the two actions, choosing either a low output (48 thousand 
passengers per quarter)  or a high output (64 thousand).3 The firms announce their 
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actions or strategies simultaneously.  The firms have complete information:  They know 
all the possible strategies and the corresponding payoff (profit)  to each firm.  How-
ever, their information is imperfect in one important respect:  Because they choose 
their output levels simultaneously, neither airline knows what action its rival will 
take when it makes its output decision.

We summarize this static game using the payoff matrix  or profit matrix  in Table  12.1 .  
This payoff matrix shows the profits for each of the four possible strategic (out-
put)  combinations that the firms may choose.  For example, if American chooses a 
large quantity, qA = 64 (thousand)  per quarter, and United chooses a small quantity, 
qU = 48, the firms profits are in the cell in the lower-left corner of the profit matrix.  
That cell shows that Americans profit is 5.1  ($5.1  million)  per quarter in the upper-
right corner,  and Uniteds profit is  3.8  ($3.8 million)  per quarter in the lower-left 
 corner.  We now have a full description of the game, including a statement of the 
players, the rules, a list of the allowable strategies, the payoffs, and the available 
information.

Dominant Strate gie s
If one is available, a rational player always uses a dominant strategy:  a strategy that 
produces a higher payoff than any other strategy the player can use no matter what 
its rivals do.  If American Airlines has a dominant strategy, then no action that United 
Airlines could take would make American prefer a different strategy.  If American 
and United each have and use a dominant strategy, then those dominant strategies 
determine the outcome of the game.

Both firms have a dominant strategy in the airline game illustrated in Table 12.1 .  
Americans managers can determine its  dominant strategy using the following 
reasoning:

 If United chooses the high-output strategy  (qU = 64),  Americans  high-output strategy 
maximizes its  profit:  If United chooses high output, Americans profit is $4.1  mil-
lion (the top-right number in the upper-left cell)  if it also chooses high output 
(qA = 64),  but is only $3.8 million (the top-right number in the upper-right cell)  if 

American Airlines

qA = 64 qA = 48

3.8

qU = 64

5.1
United

Airlines
4.65.1

qU = 48

4.63.8

4.1

4.1 5.1

Note:  Quantities are in thousands of passengers per quarter; (rounded)  profits are in millions 
of dollars per quarter.  The payoff to American Airlines is in the upper-right corner of each cell 
and the payoff to United Airlines is in the lower left.

TaB Le  1 2 . 1   Dominant Strate gie s in  a Quantity-Se tting  

Game

MyEconLab Video
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it chooses low output (qA = 48).  Thus, American is better off choosing high output 
if United chooses its high-output strategy.

 If United chooses the low-output strategy  (qU = 48),  Americans  high-output strategy 
maximizes its  profit:  If United uses its low-output strategy, Americans profit is $5.1  
million with its high-output strategy and only $4.6 million with its low-output 
strategy.  Therefore, high output is better for American in this case as well.

 Thus,  the high-output strategy is  Americans dominant strategy:  Whichever strategy 
United uses, Americans profit is  higher if it uses its high-output strategy.  The 
low-output strategy is  a dominated strategy.  We show that American wont use 
its dominated low-output strategy by drawing a vertical, dark-red line through 
Americans low-output cells in Table 12.1 .

By the same type of reasoning, Uniteds high-output strategy is also a dominant 
strategy.  We draw a horizontal, light-red line through Uniteds low-output strategy.  
Because the high-output strategy is a dominant strategy for both firms, we can pre-
dict that the outcome of this game is the pair of high-output strategies, qA = qU = 64.  
Because both players have a dominant strategy, we can call the outcome a dominant 
strategy solution.

A striking feature of this game is that the players choose strategies that do not 
maximize their joint or combined profit.  Each firm could earn $4.6 million if each 
chose low output (qA = qU = 48)  rather than the $4.1  million they actually earn by 
setting qA = qU = 64.  In this type of gamecalled a prisoners dilemma  gameall 
players have dominant strategies that lead to a payoff that is inferior to what they 
could achieve if they cooperated.  Given the rules of the game that the players must 
act independently and simultaneously, their individual incentives cause them to 
choose strategies that do not maximize their joint profits.

The prisoners dilemma takes its name from a classic cops-and-robbers example.  
The police arrest Larry and Duncan and put them in separate rooms so that they 
cannot talk to each other.  An assistant district attorney (DA)  tells Larry, We have 
enough evidence to convict you both of a minor crime for which you will each serve 
a year in prison.  If you confess and give evidence against your partner while he stays 
silent, we can convict him of a major crime for which he will serve five years and you 
will be set free.  If you both confess, you will each get two years.

Meanwhile,  another assistant DA is  making Duncan an identical offer.  By the 
same reasoning as  in the airline example,  we expect both Larry and Duncan to 
confess because confessing is  a  dominant strategy for each of them.  From Larrys 
point of view, confessing is always better no matter what Duncan does.  If Duncan 
confesses,  then by confessing also, Larry gets two years instead of five.  If Duncan 
does not confess,  then by confessing Larry goes  free instead of serving a  year.  
Either way, confessing is better for Larry.  The same reasoning applies to Duncan.  
Therefore, the dominant strategy solution is for both to confess and get two years 
in jail,  even though they would be better off,  getting just one year in jail,  if they 
both kept quiet.

Best responses
Many games do not have a dominant strategy solution.  For these games, we use 
a more general approach.  For any given set of strategies chosen by rivals, a player 
wants to use its best response:  the strategy that maximizes a player s payoff given 
its beliefs about its rivals  strategies.  We illustrated this idea in Chapter 11  when we 
derived the best-response curves for an oligopolistic firm.
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A dominant strategy is a strategy that is a best response to all possible  strategies 
that a rival might use.  Thus, a dominant strategy is a best response.  However, even 
if a dominant strategy does not exist, each firm can determine its best response to 
any possible  strategies chosen by its rivals.

The idea that players use best responses is the basis for the Nash equilibrium, a 
solution concept for games formally introduced by John Nash (1951).  A set of strate-
gies is a Nash equilibrium  if,  when all other players use these strategies, no player 
can obtain a higher payoff by choosing a different strategy.  An appealing property 
of the Nash equilibrium is that it is self-enforcing:  If each player uses a Nash equi-
librium strategy, then no player would want to deviate by choosing another strategy.  
In other words, no player regrets the strategy choice it made when it finds out the 
strategies chosen by the other players.  Each player would say, Given the strategies 
chosen by my rivals, I made the best possible choiceI chose my best response.

The Nash equilibrium is  the primary solution concept used by economists in 
analyzing games.  It allows us to find solutions to more games than just those with 
a dominant strategy solution.  If a game has a dominant strategy solution, then that 
solution must also be a Nash equilibrium.  However, a  Nash equilibrium can be 
found for many games that do not have dominant strategy solutions.

To illustrate these points, we examine a more complex simultaneous-move game 
in which American and United can each produce an output of 96, 64, or 48 (thousand 
passengers per quarter).  This game has nine possible output combinations, as the 
3 * 3 profit matrix in Table 12.2 shows.  Neither American nor United has a single, 
dominant strategy, but we can find a Nash equilibrium by using a two-step proce-
dure.  First, we determine each firms best response to any given strategy of the other 
firm.  Second, we check whether any pairs of strategies (cells in the profit matrix)  
are best responses for both firms.  Each such pair of strategies is a Nash equilibrium.

We start by determining Americans best response for each one of Uniteds pos-
sible actions.  If United chooses qU = 96 (thousand passengers per quarter), the first 
row of the table, then Americans profit is  $0 if it sets qA = 96 (the first column), 
$2.0 million if it chooses qA = 64 (the second column), and $2.3 million if it selects 
qA = 48 (third column).  Thus, Americans best-response if United sets qU = 96 is to 

American Airlines

qA = 96 qA = 64 qA = 48

2.32.00

qU = 96

3.10 4.6

United

Airlines

3.84.13.1

qU = 64

2.0 5.1

4.65.14.6

qU = 48

4.63.8

4.1

2.3

Note:  Quantities are in thousands of passengers per quarter; (rounded) profits are in millions of dollars per quarter.

TaB Le  1 2 . 2  Be st re sponse s in  a Quantity-Se tting Game MyEconLab Video
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select qA = 48.  We indicate Americans best response by coloring the upper triangle 
in the last (third column)  cell in this row dark green.  Similarly, if United sets qU = 64 
(second row), Americans best response is to set qA = 64, where it earns $4.1  million, 
so we color the upper triangle in the middle cell (second column) of the second row 
dark green.  Finally, if United sets qU = 48 (third row), Americans best response is 
qA = 64,  where it earns $5.1  million, so we color the upper triangle in the middle 
cell of the third row dark green.

We can use the same type of reasoning to determine Uniteds best responses to 
each of Americans strategies.  If American chooses qA = 96 (first column), then 
United maximizes its profit at $2.3 million by setting qU = 48, which we indicate by 
coloring the lower triangle light green in the lower-left cell of the table.  Similarly, we 
show that Uniteds best response is qU = 64, if American sets qA = 64 or 48, which 
we show by coloring the relevant lower-left triangles light green.

We now look for a Nash equilibrium, which is a  pair of strategies where both 
firms are using a best-response strategy so that neither firm would want to change its 
strategy.  In only one cell are both the upper and lower triangles green:  qA = qU = 64.  
Given that its rival uses this strategy, neither firm wants to deviate from its strategy.  
For example, if United continued to set qU = 64, but American raised its quantity to 
96, Americans profit would fall from $4.1  to $3.1  million.  Or, if American lowered 
its quantity to 48, its profit would fall to $3.8 million.  Thus, American does not want 
to change its strategy.

Because no other cell has a pair of strategies that are best responses (green lower 
and upper triangles),  at least one of the firms would want to change its  strategy 
in each of these other cells.  For example, at qA = qU = 48,  either firm could raise 
its profit from $4.6 to $5.1  million by increasing its output to 64.  At qA = 48 and 
qU = 64, American can raise its profit from $3.8 to $4.1  million by increasing its quan-
tity to qA = 64.  Similarly, United would want to increase its output when qA = 64 
and qU = 48.  None of the other strategy combinations is a Nash equilibrium because 
at least one firm would want to deviate.  Thus, we were able to find the single Nash 
equilibrium to this game by determining each firms best responses.

In these airline examples, we have assumed that the firms can only pick between 
a small number of output levels.  However, we can use game theory to find the 
Nash equilibrium in games in which the firms can choose any output level.  We 
showed such a generalization for the airline example in Chapter 11 .  In Figure 11 .3, 
we determined the best-response curves for each of these airlines, found that these 
best-response curves intersected only once, and identified the set of outputs at that 
intersection as the Nash-Cournot equilibrium.  Indeed, that equilibrium is the same 
as the equilibria in Tables 12.1  and 12.2.

Failure to Maximize Joint Profits

The dominant-strategy analysis in Table 12.1  and the best-response analysis in 
Table  12.2 show that noncooperative firms may not reach the joint-profit maximizing 
outcome.  Whether players achieve the outcome that maximizes joint profit depends 
on the profit matrix.  Table 12.3 shows an advertising game in which each firm can 
choose to advertise or not, with two possible profit matrices.  In the first game, where 
advertising by one firm takes customers from its rival but does not attract new cus-
tomers, the Nash equilibrium does not maximize the collective profit to the firms.  In 
contrast, in the second game, where advertising by one firm brings in new customers 
for both firms, the collective profit is maximized in the Nash equilibrium.
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In the game in panel a, a firms advertising does not bring new customers into the 
market but only has the effect of stealing business from the rival firm.  Because each 
firm must decide whether or not to advertise at the same time, neither firm knows 
the strategy of its rival when it chooses its strategy.

If neither firm advertises, then each firm makes a profit of 2 (say, $2 million), as 
the upper-left cell of the profit matrix in panel a shows.  If Firm 1  advertises but Firm 
2 does not, then Firm 1  takes business from Firm 2 and raises its profit to 3, while 
the profit of Firm 2 is reduced to 0.  The gain to Firm 1  is less than the loss to Firm 2 
because the revenue that is transferred from Firm 2 to Firm 1  as customers shift is 
partially offset by the cost of Firm 2s advertising.  If both firms advertise, then each 
firm gets a profit of 1 , as the cell on the lower right shows.

Advertising is a dominant strategy for both firms.4 We use red lines to show that 
the firms do not use the dominated do-not-advertise strategies.  Advertising for both 
firms is also a Nash equilibrium, because each firm is choosing its best response to 
the other firms strategy, as indicated by the green shading in the lower-right cell.

In this Nash equilibrium, each firm earns 1 , which is less than the 2 it would make 
if neither firm advertised.  Thus, the sum of the firms profits  is  not maximized in  this  
simultaneous-choice one-period game.

4Firm 1  goes through the following reasoning.  If my rival does not advertise, I get 2 if I do not 
advertise and I get 3  if I do advertise, so advertising would be better.  If my rival does advertise, 
I get 0 if I do not advertise and I get 1  if I do advertise, so advertising is still better.  Regardless of 
what Firm 2 does, advertising is better for Firm 1 , so advertising is a dominant strategy for Firm 1 .  
Firm 2 faces a symmetric problem and would also conclude that advertising is a dominant strategy.

Firm 1

Do Not Advertise Advertise

Do Not
32

Firm 2

Advertise
02

10

Advertise

3

(b)  Advertising Attracts New Customers to the Market

Firm 1

Do Not Advertise Advertise

Do Not
42

Advertise

Firm 2
32

53

Advertise

4

1

(a)  Advertising Only Takes Customers from Rivals

5

TaB Le  1 2 . 3   advertising Game s: Prisoners  Dilemma or Joint-Profit  Maximizing 

Outcome?
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Many people are surprised the first time they see this result.  Why dont the firms 
cooperate, refrain from advertising, and earn 2 instead of 1? This game is a prisoners  
dilemma:  The game has a dominant strategy solution in which the players receive 
lower profits than they would get if the firms could cooperate.  Each firm makes 
more money by advertising than by not advertising regardless of the strategy used 
by the other firm, even though their joint profit is maximized if neither advertises.

In the advertising game in panel b, advertising by a firm brings new customers to 
the market and consequently helps both firms.  That is, each firms advertising has 
a market expansion effect.  If neither firm advertises, both earn 2.  If only one firm 
advertises, its profit rises to 4, which is more than the 3 that the other firm makes.  If 
both advertise, they are collectively better off than if only one advertises or neither 
advertises.  Again, advertising is  a  dominant strategy for a  firm because it earns 
more by advertising regardless of the strategy the other firm uses and is therefore 
a Nash equilibrium.  However, this game is not a prisoners  dilemma.  In this Nash 
equilibrium, the firms combined profits are maximized, which is the same outcome 
that would arise if the firms could cooperate.  Thus, whether a Nash equilibrium 
maximizes the combined profit for the players depends on the properties of the game 
that are summarized in the profit matrix.

Min i - Case Firms with market power, such as oligopolies, often advertise.5 The largest adver-
tiser in the United States is Procter & Gamble, the producer of Crest toothpaste, 
Pampers diapers,  and various other household products.  In 2014, Procter & 
Gamble spent $4.6 billion in the United States on advertising and $9.2 billion 
globally (11% of its net sales worldwide).  The next largest U.S.  advertisers are 

AT&T, General Motors, Comcast, and Verizon.  The largest advertisers 
based outside the United States include LOreal (France, cosmetics), 
Nestl (Switzerland, foods)  and Reckitt Benckiser (United Kingdom, 
cleaning products including Lysol, Dettol, Calgon, and Jet-Dry).

In oligopoly markets, firms consider the likely actions of their rivals 
when deciding how much to advertise.  How much a firm should spend 
on advertising depends critically on whether the advertising helps or 
harms its rival.

For example, when a firm advertises to inform consumers about a new 
use for its product, its advertising may cause the quantity demanded for 
its own and  rival brands to rise, as happened with toothpaste ads.  Before 
World War I,  only 26% of Americans brushed their teeth.  By 1926, in 
part because of ads like those in Ipanas pink toothbrush campaign, 
which detailed the perils of bleeding gums, the share of Americans who 
brushed rose to 40%.  Ipanas advertising helped all manufacturers of 
toothbrushes and toothpaste.

Alternatively, a firms advertising might increase demand for its prod-
uct by taking customers away from other firms.  A firm may use advertis-
ing to differentiate its products from those of rivals.  The advertising may 

describe actual physical differences in the products or try to convince customers 
that essentially identical products differ.  If a firm succeeds with this latter type of 
advertising, the products are described as spuriously  differentiated.

Strategic 

advertising

5Under perfect competition, an individual firm has no incentive to advertise as it can sell as much 
as it wants at the market price.
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6However, the Centers for Disease Control and Preventions evidence suggests that advertising 
may shift the brand loyalty of youths.

A firm can raise its profit if it can convince consumers that its product is 
superior to other brands.  From the 1930s through the early 1970s, secret ingre-
dients  were a mainstay of consumer advertising.  These ingredients were given 
names combining letters and numbers to suggest that they were developed 
in laboratories rather than by Madison Avenue.  Dial soap boasted that it con-
tained AT-7.  Rinso detergent had solium, Comet included Chlorinol, and Buff-
erin had di-alminate.  Among the toothpastes, Colgate had Gardol, Gleem had 
GL-70, Crest had fluoristan, and Ipana had hexachlorophene and Durenamel.

Empirical evidence indicates that the impact of a firms advertising on 
other firms varies across industries.  The cola market is  an example of the 
extreme case in which a firms advertising brings few new customers into the 
market and primarily serves to steal business from rivals.  Gasmi, Laffont, and 
Vuong (1992)  reported that Cokes or Pepsis gain from advertising comes at 
the expense of its rivals; however, cola advertising has almost no effect on 
total market demand, as in panel a of Table 12.3.  Similarly, advertising by one 
brand of an erectile dysfunction drug increases its share and decreases that of 
its rivals (David and Markowitz, 2011).

At the other extreme is cigarette and beer advertising.  Roberts and Samu-
elson (1988)  found that cigarette advertising increases the size of the market 
but does not change market shares substantially, as in panel b  of Table 12.3.6 
Similarly, Chandra and Weinberg (2015)  find a positive spillover of a beer 
manufacturer s advertising on its rivals.

Intermediate results include saltine crackers (Slade, 1995)  and Canadian 
fast-foods, where advertising primarily increases general demand but has a 
small effect on market share (Richards and Padilla, 2009), and CPUs where 
Intels advertising has a smaller effect on total market demand than on Intels 
share (Salgado, 2008).

Q&a  1 2 . 1
Suppose Procter & Gamble (PG) and Johnson & Johnson (JNJ)  are simultaneously 
considering new advertising campaigns.  Each firm may choose a high, medium, 
or low level of advertising.  (See the profit matrix on the next page.)  What are each 
frms best responses to each of its  rival s strategies?  Does either frm have a 
dominant strategy? What is the Nash equilibrium in this game?

answer

1.  Show JNJs  best response for each possible strategy of PG.  The light green  triangles 
are JNJs best responses to each action by PG.  If PG chooses a high level of 
advertising (the first column), JNJs best response is low, because its profit is 
1  if it chooses high, 2 if it chooses medium, and 3 if it chooses low, so we color 
the lower triangle light green in the last cell in this column.  Similarly, low is the 
best response of JNJ to either medium or low advertising by PG, so the lower 
triangle is light green in every cell in the bottom row.

2.  Show PGs best response for each possible strategy of JNJ.  The dark green triangles 
are PGs best responses to each action by JNJ.  If JNJ chooses a high level of 
advertising (the first row), JNJs best response is low so we color the upper 

MyEconLab Q&A
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triangle dark green in the cell in the last column of this row.  Similarly, low is 
PGs best response if JNJ picks medium, so the upper triangle is dark green 
in the cell in the last column of the second row.  However, if JNJ chooses low, 
then PGs best response is medium, so the upper triangle is dark green in the 
middle cell of the last row.

3.  By inspection,  determine if either firm has a dominant strategy.  JNJ has a dominant 
strategy because it chooses low regardless of the strategy that PG selects.  How-
ever, PG does not have a dominant strategy as its best response depends on 
the strategy selected by JNJ.

4.  Use the best responses to determine the Nash equilibrium .  In only one cell are the 
strategies a best response for both firms (that is, all green).  It is the one where 
JNJ selects low and PG picks medium:  the middle cell in the bottom row.  Thus, 
that pair of strategies is the Nash equilibrium.  We can also determine the Nash 
equilibrium another way.  PG knows that JNJ has a dominant strategy of low.  
Given that JNJ chooses low, we know that PGs best response is medium; thus, 
that pair of strategies is the Nash equilibrium.

Comment:  In this game, the lowest combined profit occurs when both firms use 
a high level of advertising and the highest combined profit corresponds to both 
firms choosing a low level of advertising.  This pattern is consistent with a market in 
which advertising attracts relatively few new customers, and the business-stealing 
effect of advertising is more important than the market expansion effect.  As a con-
sequence, if firms use advertising to fight over existing consumers, joint profit falls.

PG

High Medium Low

321

High
31 5

543

Medium

2 6

565

Low

75

4

3

JNJ

1 2.2 Type s of Nash equilibria

The games described in Tables 12.1, 12.2, and 12.3 each have a unique Nash equilib-
rium:  For only one combination of strategies is each firms strategy a best response to 
its rivals strategy.  The Cournot and Bertrand models of Chapter 11  are other examples 
of games with unique Nash equilibria.  We now consider two other situations.  First, 
we examine games that have multiple Nash equilibria.  Second, we consider games in 
which the firms strategies require them to choose randomly between possible actions.
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Multiple  equilibria
Many oligopoly games have more than one Nash equilibrium.  When a game has 
multiple Nash equilibria, we may be able to use additional criteria to predict the 
likely outcome.  The scheduling or coordination game between two television net-
works that is summarized in Table 12.4 has multiple Nash equilibria.

This profit table shows that each networks profit depends on whether new reality 
TV shows one for each networkair on Wednesday or Thursday.  Neither network 
can change its decision once the networks simultaneously announce their schedules.  
Thus, each network must choose its schedule before it knows its rivals choice.  The 
number of people who watch reality shows is enough for only one show to be prof-
itable on a given night.  If both shows appear on Wednesday or if both appear on 
Thursday, they share the reality market for that night and each network loses 10 (say, 
$10 million).  However, if the shows appear on different nights, then each network 
earns a profit of 10.

Neither network has a dominant strategy.  For each network, its best choice depends 
on the choice of its rival.  If Network 1  opts for Wednesday, then Network 2 prefers 
Thursday, but if Network 1  chooses Thursday, then Network 2 prefers Wednesday.

To determine the Nash equilibria for this game, we first determine each firms 
best responses.  If Network 2 were to choose Wednesday, then Network 1  loses 10 if 
it chooses Wednesday and earns 10 if it chooses Thursday.  Thus, Network 1 s best 
response is Thursday, which we indicate by coloring the upper triangle dark green 
in the upper-right cell.  Similarly, Network 1 s best response is Wednesday, if Net-
work 2 picks Thursday, which we show by coloring the upper triangle dark green 
in the lower-left cell.  Similarly, we color the lower triangles light green for Network 
2s best responses.

The Nash equilibria are the two cells that are entirely green, showing that those 
pairs of strategies are best responses for both firms.  These Nash equilibria have one 
firm broadcast on Wednesday and the other on Thursday.  Neither firm would want 
to deviate from these Nash equilibria because doing so would cause it to lose money.

Thus, this game has two Nash equilibria.  We might reasonably predict that the 
networks would show the two new shows on different nights, but we do not have 
any basis for forecasting which night each network chooses.

Cheap Talk.  How can the networks avoid a disaster in this scheduling game? 
One possibility is  that a network communicates with its rival before choosing its 
strategy if doing so is allowed by the rules of the game.

Network 2

Network 1

10

Wednesday

10

1010

1010

10

10

Wednesday ursday

ursday

TaB Le  1 2 . 4  Ne twork Scheduling:  a Coordination Game
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The firms engage in cheap talk  (or pre-play communication)  if they communicate 
before the game starts but the communication does not directly affect the payoffs of 
the game.  Cheap talk does not mean that firms can agree in advance on their strate-
gies.  In a real-world, noncooperative game such as this one, firms may not legally 
make binding agreements of this type.  A firm might make a cheap-talk claim, but 
then do something different.  Therefore, in many games, allowing cheap talk has no 
effect:  Talk is cheap.  Managers can say anything, but until decisions are actually 
made, claims made by firms may lack credibility.

In this game, however, players have an incentive to be truthful so the cheap talk 
is credible.  Each network wants the other to know its actual choice and therefore has 
an incentive to truthfully reveal its intentions and follow through accordingly.  For 
example, if Network 1  announces in advance that it will broadcast on Wednesday, 
Network 2 will choose Thursday and both networks will benefit from communicat-
ing.  Games with multiple Nash equilibria where players can credibly coordinate to 
select one of these equilibria are referred to as coordination games.

The  Pare to Crite rion.  Not all games with multiple Nash equilibria can be 
resolved with pre-play communication.  Cheap talk may be prohibited by antitrust 
laws.  Even where it is allowed, cheap talk lacks credibility if players have an incen-
tive to lie.  A variety of other criteria have been suggested to predict a single Nash 
equilibrium in a game with multiple equilibria.  For example, it is possible that one 
of the Nash equilibria provides a higher payoff to all players than the other Nash 
equilibria.  If so, we expect firms acting independently to choose strategies that lead 
to that outcome even without communicating.

Table  1 2.5  shows a  variant of the  scheduling game in Table  1 2.4.  Table  1 2.5 
has  two Nash equilibria  in which the networks choose different nights.  Neither 
network would want to  switch nights  and go head-to-head with its  rival.  How-
ever,  both firms receive higher profits  if Network 1 s  show airs  on Wednesday 
and Network 2  chooses  Thursday because of other programming in place  on 
those nights.

We might expect that, even without cheap talk, the networks would opt for the 
Nash equilibrium with the higher profits because each network expects its rival to 
have a similar understanding of the situation.  This criterionselecting a solution 
that is better for all partiesis called the Pareto Criterion.  Of course, each firm may 
prefer to engage in cheap talk to make sure that the other network understands the 
situation.  Unfortunately, we cannot always use cheap talk or the Pareto Criterion to 
predict the outcome in a game with multiple equilibria.

Network 2

Network 1

10

Wednesday

10

1015

1015

10

10

Wednesday ursday

ursday

TaB Le  1 2 . 5   The  Pare to Crite rion in a Ne twork Sche duling  
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Mixed-Strate gy equilibria
So far,  we have assumed that each firm uses  a  pure  strategy,  which specifies 
the action that a  player will  take in every possible situation in a  game.  We now 

consider games in which a  firm uses a  mixed strategy,  
in which a  player chooses  among possible  pure strat-
egies  according to  probabilities  that the  player sets.  
That is,  a  pure strategy is  a  rule  telling the player with 
certainty what action to  take  at each decision point 
in a  game,  whereas a  mixed strategy is  a  rule  telling 
the player which dice  to  throw, coin to  flip,  or other 
method to  use  to  randomly choose  among possible 
pure strategies.

In static gamesthe focus of this chaptera strategy 
is a single action, such as choosing a particular output 
level.  Thus, for example, in our original airlines exam-
ple of Table 12.1 , an airline manager could use a mixed 
strategy by assigning a 50% probability to both the low 
output and the high output as if choosing randomly 
between them by flipping a coin.7

A pure strategy can be viewed as a special case of a 
mixed strategy in which a player assigns a probability 
of one to a single pure strategy and a probability of zero 
to all other possible pure strategies.  A mixed strategy 
that assigns positive probabilities to two or more pure 

strategies is  sometimes called a  non-pure  mixed strategy.  Unless we state other-
wise, from now on, when we refer to a  mixed strategy, we mean a non-pure mixed 
strategy.

Min i - Case A contemporary music radio station can time its commercial breaks so that they 
occur at the same time as those of its rival stations or at different times.  If the 
breaks are not coordinated, many listeners switch stations at a commercial break.  
This switching behavior lowers the value of commercials to advertisers, so that 
they pay the stations less.

Sweeting (2006, 2009)  found that stations often have commercial breaks at the 
same time.  During commuting hours, drive time listeners are likely to switch 
stations during commercials.  Sweeting estimated that the length of time that 
commercial breaks occur simultaneously across stations increases by 6% during 
drive time.  Such coordination increases the number of commercials heard by 
in-car listeners,  and Sweeting estimates that such coordination raises annual 
industry advertising revenues by roughly $90 million.

Timing radio ads

7In the more complex dynamic games that we examine in the next chapter, a strategy may be a 
sequence of actions, so a mixed strategy would apply probabilities to particular alternative action 
sequences.

M1 2_PERL7879_02_SE_C1 2. indd   41 0 21 /1 1 /1 5   7: 1 3 am



4111 2.2 Types of Nash  Equil ibria

Some games have no pure-strategy Nash equilibrium, but have a mixed- strategy 
Nash equilibrium.  Others  have both pure-strategy and mixed-strategy Nash 
equilibria.8

Mixed-Strate gy Only Nash equilibria.  The following design competition 
game has no pure-strategy Nash equilibrium, but it has a mixed-strategy Nash equi-
librium.  A firm that wants a new building conducts a design competition between 
two architectural firms.  The terms of the competition specify the location and size 
of the structure, the maximum allowable construction budget, and various design 
requirements.  The architectural firms compete for the contract by creating prelimi-
nary designs.

An established architectural firm competes with a relatively new, upstart firm.  
They can use only two possible types of design:  a traditional design and a modern 
design.  If both firms adopt the same type of design, then the established firm wins 
the contract in view of its stronger reputation and longer track record.  However, if 
the firms adopt different designs, the upstart wins the contract.

Table 12.6 is the profit matrix, where the contract winner receives a net benefit of 
20 ($20 thousand)  and the loser incurs the cost of its initial design, 2 ($2 thousand).  
As before, we indicate each firms best response by coloring the appropriate triangle 
green (dark green for the established firm and light green for the upstart firm).  The 
table shows that the upstarts best response is a modern design if the established 
firm uses a traditional design, and the upstarts best response is a traditional design 
if the established firm uses a modern approach.

No cell in the table is a Nash equilibrium because in no cell of this profit matrix 
are both triangles green.  For each cell, one firm or the other says, I regret my choice.  
Given the choice made by my rival, I should have made a different choice.  If both 
firms pick the same style, the upstart firm regrets its choice.  Similarly, if they pick 
different styles, the established firm regrets its choice.

Thus, if both firms use pure strategies, this game has no Nash equilibrium.  How-
ever, this design game has a mixed-strategy Nash equilibrium in which each firm 
chooses the traditional design with probability 12.  The probabilities in a mixed strat-
egy equilibrium are not always 12  but they are in this case, as we now show.

8Nash (1950)  proved that every game with a finite number of players and strategies has at least one 
pure-strategy or mixed-strategy Nash equilibrium.

Upstart

Established Firm

2

Traditional

20

202

220

20

2

Traditional Modern

Modern

TaB Le  1 2 . 6  Mixe d Strate gie s in  a De sign Compe tition MyEconLab Video
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The probability that a firm chooses a given style is 12.  Therefore, the probability that 
both firms independently choose a given pair of styles (a cell)  is 12 *

1
2 =

1
4.  That is, each 

of the four cells in Table 12.6 is equally likely to be chosen and hence has a one-fourth 
chance of being chosen.  In two cells (the upper left and lower right), the established 
firm earns 20, so it has a 12  probability of earning 20.  Similarly, it has a 12  probability of 
losing 2 (lower-left and upper-right cells).  Thus, the established firms expected profit
the firms profit in each possible outcome times the probability of that outcomeis 
(20 *

1
2) + ([-2] * 1

2) = 9.
Given that the established firm uses this mixed strategyin effect flipping a coin 

to choose between its two possible actionsthe upstart firm cannot achieve a higher 
expected profit by using a pure strategy rather than using the same mixed strategy.  If 
the upstart uses the pure strategy of choosing the traditional style or the pure strat-
egy of choosing the modern style, it has a 12  chance of earning 20 and a 

1
2  probability 

of losing 2, so it has the same expected profit as if it uses the mixed strategy.9 If the 
upstart uses a mixed strategy with a probability of 12  for each possible action, it has 
no incentive to change its strategy.  The same is true of the established firm, so this 
combination of mixed strategies is a Nash equilibrium.

How do we calculate the probability that each firm uses for its mixed strategy? 
The key concept behind the mixed strategy equilibrium is that each firm must be 
indifferent between choosing either of the two architectural styles.  If one style offers 
a higher expected profit than the other, the firm would choose that style with cer-
tainty.  Thus, the firm places a positive probability weight on both styles only if both 
styles yield the same expected profit.

Consider the upstart firms  choice between the two actions if it knows that 
the probability that the established firm chooses  the traditional style  is  .  The 
upstart firms expected payoff is [ * (-2)] + [(1 - ) * 20] = 20 - 22  if it picks 
the traditional style  and [ * 20] + [(1 - ) * (-2)] = -2 + 22  if it picks the 
modern style.  The upstart is  indifferent between these two pure strategies only if 
the two expected payoffs are equal:  20 - 22 = -2 + 22 ,  or 22 = 44 ,  or =

1
2.  

Thus, given that the established firm uses the mixed strategy =
1
2,  the upstart 

is  indifferent between using the pure strategy or the same mixed strategy, =
1
2.  

The upstart has no incentive to deviate from using a probability of 12  for each style, 
as  no other combination of probabilities would increase its  expected payoff.  The 
established firm is  in the same position.  Therefore, if each firm picks a probability 
of 12,  the result is  a  Nash equilibrium.  Each firm is  doing the best it can given its 
rival s  strategy.

If the established firm chooses 7
1
2  so that it is more likely to choose the tradi-

tional style, the upstarts best response is to pick the modern style with certainty as 
its chance of winning would exceed 12.  Similarly, if the established firm is very likely 
to use the modern style the upstarts best response is to choose the traditional style 
with certainty, and win with a probability greater than 12.  Only if both firms are using 
a mixed strategy of 12  is each firm maximizing its expected profit given the strategy 
of its rival.

9Some economists dont like stories where managers literally flip  coins or use another random-
ization device to choose strategies, arguing that we rarely see such behavior.  Instead, managers 
almost always come up with some substantive reason to choose one action over another rather than 
resorting to a coin or a dice or some other device.  Regardless, as long as their choice appears to be 
probabilistic to their rivals, they are effectively using a mixed strategy.
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Both Pure  and Mixe d-Strate gy equilibria.  Some games have both pure-
strategy and mixed-strategy Nash equilibria.  The following entry game has two 
pure-strategy Nash equilibria and a mixed-strategy Nash equilibrium.

Two firms are  considering opening gas  stations at a  highway rest stop  that 
currently has  no  gas  station.  The rest stop  has  enough physical space for at most 
two gas  stations.  The profit matrix in Table  12.7 shows that only one station can 
operate  profitably.  If both firms enter,  each loses  2  (say,  $200,000) .  Neither firm 
has a  dominant strategy.  Each firms  best action depends on what the other firm 
does.

The two Nash equilibria  in pure strategies  are  Firm 1  enters  and Firm 2  does 
not enter,  or Firm 2  enters  and Firm 1  does  not enter.  The equilibrium in which only 
Firm 1  enters is  a  Nash equilibrium because neither firm would regret its  choice.  
Given that Firm 2  did not enter,  Firm 1  would not regret its  decision to enter.  If 
it changed its  behavior,  it would go from earning 1  to  earning nothing.  Similarly, 
given that Firm 1  enters,  Firm 2  does  not regret staying out because entering 
would have cost it 2  instead of being able to  walk away without any losses.  How-
ever, the outcome where only Firm 2 enters is  also a Nash equilibrium by the same 
type of reasoning.

How do the players know which outcome will arise? They dont  know.  Without an 
enforceable collusive agreement, even pre-play communication is unlikely to help.  
These pure-strategy Nash equilibria might seem unappealing because they call for 
identical firms to use different strategies.10

This entry game also has a mixed-strategy Nash equilibrium in which each firm 
enters with 13  probability.  No firm could raise its  expected profit by changing its 
strategy.  The game therefore has three Nash equilibria in total:  two pure-strategy 
Nash equilibria and one additional mixed-strategy Nash equilibrium.

10This entry game, in which both firms lose if both enter, is called a hawk-dove game,  because players 
choose between an aggressive and a passive strategy.  It is  also called a game of chicken.  Movies some-
times show a game of chicken where two drivers race toward each other in the middle of a road.  As 
they approach the impact point, each has the option of continuing to drive down the middle of the 
road or to swerve.  Both believe that if only one driver swerves, that driver loses face and the other 
gains in self-esteem.  If neither swerves, they are maimed or killed.  If both swerve, no harm is done 
to either.  Bertrand Russell observed that nuclear brinksmanship is essentially a game of chicken.

Firm 1

Do Not Enter Enter

Do Not

10

Enter

Firm 2

20

Enter

21

0 0

TaB Le  1 2 . 7  Nash equilibria in  an entry Game
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1 2.3 Information and rationality

All that I  have to  say has already crossed your mind,   said [Moriarty] .  Then  possibly 

my answer has crossed yours,   I  replied.  Sherlock Holmes (Sir Arthur Conan Doyle)

Game theory focuses our attention on the crucial role that information plays in a 
firms decision-making process.  In some situations it makes sense to assume that 
players have full information about the profits and possible strategies of other 

if it makes that change.  Similarly, no firm would change its strategy from the 
EPUB format if it believed that its rival would use the EPUB format.  Thus, if 
the firms must choose the formats simultaneously, the only pure-strategy Nash 
equilibria are where they use the same format; however, each prefers its own 
format, where its profit is 3  rather than 1 .

2.  Show that  this  game has  a  mixed-strategy Nash  equilibrium by calculating 
the relevant probabilities.  This  game has  a  mixed-strategy equilibrium in 
which Amazon selects  the AZW standard with a  probability of 23  and the 
Other group selects  AZW with probability 13.  If the Other group chooses 
the AZW standard with a  probability of O,  Amazons expected profit is 
(3 * O) + (-1 * [1 - O] ) = 4 O - 1  if it chooses the AZW standard and 
(-1 * O) + (1 * [1 - O] ) = 1 - 2 O  if it chooses the EPUB standard.  For 
Amazon to  be indifferent between these two actions,  its  expected profits 
must be equal:  4 O - 1 = 1 - 2 O.  That is,  if O =

1
3,  Amazon is  indiffer-

ent between choosing either standard.  Similarly, if Amazon selects the AZW 
standard with a probability of A =

2
3,  the Other group is indifferent between 

choosing either of the two standards.13

Amazon Kindle

Other E-Book Readers

1

AZW

1

31

11

1

3

AZW EPUB

EPUB

13Depending on the profits in the game, other outcomes are possible:  only one format and one group 
of firms survives in the Nash equilibrium, or the firms adopt a single format (like the universally 
used MP3 and MP4 standards for digital music players).  The real-world competition among e-book 
reader manufacturers has two additional complications.  First,  AZW is the proprietary format of 
Amazon, so the other firms would have to pay Amazon to use it,  if Amazon would even permit 
them to do so.  Second, Amazon, which entered the market first, chose its e-book format before 
other, later entrants into this market.  In Chapter 13, we examine how this game changes given that 
Amazon acted first.
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Min i - Case A key strategy decision for a manufacturer of an e-book is which format to use.  
Currently, not all e-book readers use the same format for books.11  The current 
best-selling product, Amazons Kindle (and its applications for the iPhone and 
for Windows PCs), uses Amazons proprietary AZW format.  Amazon does not 
support the  open-standard 
EPUB format,  which is  used 
by the Kindles  competitors 
such as  Barnes  &  Nobles 
NOOK, Kobo,  and Apples 
iPad.  Amazon provides appli-
cations that allow consumers 
to  read AZW books on the 
iPhone (and slightly less suc-
cessfully on the iPad)  as well 
as  on Windows PCs but not 
on the other readers.  Because 
e-book readers  formats differ, 
e-book publishers must incur 
additional expenses  in pro-
ducing books in the various 
formats or sell books that can 
be read on only some readers, 
which affects consumers costs 
and the practicality of using a 
given reader.

Compe ting 

e-Book Formats

11However, all readers can display Adobe PDF files, which are used for documents and books in 
the public domain.

Q&a  1 2 . 2
Amazon faces the Other group, which consists of e-book manufacturers other 
than Amazon, in a game in which the players choose a format, as the profit matrix 
shows.12 What are the pure-strategy Nash equilibria if the firms choose their for-
mats simultaneously and are free to choose either format? Determine the mixed-
strategy equilibrium, if any.

answer

1.  Determine the pure-strategy Nash equilibria if the firms decide simultaneously.  We 
add green triangles to the relevant cells in the profit matrix to indicate each 
firms best responses to its rivals strategy.  The game has two pure-strategy 
Nash equilibria in which Amazon and the other manufacturers choose the 
same format.  If both choose the AZW standard, neither Amazon nor the Other 
group would change its strategy if it knew that its rival was using the AZW 
format.  The Other groups profit falls from 1  to -1  if it changes its strategy 
from the AZW to the EPUB format, whereas Amazons profit falls from 3 to -1  

12This game is of the same form as the game called the battle of the sexes.  In that game, the husband 
likes to go to the mountains on vacation, and the wife prefers the ocean, but they both prefer to 
take their vacations together.
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players, and that they have full information about how much other players know.  
For example, our discussion of American and United Airlines assumes that both 
airlines have the same costs and demand functions, so that each knows virtually 
everything that the other firm knows.  In other situations, particularly in relatively 
complex games, players may not have complete information about their rival.

We usually assume that all players will act rationally in the sense that they use all 
their available information to determine their best strategies.  However, sometimes 
players might have limited powers of calculation, making it difficult or even impos-
sible for them to determine their best strategies.  For example, if all firms have thou-
sands of possible actions, then calculating the payoffs for every possible combination 
of actions may be too time-consuming or difficult to be feasible.

Incomple te  Information
In the United and American Airlines game in Table 12.1 , we assume that each airline 
has complete information about its rival and knows all the possible strategies and 
profits.  However, in other games, firms may have incomplete information about 
their rivals.  For example, each firms profit could be private information  rather than 
common knowledge.

To illustrate how having incomplete information affects a games outcome, we con-
sider an investment game, in which two firms are considering investing in complemen-
tary products that go together. For example, Google considered whether to invest 
in a new operating system, Chrome OS, for laptops and netbooks, while Samsung 
considered whether to design and build a new laptop, a Chromebook, which would 
use this operating system.14 The firms made their decisions simultaneously, announc-
ing the availability of the first Chromebook and the new operating system in 2011.

Table 12.8 illustrates a simplified version of the game Google and Samsung played 
(with hypothetical profits).  If neither firm invests, each earns nothing (upper-left cell).  
However, the returns are asymmetric if only one firm invests.  We assume that the 
new operating system is of value by itself, even without a new laptop by Samsung, 
as other firms could produce such a laptop (and by 2015 several other producers such 
as Acer, Dell, and Google itself were also producing Chromebooks).  Consequently, in 
our game, Google receives a benefit of 5 (say, $50 million)  if Samsung does not invest 

14J.  R.  Raphael,  Googles  Chrome OS and Samsungs  Chromebook,  computerworld.com ,  
June 15, 2011 .

Google

Samsung

25
Do Not

Invest
0

200

205

0

0

Do Not Invest Invest

Invest

TaB Le  1 2 . 8  Complementary Inve stme nt Game MyEconLab Video
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in a new laptop and Samsung earns 0 (lower-left cell).  Because the new, specialized 
laptop is completely useless without the new operating system, if Samsung invests 
and Google does not (upper-right cell), Samsung incurs a large loss, -25, and Google 
earns 0.  If both firms invest (lower-right cell), each receives a profit of 20.

We start by assuming that each firm has complete information about each other s 
profitthe information in the profit matrix in Table 12.8.  This game has a unique 
Nash equilibrium in which both firms invest.  For each firm, investment is the best 
response to the other firms decision to invest.

However, what happens if the firms profits are not common knowledge? In par-
ticular, if Samsung does not know Googles possible profits it may not realize that 
it is in Googles best interest to invest regardless of Samsungs actionthat invest-
ing is a dominant strategy for Google.  Consequently, Samsung might worry that 
Google will not invest.  Given its limited information, Samsung may not invest.  If all 
goes well and Google decides to invest in developing the Chrome operating system, 
then Samsung makes a significant profit.  But if all does not go well and Google fails 
to invest, then Samsung suffers a big loss.  Thus, if Samsung thinks it is likely that 
Google will not invest, Samsung may decide not to invest.  In this game, Samsung 
and Google fail to coordinate their strategies due to incomplete information.

Managers can use several methods to solve coordination problems, including 
problems caused by incomplete information.  One approach is through merger 
or acquisition.  For example, Google, which developed the Android operating 
system for mobile phones, faced a coordination problem with Motorola Mobility, 
a mobile phone manufacturer, and resolved the problem by acquiring Motorola 
Mobility in 2012, allowing for information sharing between the former Motorola 
unit and Google.

A similar, but less extreme approach than merger or acquisition is to form a joint 
venture.  For example, Google and Motorola could have jointly invested in a coop-
erative project for ongoing development of mobile phones and their operating 
system.  Google often invests with other firms through its Google Ventures unit.

Another approach is for one firm to subcontract  or hire the other.  For exam-
ple, Google could have subcontracted Motorola to build mobile phones using 
the Android operating system, or Motorola could have subcontracted Google to 
design and develop the operating system for its phones.  Or the firms could sign 
a contract that provides that a firm will pay the other a penalty if it fails to invest.

Solving 

Coordination 

Problems

Manageria l  
I mp l i ca t i on

rationality
We normally assume that economic agents are rational in the sense that they consis-
tently choose actions that are in their best interests given the information they have.  
Rational players choose payoff-maximizing strategies.  In the game in Table 12.8, if 
Google is rational, it invests because its profit is higher if it invests, no matter what 
Samsung does.

Bounded rationality.  Actual business games are usually much more com-
plex than the one in Table 12.8.  For example, AT&T, Verizon, and MetroPCS, among 
other companies, use complicated strategies in the mobile phone market.  Each firms 
managers set prices on a variety of products, choose how much to advertise, select 
locations for cell towers, consider mergers with other companies, contract with cell 
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phone manufacturers (such as to be able to carry Apples iPhone), and decide simul-
taneously on many other actions.

Perhaps a manager with infinite powers of calculation could consider all possible 
combinations of actions by all firms and calculate the resulting profit to each firm 
and select the optimal strategy.  However, even the very best managers do not always 
choose the optimal strategy.  It does not seem reasonable to dismiss such managers 
as irrational just because they cannot find a fully optimal strategy.  Instead, manag-
ers with limited powers of calculation or logical inference are described as having 
bounded rationality.  Such managers try to maximize profits but, due to their cognitive 
limitations, do not always succeed.

In a wide range of strategic games, especially business strategy games, it is impor-
tant to consider how sophisticated or rational ones rivals are.  The best strategy 
against a highly sophisticated rival might differ from the best strategy against a rival 
with a limited ability to obtain and analyze information.

Maximin Strate gie s.  In very complex games, a manager with bounded ratio-
nality may use a rule of thumb  approach, perhaps using a rule that has worked in the 
past in choosing a strategy.  For example, some players with bounded rationality use 
a maximin strategy,  which maximizes the lowest possible payoff the player might 
receive.  This approach is designed to ensure the best possible payoff if your rival 
takes the action that is worst for you.

In Table 12.8, Samsung gets zero if it does not invest.  If it does invest it might lose 
25 or earn 20.  Thus, Samsungs lowest (or minimum) profit is 0 if it does not invest 
and is -25 if it does invest.  The maximum of these two values is 0, which arises if 
the firm does not invest.  Therefore, not investing is Samsungs maximin strategy in 
this game.  If Samsung fears that Google is subject to bounded rationality and might 
be unable to determine that it should invest, playing a maximin strategy might be 
attractive to Samsung.  If all players adopt a maximin strategy, then we call the out-
come a maximin solution.  The maximin solution for the game in Table 12.8 is  for 
Google to invest and for Samsung not to invest.

While many actual business games are too complex to analyze as completely as 
weve analyzed the relatively simple games in this chapter, knowledge of these 
games provides insights that a manager can use in designing business strategies.  
When making strategic decisions, managers should consider five principles based 
on game theory:

1.  Dominance.  A manager who has a dominant strategya strategy that is always 
best no matter what rivals doshould use it.

2.  Best Response.  A manager who does not have a dominant strategy should deter-
mine the best responses to the strategies that rivals might use.

3.  Point of View.  A manager should consider possible strategies from the rivals 
vantage point, try to predict which strategy the rival will choose, and select 
the best response to that strategy.

4.  Coordination .  When doing so increases profit,  a  manager should coordinate 
with other firms through pre-play communication (cheap talk)  or by using 
legal contracts.

5.  Randomize.  A manager may be able to earn a higher profit by keeping rivals 
guessing by using a mixed strategy.

Using Game  

The ory to 

Make  Busine ss 

De cisions

Manag e rial 
I mp l i cat ion
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1 2.4 Bargaining
Most consumer items are sold in posted price  markets.  Customers go to a supermarket 
or a department store, check out the posted prices, and decide what to buy.  Rarely 
do customers in a supermarket bargain over the price of milk or bid on milk in an 
auction.  However, in other markets, bargaining and auctions are used.15

Bargaining is common between a manager and employees over wages and work-
ing conditions.  When workers are represented by a labor union, the bargaining 
process is  referred to as collective bargaining.  Bargaining between employers and 
specific employees is common even for many nonunionized workers.  Bargaining is 
also important in the legal system.  For example, one party (the plaintiff)  might sue 
another (the defendant)  but be willing to bargain with the defendant over the actual 
payment to avoid the cost and uncertainty of a trial.

Bargaining often arises in vertical business relationships.  For example, a manu-
facturer may bargain with suppliers of specialized inputs to the production process 
or with downstream distributors or retailers of the produced product.  Bargaining is 
also important in our personal lives.  Car buyers bargain with car dealers.  Married 
couples and roommates bargain over responsibility for household chores.  Teenagers 
bargain with their parents over how much time they must spend on homework, how 
late they can stay out, and when they can drive their parents  cars.

Bargaining Games
Game theory can be used to explain bargaining strategies.  We can think of a 
 bargaining game  as any situation in which two or more parties with different inter-
ests or objectives negotiate voluntarily over the terms of some interaction, such as 
the transfer of a good from one party to another.  For example, the owner of a house 
might negotiate with a potential buyer over the price of the house and over other 
aspects of the transaction, such as the date when the house changes hands and any 
repairs to be made by the seller.

To keep our analysis as simple as possible, we focus on bargaining games between 
two players.  John Nash presented the earliest formal analysis of two-person bar-
gaining games.  He proposed a solution for bargaining games, which is called the 
Nash bargaining solution .  The Nash bargaining solution is not the same as the Nash 
equilibrium  that we have previously discussed.  The Nash equilibrium is the solution 
to a noncooperative game, such as the Cournot game where firms choose output 
levels.  In that game, firms do not  bargain over output levels,  reflecting the legal 
reality that such bargaining is illegal.

The Nash Bargaining Solution
In two classic papers, Nash (1950, 1953)  proposed a solution for two-player coopera-
tive bargaining games.  The Nash bargaining solution satisfies several properties.  
Most importantly, the Nash bargaining solution to a cooperative game is efficient  in 
the sense that no alternative outcome is better for both parties or strictly better for 

15An important factor in choosing which market mechanism to use is the size of transaction costs 
relative to the value of the item being sold.  In a supermarket, it is not worth the time it would take 
for customers to bargain with sales clerks over the price of milk or to participate in an auction.
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one party and no worse for the other.  Basically the two parties are trying to reach 
an agreement to divide profits or some other payoff.  For example, two roommates 
could bargain about how to divide a pie between them.

Some of the noncooperative games that we have studied could be converted to 
cooperative bargaining games by allowing the players to sign binding agreements.  
For example, Table 12.1  shows the profit matrix for an oligopoly game between 
American Airlines and United Airlines, where each firm must produce an output 
of either 48 or 64 (thousand passengers per quarter).  We showed that if the game 
is a static, noncooperative game, the firms face a prisoners dilemma in which each 
produces the higher output and each firm earns 4.1  ($4.1  million)  in the noncoopera-
tive Nash equilibrium.

Suppose U.S.  antitrust laws change so that the rules of the game allow the two 
firms to bargain over their output levels and to reach a binding agreement.  Given 
that the firms can bargain, we would not expect the firms to choose the high- output 
outcome because both firms would be better off with an alternative outcome in 
which each produces the lower output.  The Nash bargaining solution, which requires 
 efficiency for the players, rules out the high-output result.

To find the Nash bargaining solution, we first need to determine what happens if 
the firms cannot reach an agreement.  The disagreement point  or threat point  is  the out-
come that arises if no agreement is reached.  The profit to a firm at the disagreement 
point is d.  If a proposed agreement is reached, the firm receives a profit of .  Thus, 
if an agreement is reached, the firm obtains an extra profit or surplus  that equals the 
difference between what that player receives under the proposed agreement and 
what it receives at the disagreement point, - d.

The Nash bargaining solution is the outcome in which each firm receives a non-
negative surplus (a firm would not agree to an outcome in which it loses money)  and 
in which the product of the net surplus of the two firms (called the Nash product,  NP)  
is maximized.  For the airlines, the Nash bargaining solution maximizes

 NP = ( A - dA) * ( U - dU),  (12.1)

where the subscript A  refers to American Airlines and U to United Airlines.
In this game, the natural disagreement point is the noncooperative outcome:  If 

no agreement is reached, each firm chooses the high output.  Thus, dA = dU = 4.1 .
We can evaluate the Nash product for each of the four possible outcomes for this 

game.  In the upper-left cell in Table 12.1, in which each firm produces the large output, 
the Nash product is zero and each firm has zero net surplus.  This cell represents the dis-
agreement point.  In the lower-left cell and in the upper-right cell one of the firms earns a 
negative net surpluswhich is less than at the disagreement pointso the Nash prod-
uct is negative.  Only in the lower-right cell, where each firm produces the small output 
and earns 4.6, is the Nash product positive:  NP = (4.6 - 4.1) * (4.6 - 4.1) = 0.25.  
Thus, the outcome in the lower-right cell maximizes the Nash product and is the Nash 
bargaining solution to this bargaining game.

If the firms could bargain about how they set their output levels in an oligopoly 
game, they could presumably reach an outcome that they view as efficient  in the 
sense that it maximizes the Nash product, NP.  Such an agreement creates a cartel and 
raises the firms profits.  The gain to firms from such a cartel agreement is more than 
offset by lost surplus for consumers (Chapter 11).  Consequently, such agreements are 
illegal in most developed countries under antitrust or competition laws.  Although 
the Nash bargaining solution is not a full theory of bargaining, it is a good predictor 
in certain situationsespecially if contractual obligations arising from bargaining 
are legally enforceable and if the two parties have full information.
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Q&a  1 2 . 3
Jane is interested in buying a car from a used car dealer.  Her maximum willing-
ness to pay for the car is 12 ($12,000).  Bo, the dealer, is willing to sell the car as 
long as he receives at least 10.  Thus, the potential surplus or gain from trade is 2.  
Jane and the dealer bargain over the transaction price, p.  If they cannot agree on a 
price, then the transaction does not occur, and neither party receives any surplus.  
What is the Nash bargaining solution to this game?

answer

1.  Calculate the Nash product.  If Jane buys the car for price p ,  her net surplus is 
12 - p.  If Bo sells the car for price p,  he gets p  but must part with a car worth 
10 to him, so his net surplus is p - 10.  Thus, the Nash product is

NP = (12 - p)(p - 10).

2.  Solve for the p that maximizes the Nash product.  NP  is  positive if p  is  more than 
10 and less than 12, but it is zero if p = 10 or p = 12,  and it is negative if p  
is  less than 10 or greater than 12.  Therefore, the solution must be between 10 
and 12.  By plotting NP  or by using calculus, we can determine that the p  that 
maximizes NP  is  11 .

Comment:  This Nash bargaining solution produces the plausible result that the 
two parties split the available surplus or gains from trade.  Jane values the car 
at 12, pays 11 , and is left with surplus of 1 .  Bo receives 11 , but values the car at 
10, so he earns a net surplus of 1 .  A persons bargaining position is weaker the 
more that person stands to lose if no agreement is reached.  In Question 4.1  at 
the end of the chapter, you are asked to show that if Bo can get only 9  elsewhere, 
the Nash bargaining solution changes in Janes favor.

Maximizing the 

Nash Product

Using  Calcu lus
We can use calculus to solve for the price, p,  that maximizes the Nash product, 
NP.  In our example, NP = (12 - p)(p - 10) = 22p - p2 - 120.  To find the maxi-
mum, we set the derivative of NP  with respect to p  equal to zero:

dNP

dp
= 22 - 2p = 0.

Using algebra, we can rewrite this expression as 2p = 22 or p = 11,  which is the 
price that maximizes the NP.

Min i - Case In Britain, France, Germany, the United States, and other developed countries, 
many managers believe that big-box retail chains such as Walmart and Target 
are increasingly squeezing manufacturer margins due to the consolidation of the 
retail sector.  To examine this belief, Draganska, Klapper, and Villas-Boas (2010)  
investigated how grocery store chains and ground coffee manufacturers bargain 
over the wholesale price that the manufacturers charge the retailers.16

Nash Bargaining 

over Coffee

16Bargaining not only affects how profits are split between manufacturers and retailersthe share of 
the piebut it determines the prices paid by consumers and hence total profitsthe size of the pie.  
For example, if a brands high wholesale price drives up the retail price, consumers may substitute 
other brands or go to another retailer.
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Ine fficie ncy in  Bargaining
The Nash bargaining solution presumes that the parties achieve an efficient out-
come where neither party could be made better off without harming the other party.  
However, in the real world, bargaining frequently yields inefficient outcomes.  One 
common type of inefficiency occurs because the bargaining process takes time, which 
delays the start of the benefit flow and therefore reduces the value of benefits over-
all.  That is, it makes the pie to be divided smaller than it needs to be.  An extreme 
example of a loss due to delaying reaching an agreement is a strike.  When a union is 
on strike, workers do not receive wages from the firm, and the firm cannot produce 
and sell its product efficiently, if at all.

Strikes may occur because of irrational behavior or limited information.  Union-
management negotiations may become so acrimonious that the parties act irratio-
nally, leading to a costly strike.  More commonly, negotiators fail to quickly reach an 
agreement due to bounded rationality or incomplete information about the other 
sides payoffs.  The parties are doing the best they can but are unable to determine 
the best possible strategies and therefore they make mistakes.  A union may strike or 
the employer may shut down operations to convince the other party that failing to 
reach an agreement has high costs.

1 2.5 auctions
We now turn to another important type of game, called an auction:  a sale in which 
a good or service is sold to the highest bidder.  In auctions, players normally devise 
bidding strategies without knowing other players  payoff functions.

A substantial amount of exchange takes place through auctions.  Government con-
tracts are typically awarded using procurement auctions.  In recent years, govern-
ments have auctioned portions of the airwaves for radio stations, mobile phones, and 

Draganska et al.  considered two ways in which the Nash bargaining solution 
might vary with the partys characteristics.  First, a firms bargaining position 
depends on that firms disagreement point, dR  for the retailer or dM  for the manu-
facturer.  Second, Draganska et al.  estimated a commonly used generalization of 
the Nash product, where NP = ( R - dR)

a( M - dM)
1 - a,  where a  indicates the 

bargaining power of the parties.  The larger a  is,  the more bargaining power that 
the retailer has and the less the manufacturer has.

They estimated how dR,  dM,  and a  vary with the characteristics of the firms, 
using data from Germanys six largest supermarket chainsEdeka, Markant, 
Metro, Rewe, Spar, and Tengelmannwhich account for 80% of the German 
grocery market, and its seven largest ground coffee manufacturersDallmayr, 
Eduscho, Idee, Jacobs, Melitta, Onko, and Tchibowhich control more than 95% 
of the ground coffee market.

They found that bargaining power lies mainly with manufacturers:  On aver-
age, the manufacturer gets more than half of the profits (a 6 0.5).  The larger the 
manufacturer s size, the greater the manufacturer s bargaining power and hence 
the larger the manufacturer s share of profit.  Similarly, larger retailers have more 
bargaining power.  In addition, retailers that position their store brands close to 
national brands reduce the wholesale margins by nearly a quarter (24%).
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wireless Internet access and have used auctions to set up electricity and transport 
markets.  Other goods commonly sold at auction are natural resources such as tim-
ber and drilling rights for oil, as well as houses, cars, agricultural produce, horses, 
antiques, and art.  On the Internet, many goods can be purchased on auction Web 
sites such as eBay.  In this section, we first consider the various types of auctions and 
then investigate how the rules of the auction influence buyers  strategies.

eleme nts of auctions
Before deciding which strategy to use when bidding in an auction, a  bidder (or 
player)  needs to know the rules of the game.  Auctions have three key components:  
the number of units being sold, the format of the bidding, and the value that poten-
tial bidders place on the good.

Numbe r of Units.  Auctions can be used to sell one or many units of a good.  The 
U.S.  Department of the Treasury holds regular auctions of U.S.  government bonds, 
selling bonds to many different buyers in the same auction.  In many other auctions, a 
single goodsuch as an original paintingis sold.  For simplicity in this discussion, 
we concentrate on auctions where a single, indivisible item is sold.

Format of Bidding.  Virtually all auctions are variants of the English auction,  the 
Dutch auction,  the sealed-bid auction,  or  the double auction.

 english auction.  Most people have seen an English  or ascending-bid auction,  at 
least on TV or in the movies.  The auctioneer starts the bidding at the lowest price 
that is acceptable to the seller and then repeatedly encourages potential buyers 
to bid more than the previous highest bidder.  The auction ends when no one is 
willing to bid more than the current highest bid:  Going, going, gone!  The good 
is sold to the last bidder for the highest bid.  Sothebys and Christies use English 
auctions to sell art and antiques.

 Dutch auction.  A Dutch auction  or descending-bid auction  ends dramatically with 
the first bid.  The seller starts by asking if anyone wants to buy at a relatively high 
price.  The seller reduces the price by given increments until someone accepts the 
offered price and buys at that price.  Variants of Dutch auctions are often used to 
sell multiple goods at once, such as in Googles initial public offering auction and 
the U.S.  Treasurys sales of Treasury bills.

 Seale d-bid auction.  In a sealed-bid auction,  everyone submits a bid simultane-
ously without seeing anyone elses bid (for example, by submitting each bid in a 
sealed envelope), and the highest bidder wins.  The price the winner pays depends 
on whether it is a first-price auction or a second-price auction.  In a first-price auction,  
the winner pays its own, highest bid.  Governments often use this type of auction.  
In a second-price auction,  the winner pays the amount bid by the second-highest 
bidder.  Many computer auction houses use a variant of the second-price auction.

For example, you bid on eBay by specifying the maximum amount you are 
willing to bid.  If your maximum is greater than the maximum bid of other par-
ticipants, eBays computer places a bid on your behalf that is a small increment 
above the maximum bid of the second-highest bidder.  This system differs from the 
traditional sealed-bid auction in that people can continue to bid until the official 
end-time of the auction, and potential bidders know the current bid price (but not 
the maximum that the highest bidder is willing to pay).  Thus, eBay has some of 
the characteristics of an English auction.
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 Double  auction.  All potential buyers and sellers in a double auction  may make 
public offers stating prices at which they are willing buy or sell.  They may, of 
course, accept another participants offer to buy or sell.  Traditionally, most finan-
cial exchanges in which people trade stocks, options, or other securities were oral  
double auctions.  Traders stood in open pits  and would shout, wave cards in the 
air,  or use hand signals to convey their offers or to signal agreements to trade.  
In recent years, almost all of these exchanges have switched to electronic  double 
auction systems.17

Value .  Auctioned goods are normally described as having a private value  or a com-
mon value.  Typically, this distinction turns on whether the good is unique.

 Private  value .  If each potential bidder places a different personal value on the 
good, we say that the good has a private value.  Individual bidders know how 
much the good is worth to them but not how much other bidders value it.  One 
example is an original work of art about which people differ greatly as to how 
much they value it.

 Common value .  Many auctions involve a good that has the same fundamental 
value to everyone, but no buyer knows exactly what that common value  is.  For 
example, in a timber auction, firms bid on all the trees in a given area.  All firms 
know what the current price of lumber is; however, they do not know exactly the 
volume of lumber contained in the trees.

In many actual auctions, both private value and common value are present.  For 
example, in the tree auction, bidding firms may differ not only in their estimates of 
the amount of lumber in the trees (common value), but also in their costs of harvest-
ing (private value).

Bidding Strate gie s in  Private -Value  auctions
A potential buyer s optimal strategy depends on the number of units, the format, 
and the type of values in an auction.  In order to be specific, we examine auctions 
in which each bidder places a different private value on a single, indivisible good.

Se cond-Price  auction Strate gie s.  According to eBay, if you choose to bid 
on an item in its second-price auction, you should enter the maximum amount you 
are willing to spend.18 Is eBays advice correct?

In a traditional sealed-bid,  second-price auction, bidding your highest value 
weakly dominates  (is at least as good as)  all other bidding strategies:  The strategy of 
bidding your maximum value leaves you as well off as, or better off than, bidding any 
other value.  The amount that you bid affects whether you win, but it does not affect 
how much you pay if you win, which equals the second-highest bid.

Suppose that you value a folk art carving at $100.  If the highest amount that any 
other participant is willing to bid is $85 and you place a bid greater than $85, you 
will buy the carving for $85 and receive +15 (= +100 - +85)  of consumer surplus.  
Other bidders pay nothing and gain no consumer surplus.

17Saefong,  Myra P. ,  Closure  of Futures  Trading Pits  Will  Render a  Language Extinct,  
http://www.marketwatch.com/,  July 1 ,  2015.
18http://pages.ebay.com/education/gettingstarted/researching.html  (viewed March 30, 2013).
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Should you ever bid more than your value? Suppose that you bid $120.  There are 
three possibilities.  First, if the highest bid of your rivals is greater than $120, then you 
do not buy the good and receive no consumer surplus.  If you had instead bid your 
valuation of the carving, $100, you still would have lost the auction and received no 
consumer surplus.  Thus, bidding higher than $100 does not benefit you.

Second, if the highest alternative bid is less than $100, then you win and receive 
the same consumer surplus that you would have received had you bid $100.  Again, 
bidding higher does not affect the outcome.

Third, if the highest bid by a rival is  between $100 and $120say, $110then 
bidding more than your maximum value causes you to win,  but you purchase 
the good for more than you value it,  so you receive negative consumer surplus:  
- +10 (= +100 - +110).  In contrast, if you had bid your maximum value, you would 
not have won, and your consumer surplus would have been zerowhich is better 
than losing $10.  Thus, bidding more than your maximum value can never make you 
better off than bidding your maximum value.  Instead, you may actually be worse off.

Should you ever bid less than your maximum value, say, $90? No, because you 
only lower the odds of winning without affecting the price that you pay if you do 
win.  If the highest alternative bid is less than $90 you win the auction and pay the 
same price whether you bid $100 or $90.  If the alternative bid exceeds $100, you do 
not win the auction whether you bid $100 or $90.  However, if the highest alternative 
bid lies between $90 and $100, you lose the auction if you bid $90 and give up the 
positive consumer surplus you would have gained if you had bid your true value of 
$100 and won the auction.  You are therefore worse off by underbidding in this case.

Thus, you do as well or better by bidding your value rather than over- or under-
bidding.  This argument does not turn on whether or not you know other bidders  
valuation.  If you know your own value but not other bidders values, bidding your 
value is your best strategy.  If everyone follows this strategy, the person who places 
the highest value on the good will win and will pay the second-highest value.

Min i - Case Weve seen that bidding ones value is the dominant strategy in a sealed-bid, 
second-price auction.  In experiments in which college students participate in 
sealed-bid, second-price auctions, the students more commonly overbidplaced 
bids that exceeded the bidder s valuethan underbid.

Why? The students participating in these experiments had little prior experi-
ence bidding in auctions.  When these experiments are repeated using experi-
enced bidders, systematic overbidding is less likely to occur (Garratt et al.  2012, 
Feng et al.  2015).

expe rie nce d 

Bidde rs

english auction Strate gy.  Suppose instead that the seller uses an English auc-
tion to sell the carving to bidders with various private values.  Your best strategy is to 
raise the current highest bid as long as your bid is less than the value you place on 
the good, $100.  If the current bid is $85, you should increase your bid by the smallest 
permitted amount, say, $86, which is less than your value.  If no one raises the bid fur-
ther, you win and receive a positive surplus of $14.  By the same reasoning, it always 
pays to increase your bid up to $100, where you receive zero surplus if you win.

However, it never pays to bid more than $100.  The best outcome that you can hope 
for is to lose and receive zero surplus.  Were you to win, you would have negative 
surplus.
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If all participants bid up to their value, the winner will pay slightly more than the 
value of the second-highest bidder.  Thus, the outcome is essentially the same as in 
the sealed-bid, second-price auction.

equivale nce  of auction Outcome s.  For Dutch or first-price sealed-bid 
auctions, one can show that participants shave  their bids to less than their value.  
The intuition for this result is based on your lack of knowledge about the values 
of the other bidders.  Reducing your bid decreases the probability that you win but 
increases your consumer surplus if you win.  Your optimal bid, which balances these 
two effects, is lower than your actual value.  Your bid depends on your beliefs about 
the strategies of your rivals.  It can be shown that the best strategy is to bid an amount 
that is equal to or slightly greater than what you expect will be the second-highest 
bid, given that your value is the highest.

Thus, the expected outcome is  the same under each format for private-value 
 auctions:  The winner is  the person with the highest value, and the winner pays 
roughly the second-highest value.  According to the Revenue Equivalence Theorem 
(Klemperer,  2004), under certain plausible conditions we would expect the same 
revenue from any English auction, Dutch auction, or sealed-bid auction in which 
the winner is the person who places the highest value on the good.

The  Winne rs Curse
Unlike in private-value auctions, in common-value auctions, a phenomenon called 
the winners curse  occurs in which the auction winner s bid exceeds the common-
value items value.  The overbidding occurs when bidders are uncertain about the 
true value of the good.19

When the government auctions off timber on a plot of land, potential bidders may 
differ in their estimates of how many board feet of lumber are available on that land.  
Typically, bidders estimates of the value are distributed randomly around the true 
value.  If these people place bids close to their estimates, then the highest bid is likely to 
be made by a bidder with a very optimistic estimate, and the bid itself is likely to exceed 
the true value.  The winner ends up paying too much, which is the winners curse.

Rational bidders adjust their bids to avoid the winners curse.  Each bidder reasons 
that, I can reduce the likelihood of falling prey to the winner s curse by shading  or 
reducing my bid below my estimate.  I know that if I win, I am probably overestimat-
ing the value of the good.  The amount by which I should shade my bid depends on 
the number of other bidders, because the more people who bid, the more likely it is 
that the winning bid is an overestimate.

Although rational managers should avoid the winner s curse, economists have 
observed the winner s curse in many situations.  An important example is the take-
over market:  the market for corporate acquisitions.20

One possible reason for the winner s curse is that bidders have bounded rational-
ity.  It is difficult to calculate the correct adjustment that should be made to a bid to 
offset the winners curse.  Even if most bidders correctly adjust, all it takes to generate 
a winner s curse is one optimistic bidder who does not adjust properly.

19Mike Shor has a clever Web site, http://www.gametheory.net/mike/applets/winnercurse/,  which 
demonstrates the winner s curse.  You are asked, How much should you offer for a company of 
uncertain valuation? You can try various bidding strategies to see which works best.
20See Thaler (1994)  for many examples of the winner s curse, including a discussion of corporate 
takeovers.
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Managers who sell assets using auctions need to understand how an auctions 
design affects bidders  behavior.  Because intelligent bidders shade their bids, 
sellers of common-value goods can do better with an English auction than with 
a sealed-bid auction.  In an English auction, bidders may revise their views about 
the objects value as they watch others bid.

Many sellers have learned this lesson.  For example, online auction sites such 
as eBay do not use sealed bid auctions, choosing modified English auctions or 
other types of auctions instead.  This lesson is one that many governments have 
failed to learn.  They continue to rely heavily on sealed-bid auctions even though 
it is likely they would earn more money if they used an English auction to sell 
lumber, rights to airwaves, and other property.

auction Design

Manager ial  
I mp l i cat ion

Dying to Work

Manager ial  

S o l u t i on

In the Managerial Problem at the beginning of the chapter, we asked whether a 
firm underinvests in safety if the firm knows how dangerous a job is but poten-
tial employees do not.  Can the government intervene to improve this situation?

Consider an industry with two firms that are simultaneously deciding whether 
to make costly safety investments such as sprinkler systems in a plant or escape 
tunnels in a mine.  Unlike the firms, potential employees do not know how safe 
it is to work at each firm.  They only know how risky it is to work in this indus-
try.  If only Firm 1  invests, workers in the industry do not know that safety has 
improved at only Firm 1 s plant.  Because the governments accident statistics for 
the industry fall, workers realize that it is safer to work in the industry, so both 
firms pay lower wages.

The profit table shows how the firms profits depend on their safety invest-
ments.  Firm 1  has a dominant strategy.  If Firm 2 invests (compare profits in the 
cells in the lower row), Firm 1 s no investment  strategy has a higher profit, 250, 
than its investment  strategy, 225.  Similarly, if Firm 2 does not invest (compare the 
cells in the upper row), Firm 1 s profit is higher if it doesnt invest, 200, than if it 
does.  Thus, not investing is the dominant strategy and investing is the dominated 
strategy, as is indicated by the horizontal red line through the investing strategy.  
Because the game is symmetric, the same reasoning shows that not investing is 
the dominant strategy for Firm 2 as well.

B e cause  b o th 
firms have a domi-
nant  s trategy  of 
not investing,  that 
c omb ina t ion  o f 
dominant  s trate-
gies (the upper-left 
cell)  is  the  Nash 
equilibrium.  Both 
firms  receive  an 
equilibrium profit 
of 200.  If both firms 
invest in safety (the 
lower-right  cell) ,  

Firm 1

No Investment Investment

100
No

Investment
250

225250

Investment

225100

200

200

Firm 2
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each earns 225, which is more than they earn in the Nash equilibrium.  However, 
both firms making an investment is not a Nash equilibrium, because each firm 
can increase its profit from 225 to 250 by not investing if the other firm invests.

The firms are engaged in a prisoners  dilemma game.  Because each firm bears 
the full cost of its  safety investments  but derives  only some of the benefits,  the firms 
underinvest in safety.

This prisoners dilemma outcome results because workers cannot tell which 
firm is safer.  If workers know how safe each firm is, only a firm that invests in 
safety would be able to pay a lower wage, which would change the profits and 
increase the likelihood that firms invest in safety.  Thus, if the government or a 
union were to collect and provide workers with firm-specific safety informa-
tion, the firms might opt to invest.  However, for the government or a union to 
provide this information, their cost of gathering the necessary information has 
to be relatively low.

SUMMary

1 . Oligopoly Game s.  Interactions between firms 
can often be analyzed and understood using a set 
of tools known as game theory.  Such interactions 
or games are particularly important in oligopolies 
where a small number of firms compete and hence 
each firms action affects the profits of other firms.  
A game in which players act simultaneously and 
act only once is called a static game.  Games with 
repeated or sequential actions are called dynamic 
games and are analyzed in the next chapter.  A com-
bination of player strategies is a Nash equilibrium 
if, given that all other players use these strategies, 
no one player can obtain a higher profit by inde-
pendently choosing a different strategy.  In many 
games, we can find Nash equilibria by eliminating 
dominated strategies or by examining all firms 
best responses to the actions of other firms.

2.  Type s of Nash equilibria.  If each player has 
a  dominant strategya strategy that is  best no 
matter what the rivals dowe expect that strat-
egy to be played.  If all players have a dominant 
strategy and play it,  the  outcome is  called  a 
dominant strategy solution.  Such a solution is the 
only possible Nash equilibrium.  A game without 
dominant strategies may also have a unique Nash 
equilibrium, but some games have multiple Nash 
equilibria,  in which case additional considera-
tions can sometimes be used to predict the likely 
outcome.  For example,  if one Nash equilibrium 
is  better for all players than another,  the Pareto 
criterion selects that preferred equilibrium.  Some 
games have no Nash equilibria in pure strategies, 
where each firm chooses  a  particular strategy 

with certainty.  Games with no pure-strategy Nash 
equilibria and games with multiple pure-strategy 
Nash equilibria have mixed-strategy Nash equi-
libria, where players  randomize over two or more 
pure strategies.

3.  Information and rationality.  In some games, 
players have complete information about the pay-
offs and possible strategies of other players.  How-
ever,  participants in games may sometimes lack 
important information and, in particular, might be 
uninformed about their rivals  payoffs or strate-
gies.  We typically assume that players are rational 
and can therefore determine their best strategies 
based on the information they have.  Players that 
have imperfect powers of calculation and might 
therefore be unable to calculate optimal strategies 
are said to have bounded rationality.

4.  Bargaining.  An important business activity is 
bargaining:  Buyers and sellers negotiate the price 
of a good such as a house or a car, and employers 
and unions engage in collective bargaining over 
wages and work rules.  One possible outcome of 
bargaining games is the Nash bargaining solution, 
in which the product of the parties  net surplus 
from bargaining is maximized.

5.  auctions.  Auctions are games of incomplete 
information if bidders do not know the valuation 
others place on a good.  Buyers  optimal strategies 
depend on the characteristics of an auction.  Under 
fairly general conditions, if the auction rules result 
in a win by the person placing the highest value 
on a good that various bidders value differently, 
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the expected price is the same in all auctions.  For 
example,  the expected price in various types of 
 private-value auctions is  the value of the good 
to the person who values it second highest.  In 
 auctions where  everyone values  the good the 

same, though they may differ in their estimates of 
that value, the successful bidder may suffer from 
the winner s  cursepaying too muchunless 
 bidders shade their bids to compensate for their 
over-optimistic estimation of the goods value.

QU eS T I ON S

All exercises  are available on  MyEconLab;  * = answer at  the back of this  book;  C = use of calculus  may be necessary.

1 .  Oligopoly Game s 

 *1 .1  Show the profit matrix and explain the reasoning 
in the prisoners  dilemma example where Larry 
and Duncan, possible criminals, will get one year 
in prison if neither talks,  two years in jail if both 
talk,  and if one talks that one goes free while the 
other gets five years.  (Note:  The payoffs are negative 
because they represent years in jail,  which is a nega-
tive payoff.)

 1 .2 Two firms compete by advertising.  Given the profit 
matrix for this advertising game, identify each firms 
best response to its  rival s  possible actions.  Does 
either firm have a dominant strategy? What is the 
Nash equilibrium?

Is it true that, given these profits,  Firm 2 wants to 
match Firm 1 s price, but Firm 1  does not want to 
match Firm 2s price? Does either firm have a domi-
nant strategy? What is the Nash equilibrium in this 
game? Explain.

 1 .5 How do your answers to Question 1 .4 change if Firm 
2 gets  3  instead of 1  when Firm 1  charges a high 
price and Firm 2 charges a low price?

 *1 .6 Suppose that Toyota and GM are considering enter-
ing a market for electric automobiles and that their 
profits (in millions of dollars)  from entering or stay-
ing out of the market are

GM

Enter Do Not Enter

Enter

040

Toyota

0200
Do Not

Enter

00

10 250

 1 .3 How does your answer to Question 1 .2 change if 
Firm 1  gets 3  instead of 1  when both firms advertise? 
(Hint:  Start by drawing the new profit matrix.)

 1 .4 Two firms face the following profit matrix:

Firm 1

Firm 2

Do Not Advertise Advertise

Do Not

Advertise

01

12

Advertise

34

2 0

Firm 1

Low Price High Price

Low Price

20

76

High Price

60

2 1

Firm 2

If the firms make their decisions simultaneously, 
do either or both firms enter?  How would your 
answer change if the U.S.  government committed 
to paying GM a lump-sum subsidy of $50 million 
on the condition that it would produce this  new 
type of car?

 1 .7 Based on the Mini-Case, Strategic Advertising,  
would cola  advertising or cigarette  advertising 
correspond more closely to  a  prisoners  dilemma 
game?

 1 .8  Firm 1  and Firm 2  manufacture  blankets.  They 
 compete  in quality.  Given their  payoff matrix, 
identify each firms  best response  to  its  rival s 
actions.  What is  the Nash equilibrium? (Hint:  See 
Q&A 12.1 . )

M1 2_PERL7879_02_SE_C1 2. indd   429 21 /1 1 /1 5   7: 1 3 am



430 ChaPTer 1 2   Game Theory and Business Strategy

 1 .9  Modify Question 1 .8 so that if Firm 1  chooses High 
and Firm 2 chooses Low (the upper-right corner), 
Firm 1  receives  1  rather than 3.  How does that 
change your answer?

2.  Type s of Nash equilibria 

 2.1  Assume the network scheduling profit matrix is

 2.5 Two firms face the following profit matrix:

321

Low

Low Medium High

Medium

High

21 5

843

3 3

566

45

4

2

Firm 1

Firm 2

Network 1

Network 2

15

Wednesday

10

1012

1012

10

10

Wednesday ursday

ursday

How many pure-strategy Nash equilibria does this 
game have? Explain.

 *2.2 Given the network profit matrix in Question 2.1, can 
cheap talk (pre-play communication)  help the net-
works settle on a single equilibrium? Why or why 
not?

 2.3 Given the network profit matrix in Question 2.1 , 
can the Pareto criterion help the networks settle on 
a  single equilibrium? Explain.

 2.4 Based on the Mini-Case, Timing Radio Ads, would 
competing radio stations benefit from applying the 
Pareto Principle (even if they do not use that term)  
in deciding on timing for radio ads?

Given these profits, Firm 2 wants to match Firm 1 s 
price, but Firm 1  does not want to match Firm 2s 
price.  Does either firm have a dominant strategy? 
Does this game have a unique, pure-strategy Nash 
equilibrium? Identify all pure- and mixed-strategy 
Nash equilibria.

 2.6 How would your answers to Question 2.5  change 
if Firm 2 gets 5  instead of 7 when it chooses a high 
price and Firm 1  chooses a low price?

 2.7 Suppose that you and a  friend play a matching 
pennies  game in which each of you uncovers a 
penny.  If both pennies show heads or both show 
tails,  you keep both.  If one shows heads and the 
other shows tails,  your friend keeps them.  Show 
the payoff matrix.  What, if any, is the pure-strategy 
Nash equilibrium to this  game?  Does this  game 
have a  mixed-strategy Nash equilibrium?  If so, 
what is it?

 2.8 Takashi Hashiyama, president of the Japanese elec-
tronics firm Maspro Denkoh Corporation, was torn 
between having Christies or Sothebys auction the 
companys $20 million art collection, which included 
a van Gogh, a Czanne, and an early Picasso (Carol 
Vogel, Rock, Paper, Payoff,  New York Times,  April 
29, 2005, A1, A24).  He resolved the issue by having 
the two auction houses  representatives compete in 
the playground game of rock-paper-scissors.  A rock 
(fist)  breaks scissors (two fingers sticking out), scis-
sors cut paper (flat hand), and paper smothers rock.  
At stake were several million dollars in commis-
sions.  Christies won:  scissors beat paper.  Show the 
profit or payoff matrix for this rock-paper-scissors 
game where the payoff is  -1  if you lose,  0  if you 
tie, and 1  if you win.  What pure or mixed strategy 
would you have recommended, and why?

 2.9 The Great Recession of 20072009 hit young peo-
ple particularly hard, with long-lasting effects.  In 
June 2010, 15.3% of 20- to  24-year-old Americans 

Firm 1

Low Price High Price

Low Price

20

67

High Price

60

2 1

Firm 2
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were unemployed,  compared to  8.2% for older 
workers.  As a  result,  more adult children moved 
back to live with their parents or asked for finan-
cial help than in previous years.  The share of 25- to 
34-year-olds living in multigenerational households 
rose from 11% in 1980 to 20% in 2008.  A recent sur-
vey finds that 41% of parents provide financial sup-
port to  their 23- to  28-year-old offspring.  Indeed, 
parents give 10% of their income on average to their 
adult children.  Mimi wants to support her son Jeff 
if he looks for work but not otherwise.  Jeff (unlike 
most young people)  wants to try to find a job only 
if his mother will not support his life of indolence.  
Their payoff matrix is

 *2.11  Show that the mixed-strategy equilibrium for the 
game in Table 12.7 has both firms enter with prob-
ability 13.

 2.12 How would the analysis in Q&A 12.2 change if the 
payoffs to both firms are 3 in the upper-left corner 
of the profit matrix (where both firms choose the 
Amazon standard)  and the payoffs to both firms 
are 2 in the lower-right corner, where both firms use 
the EPUB standard?

3.  Information and rationality 

 *3.1  Consider the following payoff matrix for a  com-
plementary investment game.  The number in the 
lower-left corner is  the payoff to Wild and Crazy 
Guys (WCG).  The other number is  the payoff to 
Blues Brothers Investments (BB).

Blues Brothers

Investments

Dont Invest Invest

Dont

Invest

50

Wild and

Crazy Guys
100

Invest

20100

0 0

Je

Look for Work Loaf

Support

42

Mimi

01
No

Support
01

4 1

Max

Work Loaf

Bonus

32

Lori

01
No

Bonus
03

1 1

If Jeff and Mimi choose actions simultaneously, what 
are the pure- or mixed-strategy equilibria?

 2.10 Lori employs Max.  She wants him to work hard 
rather than to loaf.  She considers offering him a 
bonus or not giving him one.  All else the same, Max 
prefers to loaf.

If they choose actions simultaneously, what are their 
strategies? Why does this game have a different type 
of equilibrium than the game in Question 2.9?

a.  Does either firm have a dominant strategy?

b.  What is the Nash equilibrium?

c.  What is the maximin solution?

 3.2 How do your answers to Question 3.1  change if eve-
rything in the profit matrix remains the same except 
that Blues Brothers loses 5  (payoff is -5)  if it invests 
and WCG doesnt invest (the upper-right cell in the 
matrix)?

 3.3 For the payoffs described in Questions 3.1  and 3.2, 
would Blues Brothers and Wild and Crazy Guys 
gain by merging? (Hint:  See the Managerial Impli-
cation, Solving Coordination Problems.)

 3.4 Traditionally, the Harrison Resort Hotel sponsors an 
annual festival, making a significant investment in 
marketing to attract tourists to its  hotel.  Julie, the 
manager of nearby Lakeshore Flowers,  normally 
orders extra merchandise in preparation for the fes-
tival.  However, Harrison was recently bought by a 
large chain, so its management has changed.  Julie is 
not sure that the new manager knows that investing 
in marketing will benefit Harrison.

M1 2_PERL7879_02_SE_C1 2. indd   431 21 /1 1 /1 5   7: 1 3 am
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a.  What is the Nash equilibrium in this game?

b.  What can Julie do to make sure that Harrisons 
new manager does whats  best for the resort 
(and also best for her)?

4.  Bargaining 

 4.1  In the used car bargaining problem in Q&A 12.3, if 
Bo can get only 9  elsewhere, does the Nash bargain-
ing solution change in Janes favor? Why?

 *4.2 Oculus and Maxygen are small drug companies.  
Oculus has obtained a patent on a new antibiotic that 
is effective against an emerging superbuga bacte-
ria that is resistant to traditional antibiotics.  Unfor-
tunately, the Oculus drug has severe side effects, 
making the drug unsuitable  except for patients 
who are desperate.  Ownership of this drug is worth 
$10 (million)  to Oculus under the current situation.  
Maxygen has a patent on another drug that is of no 
therapeutic value in itself, so the drug generates no 
current income for Maxygen.  However, when com-
bined in a particular way with the Oculus drug, it 
dramatically reduces the negative side effects.  The 
value of the two drugs together is estimated at $50 
(million).  Maxygen is negotiating to sell its patent to 
Oculus.  What price would be implied by the Nash 
bargaining solution? (Hint:  See Q&A 12.3 and Using 
Calculus, Maximizing the Nash Product.)  C

 4.3 Situations of the type described in Question 4.2 
are fairly common in the drug business and sales 
of patent rights are common.  However, sometimes 
negotiations over such sales take a long time and 
sometimes  negotiations  are  unsuccessful.  Why 
would such wasteful outcomes occur?

 4.4 The  Mini-Case ,  Nash  Barga ining  Over 
 Coffee  applies  the  generalized Nash product, 
NP = ( R - dR)

a( M - dM)
1 - a,  to  b a rga in ing 

between retailers and manufacturers over the price 
of coffee.  Assume that dR = dM = 0,  that a = 0.5,  
and that manufacturers and retailers divide up a 
potential combined profit of 100 depending on the 

price so that R = 100 - p  and M = p.  What price 
maximizes the generalized Nash product?  What 
happens if a = 0.  Explain.  (Hint:  See Using Calculus, 
Maximizing the Nash Product.)  C

5.  auctions 

 5.1  Charity events often use silent auctions.  A donated 
item, such as a date with a movie star, is put up for 
bid.  (See www.ecorazzi.com/2008/02/22/ebay-and-
oxfam-help-you-win-a-date-with-colin-firth  for a 
description of auctions for celebrity dates with Colin 
Firth and Scarlett Johansson.)  In a silent auction, bid-
ders write down bids and submit them.  Some silent 
auctions use secret bids,  which are submitted in 
sealed envelopes and kept confidential.  Other silent 
auctions are open:  The bidder writes down a bid 
on a bulletin board that everyone present can see.  
Which kind of auction would you expect to raise 
more revenue for the charity?

 5.2 At the end of performances of his Broadway play 
Cyrano de Bergerac,  Kevin Kline, who starred 
as Cyrano, the cavalier poet with a huge nose, auc-
tioned his prosthetic proboscis,  which he and his 
co-star, Jennifer Garner, autographed (Mitchell, Dan, 
This Time, Santa Has Been Too Naughty,  New 
York Times,  December 9, 2007)  to benefit Broadway 
Cares in its fight against AIDS.  An English auction 
was used.  One night, a television producer grabbed 
the nose for $1 ,400, while the next night it fetched 
$1 ,600.  On other nights it sold for $3,000 and $900.  
Why did the value fluctuate substantially from night 
to night?  Which bidder s bid determined the sales 
price?  How was the auction price affected by the 
audiences knowledge that the proceeds would go 
to charity? Why?

 5.3 Suppose that Firm 1 , Firm 2, and Firm 3 are the only 
three firms interested in the lot at the corner of First 
Street and Glendon Way.  The lot is being auctioned 
by a second-price sealed-bid auction.  Suppose Firm 
1  values the lot at $20,000, Firm 2 at $18,500, and 
Firm 3  at $16,800.  Each bidding firms surplus is 
vi - p  if it wins the auction and 0  if it loses.  The 
 values are private.  What is  each bidder s optimal 
bid?  Which firm wins the auction, and what price 
does that firm pay?

6.  Manage rial Problem 

 6.1  In the Managerial Solution safety game, could cheap 
talk lead both firms to invest in safety? Why or why 
not? What is the minimum fine that the government 
could levy on firms that do not invest in safety that 
would lead to a  Nash equilibrium in which both 
firms invest?

Harrison Hotel

Dont Invest Invest

Dont

Invest

50

Lakeshore Gis

60

Invest

1020

0 0
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7.  MyEconLab Spreadsheet Exercises21  

 7.1  General Mills  and Kelloggs,  major rivals  in the 
breakfast cereal market, decide simultaneously on 
their advertising strategies.  Each has five options, 
A  through E .  The following table shows their net 
profits (in millions of dollars)  for various advertising 
strategy combinations.  In each cell, the first entry is 
the profit for Kelloggs and the second is the profit 
for General Mills.

General Mills

A B C D E

A 23, 22 37, 18 42, 11 21, 20 25, 15

B 11, 24 30, 20 27, 29 25, 22 27, 27

C 32, 18 28, 22 30, 20 37, 18 34, 16

D 19, 20 41, 26 38, 24 32, 25 28, 23

E 21, 31 33, 17 25, 22 30, 19 23, 28

a.  Use Excel to create a spreadsheet showing only 
the payoff to Kelloggs arising from each strat-
egy combination.  For each possible strategy for 
General Mills (that is, for each column), deter-
mine the best response for Kelloggs.  (Hint:  Use 
the MAX function to find the maximum value 
for each column.)  Does Kelloggs have a domi-
nant strategy?

b.  In the same spreadsheet, create a new block of 
entries showing the payoff to General Mills for 
each strategy combination.  For each possible 
strategy of Kelloggs,  identify General Mills  
highest possible payoff and corresponding best 
strategy.

c.  Determine the Nash equilibrium for this game.  
Is it a dominant-strategy equilibrium?

 7.2 Grays Gravel and Gravel Depot are duopoly pro-
ducers of gravel in a small city.  Industry output Q  is  
the sum of Grays output and Gravel Depots out-
put.  The market demand function for truckloads of 
gravel is  Q = 20p-2.0  and therefore has a constant 
price elasticity of - 2.  The inverse market demand 
function is p = (20/Q)0.5.  As in the Cournot model 
of Chapter 11 , the firms decide simultaneously on 
their output levels, but each firm has only three pos-
sible output choices:  1 ,  2, or 3  truckloads.  Each firm 
has a constant average cost and marginal cost of 7.

a.  In an Excel spreadsheet, create labels at the top 
of columns A through J  indicating,  in order, 

Grays output,  Gravel Depots output, indus-
try output,  industry price,  the  revenue for 
each of the firms, the cost for each of the firms, 
and each firms profit.  In Column A, enter the 
numbers 1 ,  2,  and 3  in cells  A2,  A3,  and A4, 
then again in cells  A5A7 and again in cells 
A8A10.  In column B enter the number 1  in 
cells B2  B4,  the number 2 in cells B5   B7,  and 
the number 3  in cells B8  B10.  Fill in the cor-
responding formulas and determine the values 
in the other columns for each possible output 
combination (rounded to  one digit after the 
decimal point).

b.  In the same spreadsheet,  create  the games 
profit matrix as follows.  Enter the numbers 1 , 
2, and 3 in cells B16  B18.  These numbers are 
the possible output levels  for Grays  Gravel.  
Enter the numbers 1 , 2, and 3 in cells C15  E15, 
showing the possible output levels for Gravel 
Depot.  Then enter the firms profit levels in cells 
C16  E18.  Follow the convention illustrated 
in Question 7.1 :  For each cell (that is, for each 
output combination)  enter the profit of Grays, 
followed by a comma, followed by the profit of 
Gravel Depot.  What is the Nash equilibrium in 
this game?

c.  If firms could produce 4 units of output instead 
of being limited to a maximum of 3, would that 
change the Nash equilibrium? (Hint:  Modify 
the  spreadsheet accordingly and see  what 
happens.)

 7.3 Atlas  Construction wants  to  buy some custom 
equipment from Vulcan Manufacturing.  Atlas  
 maximum willingness to pay for the equipment is 
$320 (thousand).  Vulcan is willing to sell the equip-
ment as long as it gets at least $260 (thousand).  The 
two companies bargain over the price,  p.  The net 
benefit to  Atlas is  320 - p  and the net benefit to 
Vulcan is p - 260.  The Nash product is the product 
of these two benefits.

a.  Use Excel to create a spreadsheet with columns 
for the price, the benefit to Atlas, the benefit to 
Vulcan, and the Nash product.  Let the price go 
from 260 to 320 in increments of 10 and find the 
price that maximizes the Nash product.

b.  Now suppose that Atlas maximum willingness 
to pay is only 300.  What is the price that arises 
from Nash bargaining now? Explain why the 
price would change in this way.

21The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .

Kelloggs
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1 3 Strategies over Time
In  solving a problem of this sort,  the grand thing is to  be able to  reason  backward.

Sherlock Holmes (Sir Arthur Conan Doyle)

Lea rn i n g  Ob jec t i ves

1 .  Analyze the strategies of firms in  repeated games.

2.  Determine the strategies of firms and the outcome in  games in  which one player acts first.

3.  Use dynamic games to show how the action of an  incumbent firm may deter entry by a  rival.

4.  Show how an incumbent firm can gain  by taking actions that give it a  cost advantage over its  rivals.

5.  Discuss why moving first in  a  sequential  game may be disadvantageous.

6.  Analyze how a  manager may take advantage of a  rival s psychological  biases in  a  dynamic game.

Intel  and  Advanced Micro Devices (AMD)  dominate the central  processing  unit 

(CPU)  market for personal  computers,  with  97% of total  sa les in  201 4 and  85% of 

total  sales in  the graphic chips market in  201 5.  Intel  uses aggressive advertisingits 

very successful  Intel Inside campaignand charges relatively high  prices,  while 

traditionally AMD used  l ittle advertising and relied  on the appeal  of its  lower prices.  

Intel  controls more than 83% of the processor market and  72% of the graphic chip 

market.

Accord ing  to  Sa lgado s  (2008)  estimated 

demand  functions,  consumers were wil l ing  to 

pay a  large premium for the Intel  brand of pro-

cessors.  He found that if Intel  increased its adver-

tising  by 1 0% (holding prices constant) ,  the total  

market demand  would  increase by 1 %,  while 

Intel s relative share would  rise by more than 3%.  

Demand for AMD products would  therefore fal l .  

Sa lgado s  work ind icates  that the two firms  

shares would  be roughly equal  if they advertised 

equally (regardless of the level) .

From the start of the personal  computer era,  

Intel  has been the 800-pound goril la  in  the CPU  

market.  Intel  created the first commercial  micro-

processor chip in  1 971 .  In  1 991 ,  Intel  launched 

the Intel  Inside marketing  and  branding  campaign.  Intel  offered  to share costs 

for any manufacturer s  PC print ads if they included  the Intel  logo.  Not only d id  

these funds reduce the computer manufacturers  costs,  but also the logo assured  

consumers that their computers were powered by the latest technology.  Within  six 

Intel  and AMDs 

Advertising 

Strategies

Manager ia l  
P rob l em
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T
he business strategy games we studied in Chapters 11  and 12 are static  games, 
in which firms make simultaneous decisions and in which each firm has just a 
single action to take, such as producing a particular output level, charging a par-

ticular price, or choosing a particular level of advertising.  However, many interac-
tions between firms have a dynamic  character, because firms act at different times.  In 
a dynamic game, players move either repeatedly or sequentially.  Therefore, dynamic 
games may be repeated games or sequential games.

In a repeated  game,  a  basic component game or constituent game  is  repeated, per-
haps many times.  Firms choose from the same set of possible actions again and 
again.  An example of a repeated game is a Cournot oligopoly game played period 
after period.

In a sequential game,  one player moves before another moves, possibly making 
alternating moves, as in chess or tic-tac-toe.  A game is also sequential if players have 
a sequence of different decisions to make, even if moves are made simultaneously 
with a rival.  For example, two firms might play a game in which they initially simul-
taneously choose how much capital to invest and then later simultaneously decide 
how much output to produce.

In this chapter, we start with repeated games.  We show that the strategies in these 
repeated games are more complex than the strategies employed when the constituent 
game is played only once.  In a repeated game, moves made in one period can affect 
choices made in subsequent periods.  Consequently, the equilibrium in a given period 
of a repeated game may differ from the equilibrium of a corresponding static game.  
In particular, we show that collusive behavior may be more likely in a repeated-game 
oligopoly than in a one-shot or static oligopoly setting.

Next, we turn to sequential games.  We analyze an oligopoly model in which one 
firm (the leader)  chooses an output level before its rival (the follower).  We also exam-
ine sequential games in which managers must decide whether their firm should act 
to prevent potential rivals from entering the market, and in which managers must 
decide whether to introduce a new product.  We show that the leader may gain an 
advantage over its rival because moving first allows it to commit  to a particular out-
put level and force the rival to react.  Finally, we consider what happens if players 
are not fully rational.

months,  300 computer manufacturers had agreed to support the campaign.  After 

the manufacturers  ads started  to appear,  Intel  advertised globally to explain  the 

significance of the logo to consumers.  The Intel  Inside campaign was one of the 

first successful  attempts at ingredient branding.

Advanced Micro Devices (AMD)  entered the microchip market in  1 975 when it 

started sel l ing a  reverse-engineered clone of the Intel  8080 microprocessor.  In  1 982,  

AMD and Intel  signed a  contract al lowing AMD to be a  l icensed second-source 

manufacturer of Intel  s  8086 and  8088 processors because IBM would  use these 

chips in  its  PCs only if it had  two microchip sources.

Why have Intel s managers chosen to advertise aggressively while AMD engages 

in  relatively l ittle advertising?  At the end  of the chapter,  we discuss one possible 

explanation:  Intel  was able to act first and  thereby gain an  advantage.
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1 3.1  re pe ate d Game s

In the previous chapter, we analyzed static games, in which firms compete only once.  
We now consider how firms change their strategies and how the games equilibrium 
changes if a static game is repeated.  The static constituent game might be played just 
once, repeated a finite (and prespecified)  number of times, or repeated indefinitely.1

Strate gie s and Actions in  Dynamic Game s
In both static and dynamic games, managers need to be able to describe and under-
stand the game and predict the likely outcome so they can determine their best strat-
egies.  To understand either a static or a dynamic game, a manager needs to know 
the players, the rules, the information that each firm has, and the payoffs or profits.  
However, a major difference between static and dynamic games is that dynamic 
games require us to distinguish between strategies and actions.

An action  is  a single move that a player makes at a specified time, such as choos-
ing an output level or a price.  A strategy  is  a battle plan that specifies the full set of 
actions that a player will make throughout the game and may involve actions that 

In  this chapte r, 

we  e xamine  six 

main topics

Ma in  Top ic s
1 .  re pe ate d  Game s:  I f  a  static  game is  repeated  over many periods,  firms 

may use  more  complex strategies  than  in  the  static  one-period  game 

because  a  fi rm s  action  in  one  period  may a ffect i ts  riva l s  actions  in  

 subsequent periods.

2.  Se que ntial  Game s:  I f  one firm  acts  before its  riva l ,  it  may ga in  an  advan-

tage by converting  what wou ld  be  an  empty threat to  i ts  riva l  in to  a  

 credible,  observable action.

3.  De te rring  entry:  Whether a  firm  acts  to  prevent potentia l  riva ls  from enter-

ing  a  market turns  critica l ly on  whether the firm,  by acting  before its  riva ls,  

can  commit to  an  action  that deters  entry and  whether it  pays  for the firm 

to  take that action.

4.  Cost and  Innovation  Strate gie s:  A firm  that can  act first  may gain  a  cost 

advantage over its  riva ls  by making  a  capita l  investment or process  inno-

vation  that lowers  its  margina l  cost  of production,  increasing  its  ra te  of 

learn ing  by doing,  or by taking  actions  that ra ise  its  riva ls  margina l  cost 

by more than  its  own.

5.  Disadvantage s of Moving  First:  A firm  that moves first  may suffer if  it  makes 

an  investment that causes  it  to  be vu lnerable to  exploitation  by another 

firm,  or if  early entry into  a  market a l lows later entrants  to  develop superior 

products.

6.  Be havioral Game  The ory:  Some managers fol low simple rules or make biased 

decisions based on psychological  factors rather than deriving a  ful ly rational  

strategy.

1When we say that a game goes on indefinitely, we mean that the players do not anticipate a defi-
nite end point.  Each period, the players believe that the game may be repeated in the next period.
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are conditional on prior actions of other players or on additional information avail-
able at a given time.

In a static game, an action and a strategy are identical.  The game lasts for only one 
period, so the action taken in that period represents the full battle plan or strategy.  
For example, if two firms play a static game in which their only two possible actions 
are to set a high price or a low price, then the firms only possible strategies are the 
same as the actions:  set either a high price or a low price.

In contrast, in a repeated or sequential game, actions and strategies differ.  If a 
static game in which the firms choose either a high price or a low price is played 
repeatedly period after period, a firms strategy determines its action in each period.  
One possible strategy is for the firm to set the low price in each period.  However, it 
could use a more complex strategy, such as one in which its action in a given period 
depends on its rivals actions in previous periods.  For example, a firm could set a 
high price in the first period and then, in subsequent periods, it could set its price at 
the same level that its rival chose in the previous period.

Cooperation in  a  repeated Prisoners 
Dilemma Game
Because firms may use more complex strategies in repeated games than in static 
games, the outcomes may differ.  To illustrate this difference, we return to the real-
world competition between American and United Airlines in which they compete 
for customers on the ChicagoLos Angeles route, which we examined in  Chapter 12.  
Table 13.1  is  the profit matrix for the airlines  static, one-period prisoners  dilemma 
game in which each firms only possible actions are to  produce a  large output 
(fly 64 thousand passengers per quarter)  or a small output (fly 48 thousand pas-
sengers per quarter).2

In Chapter 12, we noted that in the static game in Table 13.1 , each firm has the 
dominant strategy of selecting the larger output.  In the Nash equilibrium in which 
both firms use their dominant strategy, each firm receives a profit of $4.1  million, 
which is less than the $4.6 million that they would earn if they both produced the 
smaller output.  Thus, our analysis of this static game demonstrates that a firms best 
strategy is to pick an action that does not result in the collusive or cartel outcome.

This  result is  surprising because we  know that some real-world  firms col-
lude (Chapter 11 ) .  Why does our analysis  differ from reality?  The problem does 
not lie  with the logic  behind our analysis  of the prisoners  dilemma.  Rather,  the 
explanation is  that we have been assuming that the game is  played only once.  
In real-world markets,  interactions between firms are  often repeated.  We now 
show that the cooperative or cartel outcome is  more likely if the airlines  single-
period prisoners  dilemma game in Table  1 3.1  is  repeated indefinitely,  quarter 
after quarter.

In a single-period game, each firm must choose its action before  observing the 
rivals action.  Therefore, a firms choice cannot be influenced by its rivals action.  It 
chooses its best response given what it expects  the rival to do.  When the same game 
is played repeatedly, United may use a strategy in which its action in the current 
period depends on Americans observed actions in previous periods.  American may 
use a similar strategy.

2Table 13.1  reproduces the profit matrix in Table 12.1 , and is based on the estimates of Brander and 
Zhang (1990).
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For example, in this repeated game each airline may use a strategy where it threat-
ens to punish  its rival in later periods by producing a high level of output if its rival 
produces a high level of output in an early period.  In particular, suppose that Ameri-
can tells United in a pre-play communication (Chapter 12)  that it will produce the 
smaller collusive or cooperative quantity in the first period, but that it will use the 
following two-part strategy to determine its output in subsequent periods:

 If United produces the smaller, cooperative quantity in all periods through period 
t,  then American will produce the smaller, cooperative quantity in period t + 1 .

 However, following the first period t,  in which United produces the larger quan-
tity, American will produce the larger quantity in period t + 1  and in all subse-
quent periods.

If United believes that American will follow this strategy, United knows that it 
will make $4.6 million each period if it produces the smaller quantity.  Although 
United can make a higher profit, $5.1  million, in period t  by producing the larger 
quantity, by doing so it lowers its potential profit to $4.1  million in each following 
period even if it continues to produce the high quantity.  Thus, United gains half a 
million dollars relative to the cooperative payoff (+0.5 = +5.1 - +4.6)  in the period 
when it first defects from the cooperative output, but it loses half a million dollars 
relative to cooperation (- +0.5 = +4.1 - +4.6)  in each subsequent period.  After only 
two punishment periods,  the loss would be much larger in magnitude than the 
initial gain.

Uniteds best policy is to produce the lower quantity in each period unless it cares 
greatly about current profit and little about future profits.  If United values future 
profits nearly as much as current profits, the one-period gain from deviating from 
the collusive output level will not compensate for the losses from reduced profits in 
future periods, which is the punishment American will impose.3

Thus, if United believes that American will follow its  announced strategy, it 
should produce the lower output level.  But should United believe American? While 

3Presumably a firm discounts future gains or losses (Chapter 7)  because a dollar today is worth 
more than a dollar in the future.  However, the effect of such discounting over a period as short as 
a few quarters is small.

Note:  Quantities are in thousands of passengers per quarter; (rounded)  profits are in millions 
of dollars per quarter.

American Airlines

United

Airlines
5.1

qU = 48

qU = 64

qA = 64 qA = 48

4.6

4.6

3.8

5.1

3.84.1

4.1

TAB Le  1 3 . 1  An Airline s Prisone rs  Dilemma Game  with Two Actions
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United cannot be certain of Americans future strategy, it is at least reasonable for 
United to take this threat by American seriously because Americans best response 
is to produce the larger quantity if it believes it cant trust United to produce the 
smaller quantity.  Thus, if firms play the same game indefinitely,  they should find it 
easier to reach the lower (and more profitable)  output level.

Americans strategy is an example of a trigger strategy,  a  strategy in which a 
rivals defection from a collusive outcome triggers a punishment.  In this case, the 
trigger strategy is extreme because a single defection calls for a firm to permanently 
punish its rival by producing the high output in all subsequent periods.  However, 
if both firms adopt this trigger strategy, the outcome is a Nash equilibrium in which 
both firms choose the low output and obtain the collusive profit in every period:  
Defection and punishment need not occur.  Less extreme trigger strategies can also 
be used.  For example, a strategy that involved just two periods of punishment for a 
defection would still be likely to make defection unattractive in this example.

If the low-output strategy is so lucrative for everyone, why dont firms always 
cooperate when engaging in such indefinitely repeated games? One reason is that 
the cooperative outcome is not the only possible Nash equilibrium.  This game has 
another Nash equilibrium in which each firm chooses the high output every period.  
If United believes that American will produce the high output in every period, then 
its best response is to also produce the high output every period.  This same reason-
ing applies to American as well.  Each firms belief about its rival will be confirmed 
by experience and neither firm will have an incentive to change its strategy.

Firms would prefer the cooperative outcome and would probably achieve it in 
a game as straightforward as this one.  However, such cooperation may not be pos-
sible in real markets because of antitrust and competition laws or because of limited 
information.  For example, if a firm cannot observe its rivals sales directly, it may try 
to infer its rivals behavior from observing the demand for its own product.  In such a 
game, the firm may not be able to tell if a dip in the demand for its product is due to 
its rival producing more or if it is from a reduction in market demand.  Appropriate 
punishments would become more difficult to devise and implicit agreement among 
firms would become more difficult to enforce.

The trigger strategy that weve been discussing is only one of many possible pun-
ishment strategies.  Another is the tit-for-tat strategy,  a strategy for repeated prison-
ers  dilemma games that involves cooperating in the first round and then copying 
the rivals previous action in each subsequent round.  Thus, producing high output 
in one period would induce punishment (high output by the rival)  in the next.  In 
our airline example, the level of punishment in this tit-for-tat strategy might not be 
enough to induce cooperation, depending on how much firms discount future gains 
and losses relative to those in the current period However, it might work well in 
other games, as the next Mini-Case illustrates.

Min i - Ca se Although we focus primarily on business games, game theory is  commonly 
applied in other areas as well, including military situations.  One striking exam-
ple of the tit-for-tat strategy arose in trench warfare in World War I,  as Axelrod 
(2006)  described.

No war is  pleasant, but the violence in World War I was particularly awful, 
especially along the 500-mile  Western Front in France and Belgium where 
 Germany and its allies fought against the United Kingdom, France, and their 
allies.  Soldiers on the two sides spent most of their time engaged in trench 

Tit-for-Tat 

Strategies in  

Trench Warfare
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Implicit Ve rsus explicit Collusion
In most modern economies, explicit collusion among the firms in an industry is  illegal.  
Firms are prohibited from meeting and agreeing to restrict their outputs or to set high 
prices.  However, antitrust or competition laws do not strictly prohibit choosing the 
cooperative (cartel)  quantity or price as long as no explicit  agreement is reached.

Thus, if the firms never meet and openly discuss their behavior, they can produce 
at the collusive level with little chance of running afoul of the law.4 Firms may be 
able to engage in such implicit collusion  or tacit collusion  using trigger, tit-for-tat, or 
other similar strategies.  For example, if one firm lowers its output in the current 
period in the hopes that other firms will follow its lead in the next period, it may 
have stayed within the law as long as it doesnt explicitly communicate with the 
other firms.  Nonetheless, tacit collusion lowers societys total surplus just as explicit 
collusion does.

4U.S.  antitrust authorities may prosecute tacit collusion plus,  where the plus  indicates some com-
munication that facilitated collusion between firms occurred, even if the communication stopped 
short of explicit talks about restricting output or setting high prices.

warfare:  hiding in trenches, then occasionally standing up  and taking shots 
at the enemy while hoping not to be shot.  However, soldiers were sometimes 
ordered to  charge soldiers in the opposing trenches.  These actions usually 
resulted in a terrible loss of life while moving the front only a short distance.

Newcomers to the front were often surprised to discover that soldiers would 
apparently shoot over the heads of enemy soldiers, deliberately failing to take 
shots that had a high probability of killing the enemy.  A British staff officer on 
a tour of the trenches remarked that he was astonished to observe German sol-
diers walking about within rifle range behind their own line.  Our men appeared 
to take no notice.  The newcomers quickly discovered that a tit-for-tat strategy 
was being played, often referred to as a live and let live  strategy.

Axelrod pointed out that the soldiers on the Western Front were engaged in 
a repeated prisoners  dilemma game.  Soldiers needed to shoot their weapons, 
because the generals and other staff officers behind the lines expected to hear 
shooting when they approached the front.  Given that soldiers had to shoot, they 
had two possible actions:  shoot to kill or shoot to miss.

If the game was played only oncea one-day battlethen shooting to 
kill was a dominant strategy.  Regardless of what the enemy did, preventing 
enemy soldiers from shooting at you by killing or disabling them offered you 
a better chance of survival than wasting shots.  However, the game was played 
repeatedly, day after day, month after month, often in the same location.  In this 
repeated game, a strategy that led to cooperationnot shooting to killwas 
feasible.

Initially, if one side happened to unleash an unusually intense and damaging 
barrage of fire, the other side was likely to respond with an intense barrage of its 
own.  Soon it became apparent that the way to avoid an intense barrage was not 
to initiate one.  Adopting a shoot to miss  strategy could induce the other side 
to do the same thing.  Hence, when an enthusiastic new recruit started shooting 
aggressively at the enemy, experienced soldiers would yell at him to stop before 
he got everyone killed, as the enemy would fire back.
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Finitely repeated Games
We have just seen that if firms repeat a prisoners  dilemma game, such as the one in 
Table 13.1 , for an indefinite number of periods, they may achieve a cooperative (low-
output)  equilibrium.  However, if the firms know that the game will be repeated only 
a finite number of times, T,  then cooperation (both firms choosing the low output)  
is not a Nash equilibrium.

In the final period of the game, T,  the firms know that theyre not going to play 
again, so they are essentially playing a static prisoners  dilemma game in this last 
period.  They know they can cheatproduce a large quantitywithout fear of 
punishment.  Thus, producing a large output in the final period is a dominant strat-
egy for both firms.

As a result, the last period in which they might achieve the cooperative outcome 
is period T - 1 .  In period T - 1,  each firm reasons that it will get punished in the 
final period in any case.  No additional punishment can be imposed.  Nothing the 
firm does in period T - 1  will influence what happens in period T.  Therefore, the 
firms view the game in period T - 1  in the same way as they view a static prisoners 
dilemma game.  They have no incentive to produce the low output in period T - 1,  
because they cannot avoid subsequent punishment in period T.  Thus, the dominant 
strategy for each firm in period T - 1  is to produce the large output, because that 
output maximizes the firms return in period T - 1,  regardless of what the rival 
does.  Thus, period T - 1  is also a punishment period.

By the same reasoning, the firms will cheat in period T - 2 because they know 
that they will both cheat in period T - 1  anyway.  Repeating this reasoning, we con-
clude that they will cheat in periods T - 3, T - 4, and so forth, all the way back to 
the first period.  That is, any attempt by the firms to cooperate unravels  at the very 
start of the game!  The only Nash equilibrium is for the static, high-output equilib-
rium to occur in every period.  Thus, maintaining an agreement to produce the small 
quantity (or to cooperate in any prisoners dilemma game)  will be more difficult if 
the game has a known stopping point and if players have complete foresight.5

1 3.2  Sequential  Games

In a static Cournot game (Chapter 12), before the firms (simultaneously)  choose their 
output levels, Firm 1  could threaten Firm 2 that it will produce a very large output.  If 
Firm 2 believed that threat, it would be in Firm 2s best interest to reduce its output 
below the Cournot level, ceding an advantage to Firm 1 .  However, Firm 2 is unlikely 
to believe this threat as Firm 1  has not made any commitment to produce the large 
quantity and therefore might not do it.  And Firm 2 could make the same threat, or 
at least could threaten to produce the Cournot quantity.  Firm 1  should not be able 
to gain a strategic advantage over Firm 2 because they are in symmetric positions.

5However, trigger strategies can potentially support cooperation if the game always has a chance 
of continuing to the next period.  For example, suppose that one firm has a 20% chance of going out 
of business in any period.  Sooner or later the firm will go out of business, but the rival can never 
be sure that the current period is the firms last period and must always be concerned about the 
possibility of being punished in the next period if it deviates from the collusive output this period.  
As long as the time horizon is indefinite, a cooperative outcome is a possibility for suitable payoff 
functions.
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On the other hand, if Firm 1  produces a large quantity before Firm 2 can act, Firm 
1 s action is a commitment.  The threat to produce a large output acquires credibility 
once the output is actually produced and observed by the rival.  The follower has no 
choice but to accept that Firm 1  has produced a large output, so the follower chooses 
to produce less than it otherwise would.  Such a game, where one firm moves before 
the other, is an example of a sequential game.

More generally, a sequential game can have many stages or decision points, such 
as a game where the players alternate moves indefinitely.  In this section, we examine 
a sequential oligopoly game in which one firm acts before its rival does.

Stacke lbe rg Oligopoly
In Chapters 11  and 12, we examined oligopoly models, such as the Cournot model, 
in which firms act simultaneously.  Suppose, however, that the rules of the game 
change so that one of the firms, the leader,  can set its output in the first stage of the 
game, but that its rival, the follower,  cannot choose its output until the second stage 
of the game.  Having one firm act before the other arises naturally if one firm enters 
the market first.  Would the firm that acts first have an advantage?

Heinrich von Stackelberg showed how to modify the Cournot model to answer 
this question.  The Stackelberg model is  similar to the Cournot model except that 
instead of being a static game, it is a sequential game.  We examine a duopoly, with 
one leader and one follower.  (A Stackelberg model can also have one leader and sev-
eral followers.)  The leader realizes that once it sets its output, the rival firm will make 
its best response to the leader s output decision.  That is, the leader predicts what the 
follower will do before the follower acts.  Using this knowledge, the leader chooses its 
output level to manipulate the follower, thereby benefiting at the followers expense.

We illustrate this two-stage, sequential-move oligopoly game by changing the 
airline example in Chapters 11  and 12 to allow American Airlines to commit to a 
quantity before United chooses its quantity.  We simplify the problem by assuming 
initially that each airline has only three actions:  to fly 96, 64, or 48 thousand passen-
gers per quarter.  Table 13.2 shows the corresponding profits (the same information 

American Airlines

2.00

3.10

United

Airlines

4.13.1

2.0

5.1

5.1

4.6

4.6

4.6

3.8

2.3

4.6

4.1

3.82.3

qU = 48

qU = 64

qU = 96

qA = 96 qA = 64 qA = 48

TAB Le  1 3 . 2  An Airline s Prisone rs  Dilemma Game  with Thre e  Actions

Note:  Quantities are in thousands of passengers per quarter; (rounded)  profits are in millions of dollars per quarter.
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as is  in the profit matrix in Table 12.2) .  However, this matrix does not show the 
sequential nature of this new game.

Instead, we can illustrate this sequential game using an extensive form  diagram 
(sometimes called a game tree  or decision tree) ,  which is  a  branched diagram that 
shows the sequence of moves each player makes.  A complete extensive form  rep-
resentation shows the players, the sequence of moves, the actions players can take 
at each move, the information that each player has about previous moves, and the 
payoff function over all possible strategy combinations.  In this section, we assume 
that players know the payoff function and that, when a player moves, that player 
knows and can recall the moves that each player has made up to that point.

The extensive-form diagram in Figure 13.1  shows the order of the airlines moves, 
each firms possible actions at the time of its move, and the resulting profits at the end 
of the game (using the same profit information as in Table 13.2).  In the figure, each 
box is a point at which the firm named in the box makes a move.  The lines extend-
ing from the box provide a complete list of the possible actions that the player can 
make at this particular point in the game.  On the left side of the figure, American, 
the leader  firm, starts by picking one of the three output levels.  In the middle of the 
figure, United, the follower  firm, chooses one of the three quantities after learning the 
output level chosen by American.  The right side of the figure shows the profits that 
American and United earn, given that they sequentially took the actions to reach 
this final branch.  For instance, if American selects 64 and then United chooses 96, 
American earns $2.0 million profit per quarter and United earns $3.1  million.

Within this game are subgames .  At a given stage, a subgame  consists of all the 
subsequent actions that players can take (given the actions already taken)  and the 
corresponding payoffs.  The game in Figure 13.1  has four subgames.  Three of these 
subgames arise in the second stage:  United makes a decision given which of the three 
possible first-stage actions American takes.  In addition, the entire game is a subgame 
because it is the set of subsequent decisions arising at the beginning of the game.  
Subgames other than the entire game are sometimes referred to as proper  subgames 
or strict  subgames.

F I Gu re  1 3 . 1  Airline s  Stacke lbe rg Game  Tre e

American ,  the  leader fi rm,  chooses 
its  output level  first.  Given  American s 
choice,  Un ited,  the  fol lower,  picks  an  
output level.  The firms  profits  that result 
from these decisions are shown  on  the 
right  s ide  of the  figure.  Two red  l ines 
through  an  action  l ine  show that the 
firm rejects that action.  The action  that 
each firm chooses is  indicated by a  dark 
blue l ine.
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To predict the outcome of this sequential game between airlines, we introduce a 
stronger version of the Nash equilibrium concepta subgame-perfect Nash equilib-
rium.  A set of strategies forms a subgame-perfect Nash equilibrium  if the players  
strategies form a Nash equilibrium in every subgame (including the overall game).

In Chapter 12, we saw that the static, simultaneous-move version of this game 
results in a Nash equilibrium in which each firm chooses an output level of 64 thou-
sand passengers per quarter.  A static game lacks a strict subgame because players 
move only once and they move at the same time.  The only subgame is the overall 
game.  Therefore, any Nash equilibrium in a static game must be subgame perfect.

In sequential games, it is possible to have Nash equilibria that are not subgame 
perfect.  However, we focus on only subgame-perfect Nash equilibria because players 
who rationally plan will reject outcomes that are not subgame perfect.  We can solve 
for a subgame-perfect Nash equilibrium using backward induction,  in which we 
first determine the best response by the last player to move, then determine the best 
response for the player who made the next-to-last move, and so on until we reach 
the first move of the game.  In our example, we work backward from the decision by 
the follower, United, to the decision by the leader, American, moving from the right 
to the left side of the game tree.

How should American, the leader, select its output in the first stage? American 
determines what United, the follower, will do in the second stage, given each possi-
ble output choice by American in the first stage.  Thus, American anticipates Uniteds 
reaction to each output level American might choose.  Using its conclusions about 
Uniteds second-stage reaction, American makes its first-stage decision.

In this game, United, the follower, does not have a dominant strategy.  The amount 
it chooses to produce depends on the quantity that American chose in the first stage.  
If American chooses 96, then Uniteds profit is $2.3 million if it picks 48, $2.0 million 
if it chooses 64, and $0 if it selects 96.  Thus, if American chooses 96, Uniteds best 
response is 48 with a profit of $2.3 million.  The pair of red vertical lines through the 
other two action lines show that United will not choose those actions.

Using the same reasoning, American determines how United will respond to each 
of Americans possible actions, as the right side of the figure illustrates.  American 
predicts that

 If American chooses 48,  United will pick 64,  so Americans profit will be $3.8 
million.

 If American chooses 64,  United will pick 64,  so Americans profit will be $4.1  
million.

 If American chooses 96,  United will pick 48,  so Americans profit will be $4.6 
million.

Thus, to maximize its profit, American chooses 96 in the first stage.  Uniteds strat-
egy is to make its best response to Americans first-stage action:  United selects 64 
if American chooses 48 or 64, and chooses 48 if American chooses 96.  Thus, United 
responds in the second stage by selecting 48.  Therefore, in the subgame-perfect Nash 
equilibrium, American chooses 96 in the first stage and United chooses 48 in the 
second stage.  In this equilibrium, neither firm wants to change its strategy.  Given 
that American Airlines sets its output at 96, United maximizes its profit by setting 
qU = 48.  Similarly, given how United will respond to each possible American output 
level, American cannot make more profit than if it chooses 96.

The subgame-perfect Nash equilibrium in this sequential game is different from 
the Nash equilibrium in the static simultaneous-move game based on Table 13.2 
(Chapter 12).  In that game both airlines produce 64 and both earn the same profit 
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level, $4.1  million.  In the sequential version, American produces 96 and United pro-
duces 48, and American makes twice as much profit, $4.6 million, as does United, 
$2.3 million.

In the real world, firms can choose any output they wanttheyre not restricted 
to only three possible output levels.  As in the limited-choice game, the Stackel-
berg leader with an unlimited choice of output levels uses backward induction 
starting at the end of the game and working toward the beginning.  That is, before 
the leader chooses which action to take, the leader considers what action the follower 
will take given each possible action of the leader, as we show mathematically in 
Appendix 13A.

Credible Threats

Why do the simultaneous-move and sequential-
move output games have different outcomes? Given 
the option to act first, American chooses a large out-
put level to make it in Uniteds best interest to pick 
a relatively small output level, 48.  American benefits 
from moving first and choosing a large quantity.

In the simultaneous-move game, United will not 
believe a threat by American that it will produce a 
large quantity.  For a firms announced strategy to be 
a credible threat,  rivals must believe that the firms 
strategy is rational in the sense that it is in the firms 
best interest to  use it.6 If American produced the 
leader s level of output and United produced the 
Cournot level,  Americans  profit would be lower 
than if it too produced the Cournot level.  Because 
American cannot be sure that United will believe 
its threat and reduce its output in the simultaneous-
move game, American produces only the Cournot 
output level.  In contrast,  in the sequential-move 

game, because American moves first, its commitment to produce a large quantity 
is credible.

The intuition for why commitment makes a threat credible is similar to that of 
burning bridges.  If a general burns the bridge behind an army so that the troops 
can only advance and not retreat, the army becomes a more fearsome foe.  An army 
facing a choice of winning a battle or dying is likely to fight more aggressively than 
one that can retreat if things are not going well.  Similarly, by limiting its  future 
options, a firm can make itself stronger.7

6You may have been in a restaurant where an exasperated parent tries to control a difficult child 
with extreme threats like If you dont behave, youll have to sit in the car while we eat dinner 
or If you dont behave, Ill never let you watch TV again!  The kid, of course, does not view such 
threats as credible and continues to terrorize the restaurantproving that the kid is a better game 
theorist than the parent.
7Some psychologists use the idea of commitment to treat behavioral problems.  A psychologist may 
advise an author with writer s block to set up an irreversible procedure whereby if the author s 
book is not finished by a certain date, the author s check for $10,000 will be sent to a political can-
didate the author detests.  Such an irreversible commitment helps the author get the project done 
by raising the cost of failure.
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Q&A  1 3 . 1
Consider the game described in the Mini-Case, Competing E-Book Formats 
in Chapter 12 and analyzed in Q&A 12.2 where Amazon and other e-book firms 
choose between the e-book formats AZW (the Amazon Kindles standard)  and 
EPUB (a widely used alternative standard).  In Q&A 12.2,  we assumed that 
 Amazon and the Other group of e-book manufacturers simultaneously chose 
their formats.  However, because it entered the market first,  Amazon chose its 
e-book standard before the Other group did.  Using the numbers in Q&A 12.2, 
which is reproduced here, show the game tree.  What is the Nash equilibrium if 
firms are free to choose whichever standard they want?

Answer

1.  Draw the extensive-form diagram given that Amazon moves before the Other group 
of manufacturers using the numbers from the profit matrix.

2.  Solve backward to determine the Nash equilibrium.  The figure shows that if Ama-
zon initially chooses the AZW format, then the Other group would also choose 
the AZW format because its profit, O = 1,  would be higher than if it chose 
EPUB, O = -1,  as  indicated by the red double lines through the EPUB 
option.  Similarly, if Amazon initially chooses the EPUB format, so would the 
Other group.  Because Amazons profit is greater if it chooses the AZW format, 

A = 3, than if it picks the EPUB format, A = 1,  it prefers the AZW format.  
Thus, with a first-mover advantage, Amazon chooses the AZW format, which 
the Other group would accept.
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EPUB format
(1 ,  3)

(1 ,  1 )
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1 3.3 De te rring entry
The Stackelberg game demonstrates that the leader firm can benefit from moving 
before the follower firm.  In some markets, by moving first, a manager can act strate-
gically to prevent potential rivals from entering the market.  How can an incumbent,  
monopoly firm deter a (potential)  rival  from entering that market? Does it pay for 
the incumbent to take the actions that will deter entry?

The incumbent may prevent entry if it can make a credible threat.  However, a 
manager cannot deter entry merely by telling a potential rival, Dont enter!  This 
market aint big enough for the two of us.  The potential rival would merely laugh 
and suggest that the manager s firm exit if it doesnt want to share the market.  The 
following examples demonstrate how, by acting first,  a firm can make a credible 
threat that deters entry.  We use both sequential games and repeated games to illus-
trate how firms deter entry.

exclusion Contracts
A mall has a single shoe store,  the incumbent firm.  The incumbent may pay the 
malls owner an amount b  to add a clause to its rental agreement that guarantees the 
incumbent the exclusive right  to be the only shoe store in the mall.  If this payment 
is made, the landlord agrees to rent the remaining space only to a restaurant, a toy 
store, or some other business that does not sell shoes.  Should the shoe store pay?

The game tree,  Figure 13.2,  shows the two stages of the game involving the 
incumbent and its potential rival,  another shoe store.  In the first stage, the incum-
bent decides whether to pay b  to prevent entry.  In the second stage, the potential 
rival decides whether to enter.  If it enters, it incurs a fixed fee of F  to build its store 
in the mall.

The right side of the figure shows the incumbents and the potential rivals profits 
( i,  r)  for each of the three possible outcomes.  The outcome at the top of the figure 
shows that if the incumbent does not buy exclusivity and the potential rival does 
not enter, the incumbent earns the monopoly profit of i = 10 ($10 thousand)  per 
month and its potential rival earns nothing, r = 0.  The middle outcome shows that 
if the incumbent does not pay the exclusivity fee and the potential rival enters, the 

F I Gu re  1 3 . 2  Paying to Pre ve nt entry

I f  the potentia l  riva l  stays out of the 
mall,  it makes no profit,  r = 0,  and the 
incumbent firm makes the monopoly 
profit,  i = 1 0.  I f  the  potentia l  riva l  
enters,  the incumbent earns the duo-
poly profit of 4 and  the riva l  makes 
4 - F,  where F  is  its  fixed cost of entry.  
I f  the duopoly profit,  4,  is  less  than  F,  
entry does not occur.  Otherwise,  entry 
occurs unless  the incumbent acts  to 
deter entry by paying  for exclusive 
rights to be the only shoe store in  the 
mall.  The incumbent pays the landlord  
only if 1 0 - b 7 4.
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incumbent earns a duopoly profit of i = 4 and the rival earns the duopoly profit 
less its fixed cost, F,  of entering, r = 4 - F.  In the bottom outcome, the incumbent 
pays b  for the exclusivity right so that it earns the monopoly profit less the exclusivity 
fee, i = 10 - b,  and its potential rival earns nothing, r = 0.

To solve for the subgame-perfect Nash equilibrium, we work backward, starting 
with the last decision, the potential rival s entry decision.  The top portion of the 
game tree shows what happens if the incumbent does not pay the landlord to prevent 
entry.  The potential rival earns r = 4 - F  if it enters.  We assume the rival enters 
as long as its profit from entering is at least as much as it earns by staying out of the 
market, r  0.  That is, the potential rival enters if F  4.  In the bottom portion of 
the game tree, where the incumbent pays b  for an exclusive contract that prevents 
entry, the potential rival has no possible action.

Which of the three possible outcomes occurs depends on the parameters b  (the 
incumbents exclusivity fee)  and F  (the potential rivals fixed cost of entering the 
market):

 Blockaded entry  (F 7 4):  The potential rival chooses not to enter even if the 
incumbent does not pay to have an exclusive contract, so r = 0.  The incumbent 
avoids spending b  and still earns the monopoly profit, i = 10.

 Deterred entry  (F  4, b  6):  Because F  4, entry will occur unless the incum-
bent pays the exclusivity fee.  The incumbent chooses to pay the exclusivity fee, 
b,  because its profit from doing so, i = 10 - b  4, is at least as large as what 
it earns if it permits entry and earns the duopoly profit, i = 4.  Because the rival 
does not enter, it earns nothing:  r = 0.

 Accommodated entry  (F  4, b 7 6):  Entry will occur unless the incumbent pays 
the fee because the rivals fixed costs are less than or equal to 4.  The incumbent 
does not pay for an exclusive contract.  The exclusivity fee is  so high that the 
incumbent earns more by allowing entry, i = 4, than it earns if it pays for exclu-
sivity, i = 10 - b 6 4.  Thus, the incumbent earns the duopoly profit,  i = 4, 
and the rival makes r = 4 - F.

In short, the incumbent does not pay for an exclusive contract if the potential rivals 
cost of entry is prohibitively high (F 7 4)  or if the cost of the exclusive contract is 
too high (b 7 6).

Min i - Ca se If managers cannot deter entry, they may try to delay entry.  For example, phar-
maceutical companies pay large amounts to delay the entry of generic competi-
tors following the expiration of a drug patent.

Every year many drug patents expire.  In 2015, drugs worth $44 billion in 
sales lost U.S.  patent protection.  After a U.S.  pharmaceutical patent expires, the 
company that was the first to file with the U.S.  Food and Drug Administration 
(FDA)  to produce a generic version of the medication has a 180-day exclusivity 
period during which it is  the only new firm that may sell a generic version of 
the drug.  During that period, the former patent holder may also sell its drug 
under a generic name as well as its original brand name.  For a valuable drug, 
after the six-month period elapses, many generics enter the market, typically 
siphoning off 90% of sales because generic prices average 30% of brand-name 
prices.  It can be very valuable for a  drug company to prevent the first firm 

Pay-for-De lay 

Agre ements
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Limit Pricing
A firm is limit pricing  if it sets its price (or, equivalently, its output)  so that another 
firm cannot enter the market profitably.  For example, the incumbent could set a price 
below the potential rivals marginal cost so entry would be unprofitable if that price 
were maintained after entry.  Or the incumbent could produce so much output that 
the price is very low and too few customers remain for the potential rival to make a 
profit.  However, to successfully limit price, a firm must be able to credibly threaten 
to choose a price (or output)  that will cause an entrant to make losses if entry occurs.  
Such credibility requires the incumbent to have an advantage over its rivals, as the 
following example illustrates.

An incumbent could threaten a potential rival that, if entry occurs, it will charge 
a price so low that the entrant will make a loss.  This threat will only work if the 
threat is credible.  It is not credible if the two firms have identical costs and market 
demand is adequate to support both firms.  In that case, if entry occurs, it is in the 
incumbents best interest to charge the duopoly price and make a profit rather than 
charge such a low price that everyone loses money.  In this case, the potential rival 
ignores the threat and enters.

For the threat of limit pricing to be credible, the incumbent must have an advan-
tage over its rival.  For example, if the incumbents costs are lower than those of the 
potential rival, the incumbent can charge a price so low that the rival would lose 
money while the incumbent earns a higher profit than if it allows entry.

Another example is an extreme form of the Stackelberg oligopoly example.  The 
Stackelberg leader acts first and produces a large quantity so that the follower pro-
duces a smaller quantity.  Depending on the demand curve and the firms costs, it 
may be even more profitable for the leader to produce such a large quantity that 
the follower cannot earn a profit.  That is, the leader makes limit pricing credible by 
committing to provide a very large output level.

from entering during that six-month period so that it can continue to charge a 
monopoly price.

Drug companies with expired patents have used a variety of pay-for-delay  
schemes to slow the entry of generics.  In a 2011  report, the U.S.  Federal Trade 
Commission (FTC)  charged that some drug makers had either paid generic 
firms directly or promised not to  introduce their own generic  versions if a 
potential rival delayed its entry into the market.

According to the FTC, in the most recent year for which they had data, 
28  agreements included some type of compensation by the original firm in 
exchange for delaying entry.  In 15  agreements,  the incumbent agreed not to 
market its own brand-name generic drug.  The industry contended that these 
pay-for-delay deals are legal business decisions but the U.S.  Supreme Court 
ruled in 2013 that such deals were illegal if they violate antitrust laws.  Thus, 
the FTC could take legal action against the companies on a case-by-case basis.  
In 2015, the FTC reached a settlement with Teva Ltd.  in which the company 
agreed to pay $1 .2 billion to compensate purchasers who overpaid for the drug 
Provigil (for sleep disorders)  due to a pay-for-delay agreement.
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Min i - Ca se On November 30,  2011 ,  the main patent for Lipitora drug that treats high 
cholesterolexpired, allowing generic drug manufacturers to enter this market.  
That was a tragedy for its manufacturer, Pfizer, because Lipitor was the worlds 
best-selling drug ever, with $106 billion in sales over the previous decade and 
$10.8 billion in sales in 2010.

Ranbaxy Laboratories of India, as the first firm to file with the FDA to pro-
duce generic Lipitor, gained the exclusive rights to produce generic Lipitor from 
December 2011  through May 2012.  Pfizer realized that delaying the entry of 
firms producing generic Lipitor for even a few months would pay handsomely.

Pfizer used many methods to delay entry including limit pricing.  Pfizer 
issued a  statement saying that Our intent is  to  offer Lipitor to  payers and 
patients at or below the cost of the generic during the 180-day period.  Pfizer 
also subsidized patients  private insurance for Lipitor,  lowering their out-of-
pocket costs to the same level or below what they paid for generic drugs.  One 
top Pfizer official said that the company would adjust its discounts to beat any 
tit-for-tat reduction in generic pricing during the first six months.

Pfizer ended its extreme discount program after the first six months.  Once 
other firms entered and generic drugs flooded the market, driving down prices, 
these subsidies would have been more costly.  After ending its  limit pricing 
program, Pfizer reverted to high prices for the customers who remain loyal to 
brand-name Lipitor.  (See the Managerial Problem Brand-Name and Generic 
Drugs in Chapter 9.)

Pfize r use s Limit 

Pricing to Slow 

entry

Q&A  1 3 . 2
In the first stage of a game between an incumbent and a potential rival, the incum-
bent builds its plant using either an inflexible technology that allows it to produce 
only a (large)  fixed quantity, or a flexible technology that allows it to produce 
small or large quantities.  In the second stage, the potential rival decides whether 
to enter.  With the inflexible technology, the incumbent makes so much output that 
its threat to limit price is credible, as the following game tree illustrates.  What 
strategy (technology)  maximizes the incumbents profit?

Inexible Technology

Flexible Technology
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Do not enter

Enter
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entry De te rre nce  in  a  re pe ate d Game
An entry game can be repeated over time or over space.  A successful, profitable firm 
is likely to face repeated threats of entry by potential rivals over time.  A grocery chain 
with a monopoly in many small towns faces potential entry by other firms in some 
or all of these towns.

Figure 13.3 shows the constituent entry gamethe game in only one townthat 
the grocery chain faces.  If the incumbent retains its monopoly position, its profit is 
10 ($10 million).  If it accommodates entry, both firms receive 3 and if the incumbent 
fights by pricing aggressively, it gets only 1 , while the rival loses 1 .  The incumbent 
must decide whether to engage in a price war with the rival or accommodate the 
rival by keeping its price high (or its output low)  and sharing the market.

Answer

1.  Work backward by determining the potential  rival s  best strategy conditional on 
each possible action by the incumbent.  This game has two proper subgames.  The 
upper-right subgame shows the profits if the potential rival enters or if it does 
not enter given that the incumbent uses the inflexible technology.  The potential 
rival loses money ( r = -1)  if it enters, but breaks even ( r = 0)  if it doesnt, 
so it does not enter.  In the lower-right subgame, the potential rival decides 
whether to enter given that the incumbent is  using the flexible technology.  
Here, the potential rival prefers to enter and earn a profit of r = 5 rather than 
stay out and earn nothing.

2.  Given the responses by the potential rival to each of the incumbents  strategies,  deter-
mine the incumbents  best strategy.  If the incumbent uses the flexible technology, 
entry occurs, and the incumbent earns i = 5.  However, if the incumbent uses 
the inflexible technology, the other firm does not enter, and the incumbents 
profit is i = 20.  Thus, the incumbent chooses the inflexible technology.

Comment:  If entry is  not possible,  the incumbent earns a higher profit with 
the flexible technology than with the inflexible technology.  However, the pos-
sibility of entry changes the problem facing the incumbent.  If the incumbent 
chooses the flexible technology, its rival enters, so the incumbent is better off 
committing to the inflexible technology.

F I Gu re  1 3 . 3  A Constitue nt Game  of a  re pe ate d entry Game

This  game tree shows the constituent 
game in  one town that is  repeated in  
many towns.  I f the potential  rival  does 
not enter,  the incumbent grocery chain  
retains its monopoly.  I f entry occurs,  the 
incumbent decides whether to  fight 
(price aggressively)  or accommodate 
the rival  (set a  high  price) .  I t does not 
pay for the incumbent to fight once 
entry occurs,  so its  rival  enters.
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Given the profits in this constituent game, if this game is played only once and if 
the profits are common knowledge, then the only subgame-perfect Nash equilibrium 
is for entry to occur and for the incumbent to accommodate entry.  The potential rival 
reasons that if it enters, then the incumbent can choose to fight and get 1  or accom-
modate entry and gain 3.  The potential rival realizes that the incumbent maximizes 
its profit by accommodating entry.  Thus, entry occurs, because the rival earns 3 by 
entering and nothing by staying out of the market.

Does the equilibrium change if the game is repeated many times in different loca-
tions and possibly at different times? Suppose the incumbent firm faces a potential 
rival in one town and knows that other potential rivals may later enter in other 
towns.  Because what it does in the current game may affect future entry, the manager 
of the chain may conclude that engaging in an unprofitable price war when the first 
entry occurs is a good idea if doing so is likely to deter many future rivals.

If the incumbent has the reputation of being a rational profit maximizer and if its 
profits are common knowledge, the chain will not intimidate future potential rivals 
merely by fighting once, because the potential rivals realize that fighting each time 
is not in the chains best interest.

However, fighting may be a good strategy for the chain if the chains profits are 
not common knowledge so that potential rivals have incomplete information.  If the 
chain fights with the first entrant, potential rivals may (falsely)  conclude that the 
chains profits are such that fighting is its best strategy even if the game is played 
only once.  If potential rivals conclude that the incumbent will always fight, they 
wont enter because they know they would lose money in a price war.

In such a repeated game, although fighting the first rival is  not profitable,  the 
incumbent does so to develop a reputation for being a tough competitor.  Thus, fight-
ing the first rival is part of a rational long-run strategy and can be part of a subgame-
perfect Nash equilibrium in which entry is successfully deterred.8

1 3.4 Cost and Innovation Strate gie s

A firm may be able to gain a cost advantage over a rival by moving first.  Our analysis 
of the Cournot model in Chapter 11  shows that a firm with a lower marginal cost 
produces more and earns a higher profit than does its high cost rival.  We start by 
examining two cases where a firm moves first to gain a marginal cost advantage 
over its rivals by undertaking process innovation or increasing the rate of learning 
by doing to lower its own marginal cost.  Then we consider a firms strategic action 
that raises its rivals  marginal cost by more than its own.

Inve sting to Lower Marginal Cost
A firm should invest in a process innovation,  which improves the method of produc-
tion for an existing product, if the resulting reduction in its marginal cost more than 
offsets the investment of developing and installing the innovation.  However, sur-
prisingly, a firm might invest in a process innovation even if the cost savings do not 
justify that investment, if the investment deters entry.

8This game-theoretic argument is presented formally in Kreps and Wilson (1982)  and Milgrom and 
Roberts (1982).
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For example, an incumbent monopoly is considering investing in a process inno-
vation:  buying and customizing industrial robots for its assembly line.  These robots 
would replace some workers and lower its marginal cost of production.  However, 
if the incumbent remains a monopoly, this investment does not pay because its cost 
exceeds the extra profit from the lower marginal cost.  Nonetheless, the incumbent 
may undertake such R&D under certain conditions.

If the market conditions are such that entry is blockadedno firm will enter even 
if the incumbent produces the monopoly outputthe incumbent does not invest.  
Now suppose that entry is not blockaded:  A new firm will enter the market if the 
monopoly does not act.  However, if the monopoly makes the investment and lowers 
its marginal cost, the potential rival observes that the incumbent is producing more 
output than it previously did, flooding the market with extra output and lowering 
the market price.  Faced with this credible threat to produce a lot of output after 
entry, the potential rival does not enter because it realizes that it will lose money.  As 
a result, the incumbent may invest to discourage entry.

Figure 13.4 shows a game tree that illustrates this reasoning.  The incumbent 
decides whether to invest in the first stage, and the potential rival decides whether 
to enter in the second stage.

To solve for the subgame-perfect Nash equilibrium, we work backward from the 
potential rivals entry decision in the second stage of the game.  We start by looking 
at the potential rivals decision in the proper subgame at the top of the tree given 
that the incumbent does not invest in the first stage.  The potential rivals profit is 

r = 0 if it stays out of the market and r = 4 (million dollars)  if it enters.  Thus, 
the rival chooses to enter because 4 7 0.  We draw a pair of red parallel lines on the 
path labeled Do not enter to indicate that the rival rejects that choice given that 
the incumbent does not invest in the first stage.

F I Gu re  1 3 . 4  Inve sting to Pre ve nt entry

First,  the incumbent monopoly decides whether 
to  invest in  R&D for a  process  innovation  that 
reduces its  margina l  cost of production,  which 
wil l  induce it to produce more,  a l l  else the same.  
Second,  the potentia l  riva l  decides  whether to 
enter the market.  I f the incumbent does not invest 

in  R&D,  it pays for the rival  to enter:  
r
= 4 7 0.  I f 

the incumbent does invest in  R&D,  the rival  knows 
entry wil l  be unprofitable:  

r
= - 1 6 0.  The incum-

bent chooses to invest in  R&D because its  profit if 
it invests,  

i
= 8,  is  greater than its  payoff if it does 

not invest,  
i
= 4.

MyEconLab Video

No investment

Incumbent

Enter

Do not enter
(1 0,  0)

(4,  4)

Enter

Do not enter
(8,  0)

(2,  1 )

Investment

Entrant

Entrant

Incumbents Investment

Decision

Potential  Rivals

Entry Decision

Prots

(p
i
,  p

r
)

M1 3_PERL7879_02_SE_C1 3. indd   453 21 /1 1 /1 5   3:44 pm



454 ChAPTer 1 3   Strategies over Time

Next, we look at the proper subgame in the lower part of the game tree in which 
the incumbent invests in the first stage.  Here, the potential rival chooses not to enter 
because r = -1  if it enters and 0 if it stays out of the market.

We now turn to the incumbents decision in the first stage.  By working backward, 
the incumbent knows that if it does not invest, the potential rival enters, so that the 
incumbents profit is i = 4.  Alternatively, if it invests, the potential rival stays out 
of the market, and the incumbents profit is i = 8.  Because 8 7 4, the incumbent 
makes the investment.

The incumbents profit,  i = 8,  is  lower than the profit,  i = 10,  that it would 
have earned if it did not make the investment and  the potential rival stayed out of the 
market.  Nevertheless, the incumbent benefits from this unprofitable investment 
because it deters the entry that would otherwise occur.

Le arning by Doing
What we have to  learn  to  do,  we learn  by doing.  Aristotle

In aircraft and computer chip manufacturing and in some other industries, the more 
cumulative output a firm has produced, the lower its marginal cost, as its workers 
and managers learn by doing (Chapter 6).  Consequently, the first firm in a market 
may want to produce more than the quantity that maximizes its short-run profit, so 
that its future marginal cost will be lower than that of a late-entering rival.

Indeed, Benkard (2004)  demonstrated that an aircraft manufacturer may price 
below current marginal cost in the short run, because of its steep learning curve.  The 
price of the Lockheed L-1011  was below the static marginal cost for essentially its 
entire 14-year production run.  Salgado (2008)  found that AMDs cost of manufactur-
ing computer chips was about 12% higher than Intels cost because AMD had less 
learning by doing as it had produced fewer units.

raising rivals  Costs
A firm may benefit from using a strategy that raises its own cost but raises its rivals  
costs by more.  As the Cournot example in Chapter 11  illustrates, a firm can benefit 
from being the lower cost firm.

Firms can use many methods to raise rivals  costs.  An incumbent firm may lobby 
the government for more industry regulations that raise costs, as long as the legisla-
tion grandfathers  existing firms  plants.  For example, the incumbent may want all 
new plants to install expensive pollution-control equipment that raises production 
costs, provided that its existing plants are exempted.

An incumbent can take many actions that make it costly for its  consumers to 
switch to a rivals product in the future.  It may impose a switching fee:  a charge that 
customers must pay to take their business elsewhere.  By designing software for its 
computer, phone, or other electronic device so that it wont work on a rivals equip-
ment, an incumbent can raise the cost of switching.

Alternatively,  a  firm may patent its  software,  so  that it  can prevent rivals 
from using its  software  on their  equipment.  Before  U.S.  legislation prevented 
this  practice,  a  phone company would prevent customers from transferring their 
phone numbers  to  a  rival  provider,  so  as  to  reduce the  chance of a  consumer 
switching providers.  These  practices  raise  the  cost to  latecomers  of attracting 
new customers.
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Min i - Ca se The United Auto Workers (UAW), the union that provides labor to the U.S.  auto 
industry, negotiates contracts with the Big 3 automakers when the old contract 
expires, which occurs roughly every three or four years.  Traditionally, the UAW 
initially negotiates with only one auto firmthe target  firmwhile implicitly 
threatening that if the parties fail to come to terms, the UAW will strike only 
that one company, putting it at a competitive disadvantage.  Negotiations began 
in July 2015 on a new UAW contract and the UAW selected Fiat-Chrysler as the 
target firm.

Auto union 

Negotiations

Q&A  1 3 . 3
In a duopoly market, to produce a given amount of output, Firm 1  uses relatively 
more capital but less labor than does Firm 2.  Both firms hire labor from the same 
labor union, which sets the same wage for both firms.  Firm 1  is about to bargain 
with the union.  Whatever wage it negotiates, Firm 2 has to pay the same wage.  
Because this industry is suffering from a downturn in demand, the union is will-
ing to accept the current wage.  However, if Firm 1  agrees to a higher wage, its 
cost of production will rise by less than Firm 2s cost.  The game tree shows the 
profits corresponding to the various actions by the firms.  Firm 1 s profit is A  if 
it chooses the high wage and Firm 2 chooses the low output level.  Under what 
condition should Firm 1  offer to pay a high wage?

Answer

1.  Determine Firm 2s  action conditional on the wage by comparing its  profits at each 
output.  We start by solving backward, as usual.  If Firm 1  keeps the current 
wage (the bottom half of the figure), then Firm 2 will pick a high output level 
and earn a profit of 10 ($10 million), rather than a low output level and earn 
only 7.  If Firm 1  agrees to the high wage, Firm 2s profit is 5  if it produces the 
low output level and 4 if produces the high output level.  Therefore, Firm 2 
produces the low output level.

2.  Determine which wage Firm 1  chooses by comparing the profits  from different wage 
choices.  If Firm 1  chooses the current wage, Firm 2 produces the high output, 
so Firm 1  earns 10.  Alternatively, if Firm 1  agrees to the high wage, Firm 2 
produces the low output, so Firm 1  earns A .  Consequently, Firm 1  chooses the 
current wage if A 6 10 and agrees to the high wage otherwise.
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High output
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1 3.5 Disadvantage s of Moving First

Moving first is  not always an advantage.  We discuss two possible drawbacks to 
moving first:  the holdup problem and acting too quickly.

The  holdup Problem
One of the most serious potential problems with moving first is the holdup prob-
lem.  It arises when two firms want to contract or trade with each other but one firm 
must move first by making a specific  investment:  an investment that it can use only 
in its transaction with the second firm.  A holdup problem  arises if two firms agree 
to work together and the firm that acts second takes advantage of a specific invest-
ment made by the firm that acts first.  If the firm that acts first does not anticipate 
this opportunistic behavior by the second firm and it occurs, then the first firm loses 
part of its investment, so that it is at a disadvantage by moving first.  Alternatively, if 
the first firm anticipates that such opportunistic behavior is likely, it may not make 
the specific investment out of fear that the other firm will exploit it,  with the result 
that both firms lose the potential benefits from transacting.

Probably the most famous example concerns negotiations between Fisher Body 
and General Motors (GM)  nearly a century ago (Klein et al. ,  1978).  Fisher Body was 
considering agreeing to produce metal parts for particular GM cars.  To do so for 
each GM part, it needed to create specific dies (molds used to make parts)  that a 
machine press uses to manufacture a part.  Fisher worried that these dies were such 
specific investments,  with no alternative use,  that they would serve as hostages
something that Fisher could lose if GM later lowered the amount it would pay for 
Fisher parts.9

We formally analyze a holdup game using a recent example of nationalization, 
which is government seizure of property owned by a foreign firm.  We focus on Ven-
ezuela, but many other countries have also nationalized foreign firms.

ExxonMobil,  an oil company, is the first mover in a game with the Venezuelan 
government.  It considers making a large investment to obtain rights and build facili-
ties to drill for and refine oil in either Venezuela or in some other country.  If Ven-
ezuela honors their deal, ExxonMobil believes that it can earn 20 ($20 billion)  in 
Venezuela or 10 elsewhere.  If the investment is made, the Venezuelan government, 
the second-mover, has a hostage:  the oil companys investment, which cannot be 
moved elsewhere.  The government can nationalize part of the oil field operations.  
The game tree in Figure 13.5 indicates that if the Venezuelan government does not 

Other car companies almost always adopt the agreement or pattern contract  
between the target firm and the union to avoid strikes of their own.  As a con-
sequence, if the target firm makes large wage concessions, it essentially inflicts 
those high wages on its rivals.

9A reverse holdup problem could also have occurred.  If GM committed to allowing Fisher to be 
its only supplier of parts, then Fisher could demand higher prices for these parts and GM would 
have little recourse in the short run.  To keep our formal analysis relatively simple, we concentrate 
on situations where only the firm that acts first is at risk of being exploited.
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nationalize, ExxonMobils profit is X = 20.  However, with a (partial)  nationaliza-
tion, its profit falls to X = 8.  The difference, 12, goes to the Venezuelan government, 
so V  increases from 20 to 32.

If the company does not expect a nationalization problem, it makes the invest-
ment because it prefers a profit of 20 to the 10 it would earn elsewhere.  However, 
if nationalization occurs, the company earns only 8.  Therefore, if the oil company 
anticipates that the Venezuelan government is likely to nationalize its investment, 
the company invests elsewhere because X = 10 is more than the X = 8 that the 
company earns after the partial nationalization.  Thus, ExxonMobil does not make 
an investment that would benefit both it and Venezuela.

F I Gu re  1 3 . 5  Ve ne zue laexxonMobil  holdup Problem

I f  ExxonMobil  invests  in  Ven-
ezuela s  oil  fields,  it  runs the 
risk that Venezuela  wil l  later 
partia l ly national ize the firm.  
Given that ExxonMobil  invests,  
Venezuela s profit is  h igher if it 
national izes,  V = 32,  than  if 
it  does not,  V = 20.  I f Exxon 
rea l izes  that Venezuela  wi l l  
nationalize,  it does not invest 
in  Venezuela  because,  after 
nationa l ization,  i ts  Venezu-
elan profit,  X = 8,  is  less than 
what it can  earn  elsewhere,  

X = 1 0.
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Min i - Ca se In the 1990s, private oil companies were permitted to invest in a joint venture 
agreement with Venezuelas state-owned oil company Petroleos de Venezuela 
S.A.  (PDVSA), which had a minority share.  Mobil (now ExxonMobil), Chevron-
Texaco (now Chevron), Statoil, ConocoPhillips, and BP invested in the Orinoco 

Oil Belt in eastern Venezuela, which is thought 
to contain the worlds largest reserves of extra-
heavy oil.  Their plants convert the heavy crude 
to lighter crude oil.

When these  companies  first invested  in 
Venezuela, they were given various promises 
about how they would be treated.  However, 
soon thereafter, newly elected President Hugo 
Chavez started nationalizing investments by 
oil companies and other businesses.  In 2007, 
President Chavez announced that Venezuela 
was partially nationalizing the Orinoco Oil 
Belt,  substantially reducing foreign oil compa-
nies  ownership shares,  with PDVSA gaining 
a  minimum of 60% of the shares and hence 

Vene zue lan 

Nationalization
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majority control.  Chavez claimed that foreign oil companies were still welcome 
in Venezuela, but not as majority stakeholders:  The owner will be PDVSA and 
the business will be in the hands of Venezuelans.

After complaints from ExxonMobil and ConocoPhillips, the Venezuelan gov-
ernment ultimately agreed to go to the International Centre for Settlement of 
Investment Disputes (ICSID), an international arbitration panel, to determine 
the amount of compensation the two oil companies would receive.  In 2014, the 
panel awarded Exxon $1 .6 billion in compensation, which was much less than 
Exxon had demanded.  Venezuela appealed the award but the ICSID rejected the 
appeal in 2015.  However, it remains to be seen if Venezuela will pay the award 
(although Venezuela has paid past ICSID awards).  Apparently not deterred by 
this outcome, in 2015, Venezuela laid claim to ExxonMobil s oil discovery off 
Guyanas shore, claiming that it belongs to Venezuela.

Nationalization is a shortsighted policy that can destroy a nations reputa-
tion and prevent foreign direct investment.  For example,  since Fidel Castro 
nationalized American-owned companies in Cuba without compensation in 
1960, Cuba suffered from 55 years of sanctions and no U.S.  foreign investment.  
However, some firms have made investments in Venezuelan oil since the partial 
nationalizations.

Managers should seek ways to avoid losing money due to holdups.  Five fre-
quently used approaches are contracts, vertical integration, quasi-vertical integra-
tion, reputation building, and multiple or open sourcing.

Many managers use contracts to prevent holdup problems.  The second-mover 
firm contractually guarantees the first-mover firm that it will not be exploited.  
To alleviate the fears of Fisher Body that GM would later drop its price or stop 
buying from Fisher, GM signed a 10-year exclusive cost-plus contract stipulating 
that Fisher Body would be the exclusive supplier for GM.

By vertically integrating (Chapter 7)that is, becoming one firmtwo firms 
can eliminate the possibility of a holdup problem.  After a number of years under 
the contract, unanticipated holdup problems occurred between GM and Fisher 
Body.  To eliminate them, GM bought Fisher Body, vertically integrating with its 
parts supplier.

A mild form of vertical integration is quasi-vertical integration, which is 
a contracting solution that mimics vertical integration.  The biggest danger to 
Fisher Body was that it would invest in expensive dies and machines whose only 
use was to produce parts for GM cars.  To avoid this danger before the two firms 
merged, GM partially or quasi-vertically integrated  with Fisher Body, by paying for 
and owning the specific physical asset (the dies)  rather than buying all of Fisher.  
Consequently, Fisher and GM were both protected against holdups.  If something 
went wrong in their relationship, Fisher could transfer GMs dies back to GM and 
both firms could walk away unharmed.10

Avoiding holdups

Manag e ria l  
I mp l i ca t i on

10Monteverde and Teece (1982)  looked at hundreds of parts that GM and Ford bought from suppli-
ers.  They found that the more specialized the die (the less likely it produces a part that can be used 
by another firm), the more likely an automobile company was to own it or to vertically integrate 
with the supplier.
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Too-early Product Innovation
Typically, introducing the first product in a new product class gives a firm impor-
tant advantages.  The early innovator may earn substantial profits before competing 
products enter.  In addition many consumers become loyal to the initial product so 
that later entrants find it difficult to take market share from the leader firm.  However, 
the disadvantages of entering early are that the cost of entering quickly is higher, 
the odds of miscalculating demand are greater, and later rivals may build on the 
pioneer s research to produce a superior product.

For example, as the first of a new class of anti-ulcer drugs, Tagamet was extremely 
successful when it was introduced.  However, the second entrant, Zantac, rapidly 
took the lions share of the market.  Zantac worked similarly to Tagamet but had 
fewer side effects, needed to be taken less frequently, and was promoted more effec-
tively when it was introduced.

Establishing a reputation for straight dealing can also prevent holdup prob-
lems.  If GM goes many years without behaving opportunistically, then new 
suppliers are unlikely to worry about having their specific investments held as 
hostages by GM.

Managers use multiple sources or open sources for software to avoid holdup 
problems.  For example,  a  firm that uses proprietary software may want to 
upgrade its computer in a few years, but to do so it needs the software firm to 
modify its code.  Thus, the firm using the software is at the mercy of the software 
firm.  By using open-source software, where it can modify the code itself if need 
be, the user firm is not subject to a holdup problem.  Some firms prefer to use the 
open-source Linux computer operating system rather than proprietary Windows 
and Mac operating systems.

Min i - Ca se We have seen how a firm that enters the market first gains an advantage over 
potential rivals by moving first.  The first-mover firm may prevent entry by 
developing production processes that lower its marginal cost, raising costs to 
potential rivals, or getting an early start on learning by doing.  Denstadli et al.  
(2005)  found that early Norwegian discount supermarket entrants benefited 
from long-lasting consumer perceptions that they had superior attributes to 
later entrants.

However, first movers do not always gain an advantage.  Toshiba, the main 
proponent of HD DVD, spent large sums of money to be the first to sell a next-
generation DVD in 2006.  It sold its initial HD-DVD player for $499 even though 
it apparently contained nearly $700 worth of components, presumably to rein-
force its  first-to-market advantage by permeating the market with HD-DVD 
units.  In 2007, the backers of HD DVD reportedly paid Paramount and Dream-
Works a combined $150 million to adopt their format.  However,  when most 
content producers sided with Blu-ray, Toshiba stopped producing HD-DVD 
players in February 2008, conceding the market to Blu-ray.

Sony pioneered modern smartwatches with its  2013  Sony Smartwatch.  
 However, Sony lost command of the market to the Apple Watch, which had a 
75% market share in early 2015.  The Apple Watch gained an advantage because 

Advantage s and 

Disadvantage s of 

Moving First
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1 3.6 Be havioral Game  The ory

We normally assume that managers are rational in the sense that they optimize 
using all available information.  However,  they may be subject to  psychological 
biases  and may have limited powers of calculation that cause them to  act less 
than fully rationally.  Such possibilities  are the domain of behavioral economics 
 (Chapters 4 and 9),  which seeks to augment the rational economic model so as to 
better understand and predict economic decision making.

ultimatum Game s
One example of failing to maximize profit occurs in ultimatum games.  Businesspeople 
often face an ultimatum,  where one person (the proposer)  makes a take it or leave 
it  offer to another (the responder).  No matter how long the parties have negotiated, 
once an ultimatum is issued, the responder has to accept or reject the offer with no 
opportunity to make a counter-offer.  An ultimatum can be viewed as a sequential 
game in which the proposer moves first and the responder moves second.

it had a large number of apps, most of which were created by third-party devel-
opers of iPhone and iPad apps.

Nonetheless, such examples of domination by second entrants are unusual.  
Urban, Carter, and Gaskin (1986)  examined 129 successful consumer products 
and found that the second entrant gained, on average, only three-quarters of the 
market share of the pioneer and that later entrants captured even smaller shares.

Similarly, Usero and Fernndez (2009)  found that the first entrants in Euro-
pean mobile phone markets maintained their market share advantage over 
time.  In the early 1990s,  most European governments licensed only a single 
firm, which was typically a state-owned monopoly (though France, Sweden, 
and the United Kingdom each had two mobile firms in 1990).  After mobile 
phones took off,  other firms were allowed to enter.  According to Usero and 
Fernndez,  followers were unlikely to erode the first-mover s  market share 
advantage by taking more aggressive market actions such as innovation and 
marketing, but they were able to gain market share through nonmarket actions 
such as litigation and complaints.

Min i - Ca se In 2009, General Motors (GM) was struggling financially and planned to shut 
down about one-fourth of its  dealerships in the United States and Canada.  
Because GM was concerned that dealer opposition could cause delays and 
impose other costs,  it offered dealers slated for closure an ultimatum.  They 
would receive a (small)  payment from GM if they did not oppose the restruc-
turing plan.

Dealers could accept the ultimatum and get something, or they could reject 
the offer, oppose the reorganization, and receive nothing.  Although it was irra-
tional, some dealers rejected the ultimatum and loudly complained that GM 
was high-handed, oppressive, and patently unfair.  In 2011 , some terminated 
Canadian dealerships filed a class-action suit against GM of Canada.  They lost 
their case in 2015.

GMs ultimatum
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An expe rime nt.  The possibility that someone might turn down an offer even 
at some personal cost is important in business negotiations.  To gain insight into real 
decisions, researchers have conducted ultimatum experiments.11

In a typical experiment, student participants sit in a  computer lab.  Each per-
son is  designated as either a proposer or a  responder.  A computer anonymously 
matches each proposer with a responder.  The game is usually based on dividing $10.  
Each proposer makes an ultimatum offer to the responder of a particular amount.  
A responder who accepts the offer receives the amount offered and the proposer 
gets the rest of the $10.  If the responder rejects the offer, both players get nothing.  
Participants play the game only once.

To find the rational, subgame-perfect solution, we use backward induction.  In the 
second stage, the responder should accept any positive offer.  Thus in the first stage, 
the proposer should offer the lowest possible positive amount.

However, such rational behavior is not a good predictor of actual outcomes.  The 
lowest possible offer is almost never made and, when it is made, it is usually rejected.  
Thus, a proposer who makes the mistake of expecting the responder to be fully ratio-
nal is likely to receive nothing.  The most common range for offers is between $3 and 
$4far more than the rational  minimum offer.  Offers of under $2 are relatively 
rare and, when they do occur, responders turn them down about half the time.

One concern about such experiments is that the payoffs are small enough that 
not all participants take the game seriously.  However, when the total amount to be 
divided is increased to $100, the results are essentially unchanged:  The typical offer 
remains between 30% and 40% of the total.  If anything, responders are even more 
likely to turn down lowball offers when the stakes are higher.

reciprocity.  Some responders who reject lowball offers feel the proposer is being 
greedy and would prefer to make a small sacrifice rather than reward such behavior.  
Some responders are angered by low offers, some feel insulted, and some feel that 
they should oppose unfair  behavior.  Most proposers anticipate such feelings and 
offer a significant amount to the responder, but almost always less than 50%.

Apparently, most people accept that the advantage of moving first should pro-
vide some extra benefit to proposers, but not too much.  Moreover, they believe in 
reciprocity.  If others treat us well, we want to return the favor.  If they treat us badly, 
we want to get even and will retaliate if the cost does not seem excessive.12 Thus, 
if a proposer makes a low offer, many responders are willing to give up something 
to punish the proposer.

Analysis of ultimatum games is useful partly because ultimatums arise in real 
business interactions.  More important, however, the behavioral norms illustrated 
by the ultimatum game are of general significanceeven in nonultimatum situ-
ations.  For example, in dealing with workers, good managers often take account 
of reciprocity by providing benefits over and above the minimum needed, rather 
than squeezing every cent they can from workers.  Such an approach makes sense if 
workers who feel exploited might quit or go on strike even when it is against their 
economic interest.  Conversely, workers who feel well treated often develop a sense 

11Camerer (2003)  describes several of these experiments.
12Reciprocity is central to many ethical systems as with, for example, the Golden Rule:  Do unto 
others as you would have them do unto you,  and the Code of Hammurabi:  An eye for an eye 
and a tooth for a tooth.
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of loyalty that causes them to work harder than neededsuch as staying late to get 
a job finishedrather than doing only the minimum amount required.

Eckel and Grossman (1996)  found that men are more likely than women to punish 
if the personal cost is high in an ultimatum game.  They speculate that this difference 
may explain gender patterns in wages and unemployment during downturns, where 
men are more likely to rigidly insist on a given wage than more flexible women.  
Visser and Roelofs (2011)  are able to explain gender effects based on a few personal-
ity traits.13

Le ve ls of re asoning
John Maynard Keynes (1936)  observed that investment decisions are often based on 
animal spirits  rather than rational calculation.  He questioned whether investors 
are able to rationally assess the value of a stock by recognizing that its value is based 
primarily on what other people  think the stock is worth.

Keynes suggested that deciding which stock to buy is like predicting the outcome 
of a beauty contest.  You should not base your prediction on what you  think of the 
contestants; you should base it on what you think other people  will think.  Keynes 
questioned whether most people rationally assess the likely opinions of othersin 
stock markets, beauty contests, and other situations.

Modern experimental economists have devoted considerable attention to testing 
whether decision makers do rationally infer the likely assessments and actions of 
others in strategic games.  A game that is often used for such experiments is called 
the beauty contest game  in recognition of Keyness original example.

The Financial Times  (FT)  of London, with the help of economist Richard Thaler, 
held a relatively straightforward beauty contest game (Bosch-Domnech et al., 2002).  
The FT invited readers to choose an integer between 0 and 100.  The submission clos-
est to two-thirds of the average of all numbers submitted would win.  If 10, 20, 30, 
40, and 50 are the five numbers submitted, the average is 30.  As two-thirds of this 
average is 20, the person who chose 20 would win.  Thus, the objective is to predict 
the average and pick a number that is two-thirds of that amount.

The Nash equilibrium to this  game is  for everyone to choose zero!  The aver-
age would then be 0,  and two-thirds of 0  is  0,  so everyone would be correct and 
would share the prize for winning.  No one would have an incentive to defect by 
choosing a higher number, as someone who did so would lose rather than have a 
winning number.14 Further, this common choice of zero is  the only  possible Nash 
equilibrium.15

13The personality traits considered were extraversion, agreeableness, conscientiousness, emotional 
stability, and intellect/imagination. After controlling for these personality traits, they find no other 
differences between men and women.  That is,  gender matters only to the extent that these personal-
ity attributes differ by gender.
14Suppose the game has five players.  If one person were to defect from the Nash equilibrium and 
choose 1  instead of 0, then the average would be 15  and two-thirds of the average is 215.  Those who 
chose 0 would be closer to 215  than the defector.  The same type of reasoning applies for any positive 
number and for any number of players greater than two.
15If any positive number is submitted, then the average must exceed zero and at least one person 
must be above two-thirds of the average as it is  impossible for everyone to be below the average.  
But a choice above two-thirds of the average cannot be a best response, as the person could do better 
by choosing two-thirds of the average instead.

M1 3_PERL7879_02_SE_C1 3. indd   462 21 /1 1 /1 5   3:44 pm
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Thus if all players are fully rational, they should choose zero.  However, only about 
5% of the nearly 1 ,500 people who participated chose zero.  The average in the FT 
experiment was 18.9 and the winning submission was 13.  Some people chose ran-
domly, not thinking about what other people might do.  This approach is called level-0 
strategic reasoning.  A more sophisticated participant might expect others to choose 
randomly so that the average would be roughly 50, and should therefore choose the 
integer closest to two-thirds of 50, which is 33.  In fact, a large group did choose 33, 
exhibiting level-1  reasoning.

A still more sophisticated person may anticipate that others would use level-1  
reasoning to choose 33, and therefore choose two-thirds of this amount, which is 22.  
Many people did choose 22, exhibiting level-2 reasoning.  Similarly, a player who 
expects others to use level-2 reasoning should expect an average of 22 and should 
therefore choose 15, which is level-3 reasoning, and so on.  The end point of this 
thought process is to select 0, the (fully rational)  Nash equilibrium.

This experiment has been repeated many times.  The overall average is usually 
about 22, implying a winning number of about 15.  Therefore, on average, partici-
pants seem to exhibit level-2 reasoning.  To win the game it is therefore usually neces-
sary to go through three layers of reasoningnot more and not lessso as to be one 
step ahead of most other players.

A manager who underestimates the capability of rivals for strategic thinking (sim-
ilar to assuming others will use level-0 reasoning in the beauty contest game)  will 
make mistakes.  However, a manager who overestimates the strategic sophistication 
of others will also make mistakes.  The best results are obtained by having a good 
sense of exactly how sophisticated others are and staying one step ahead.

A dramatic example of CEOs anticipating rivals  strategies is  provided by the 
telecommunications industry.  The U.S.  Telecommunications Act of 1996 allowed new 
firms to enter local telephone markets.  Goldfarb and Xiao (2011)  found that some 
CEOs consistently made the mistake of entering markets that became excessively 
crowded while others consistently entered markets that did not attract excessive 
entry, apparently anticipating the behavior of rivals.  The more successful CEOs were 
those who were more experienced, more likely to have studied economics or busi-
ness in university, and had stronger records of academic achievement.

Managers should consider the level of strategic sophistication of customers (and 
rivals).  For example, successful managers of Hollywood movie studios anticipate 
limited strategic thinking by moviegoers.  Normally Hollywood studios release 
movies for prescreening by critics before general release to generate buzz through 
positive reviews.  This technique works well for good movies, but has the opposite 
effect for movies that get poor reviews.

If a studio is not confident about a movies quality it can use a cold opening,  
releasing the movie with no prescreenings for movie critics.  A fully rational mov-
iegoer understands this tactic and is less likely to go to movies with cold opens.  
Thus, if everyone were rational, studios wouldnt use cold openings.

However, Brown et al.  (2012)  found that while some moviegoers instantly 
understand the system, some never catch on to this pattern.  As a result,  cold 
opens generate more revenue and more profit on average than comparable not-
very-good movies that are prescreened.  And, on average, moviegoers are dis-
appointed by cold opens relative to other movies.  Thus, a manager should not 
overestimate the reasoning ability of the general moviegoing public.

Taking 

Advantage of 

Limited Strategic 

Thinking

Manager ia l  
I mp l i ca t i on
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Inte l  and AMDs 

Adve rtising 

Strate gie s

Manag e ria l  

S o l u t i on

As weve seen, when one firm in a market acts before another, the first mover 
may gain an advantage large enough to discourage the second firm from entering 
the market.  In a less extreme case, the original firm may gain a smaller advantage 
so that the second firm enters, but it produces less than the original firm (as in a 
Stackelberg model).  We can use this insight to provide a possible explanation for 
the Managerial Problem:  In the market for CPUs for personal computers, why 
does Intel advertise substantially while AMD does not?

The game tree indicates a plausible explanation.  Intel decides on how much 
to invest in its advertising campaign before AMD can act.  AMD then decides 
whether to advertise heavily.  We solve for the subgame-perfect Nash equilib-
rium by working backward.  For the profits in this game, if Intel were to have a 
minimal advertising campaign, AMD makes more if it advertises a lot ( A = 8)  
than if it too has a low level of advertising ( A = 2).  If Intel advertises heavily, 
AMD makes more with a low-level advertising campaign ( A = 4)  than with a 
high-level campaign ( A = 3).  Given how it expects AMD to behave, Intel inten-
sively advertises because doing so produces a higher profit ( I = 8)  than does 

the lower level of advertis-
ing ( I = 4).

Thus,  because Intel acts 
first  and  can commit to 
advertising aggressively,  it 
can place AMD in a position 
where it makes more with 
a low-key advertising cam-
paign.  Of course, the results 
might vary if the profits  in 
the game tree differ, but this 
example provides a  plausi-
ble explanation for why the 
firms use different strategies.
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SuMMAry

1 . re pe ate d Game s.  In some dynamic games, a 
constituent game (a static game)  is repeated over 
subsequent periods,  such as  when firms make 
price or quantity decisions every quarter.  There-
fore, a firm may use a strategy in which it makes a 
particular move contingent on its rivals actions in 
previous periods.  By using contingent strategies, 
such as a tit-for-tat strategy or another trigger strat-
egy, it is  often easier for firms to maximize their 
joint payoffachieve a collusive solutionin a 
repeated game than in a single-period game.

2.  Se que ntial  Game s.  In other dynamic games, 
firms move sequentially,  with one player acting 
before another.  By moving first,  a  firm is  able to 

make a commitment  or credible threat.  As a  conse-
quence, the first mover may receive a higher profit 
than if the firms act simultaneously.  For example, 
in the Stackelberg oligopoly model, one firm is a 
leader  in a sequential game and therefore chooses 
its  output level before  rival firms  (followers)  
choose  theirs.  Applying backward induction, 
the leader anticipates a  follower s  reaction and 
chooses its  best output accordingly in the first 
stage.  This first-stage output is a commitment that 
allows the leader to gain a first-mover advantage.  
The leader produces more output and earns higher 
profits  than does a follower firm with the same 
costs.
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3.  De te rring  entry.  An incumbent firm may be 
able to maintain its  monopoly by acting first to 
deter entry.  Some incumbents can sign exclusive 
contracts that prevent entry, but they do so only 
if entry is  likely and it pays to prevent it.  Other 
incumbents engage in limit pricing where they 
set a  low price or,  equivalently, produce a large 
quantity of output so that a rival cannot profitably 
enter.  The incumbent can feasibly do so only if it 
has an advantage over the potential rival.  If the 
incumbent can act first, it may be able to commit 
to producing a large enough output or low enough 
price after entry that the rival would make losses, 
thereby deterring entry.  If an incumbent faces entry 
in many markets, it may act to deter the first sev-
eral entry attempts even if it doesnt pay in those 
markets so as to gain a reputation for toughness 
that may deter entry in other markets.

4.  Cost and Innovation Strate gie s.  A firm that 
can act first to lower its marginal cost relative to 
that of its  rivals may gain a strategic advantage.  
This strategic advantage from having a relatively 
low cost may be large enough that it pays a firm 
to  invest in capital to  lower its  marginal cost 
even if the investment cost exceeds the potential 
production cost savings.  Because firms in many 
industries can lower their marginal cost of pro-
duction through learning by doing, the first firm 

in the industry may produce more than the short-
run profit-maximizing output so as  to lower its 
future costs and gain an advantage over latecom-
ers.  Similarly, firms sometimes lobby legislators 
or regulators to impose standards that raise costs 
throughout the industry if they raise rivals  costs 
by more than their own.

5.  Disadvantage s of Moving  First.  Although 
moving first is  usually an advantage, exceptions 
exist.  If one firm must make a specific investment 
to transact with another firm, the investment may 
become a hostage.  The second firm can hold up 
the investing firm, for example,  by lowering its 
payment to  the investing firm.  When firms fear 
such holdup problems, some desirable transac-
tions never occur.  Early innovators may also suffer 
first-mover disadvantages if later entrants develop 
superior products.

6.  Be havioral Game  The ory.  Managers in stra-
tegic games may not use fully rational strategies 
because of psychological bias,  lack of reasoning 
ability, or a belief that other managers will not use 
fully rational strategies.  The ultimatum and beauty 
contest games illustrate that managers should take 
account of the limited powers of calculation and 
insight of rivals and should not necessarily assume 
that all rivals are fully rational.

Qu eS T I ON S

All exercises  are available on  MyEconLab;  * = answer at  the back of this  book;  C = use of calculus  may be necessary.

1 .  re pe ate d Game s 

 *1 .1  Two firms are planning to sell 10 or 20 units of their 
goods and face the following profit matrix:

b.  Draw the game tree if Firm 1  can decide first.  
What is the outcome? Why?

c.  Draw the game tree if Firm 2 can decide first.  
What is the outcome? Why?

 *1 .2 In the repeated-game airline example illustrated in 
Table 13.1 ,  what happens if the players know the 
game will last only five periods?  What happens if 
the game is played forever but the managers of one 
or both firms care only about current profit?

 1 .3 In a repeated game, how does the outcome differ if 
firms know that the game will be (a)  repeated indefi-
nitely, (b)  repeated a known, finite number of times, 
and (c)  repeated a finite number of times but the 
firms are always unsure whether the current period 
will be the last?

 1 .4 A small tourist town has two Italian restaurants, 
Romanos and Giardinos.  Normally both restau-
rants prosper with no advertising.  Romanos could 
take some of Giardinos customers by running radio 

35

10

50

2060

2040

30

30

10 20

20

Firm 2

Firm 1

a.  What is  the Nash equilibrium if both firms 
make their decisions simultaneously? (Hint:  See 
Chapter 12.)  What strategy does each firm use?
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360
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ads, and Giardinos could do the same thing.  The 
one-month profit matrix (showing payoffs in thou-
sands of dollars)  is:

 *2.2 The market demand function is Q = 1,000 -  1 ,000p.  
Each firm has a  marginal cost of m = 0.28 (28.  
per unit).  Firm 1 ,  the leader,  acts  before Firm 2, 
the follower.  Solve for the Stackelberg equilibrium 
quantities, prices, and profits.  (Hint:  See Appendix 
13A.)  Compare your solution to the Nash-Cournot 
equilibrium.  C

 2.3 Suppose  the demand function is  Q = 200 - 2p.  
Firm A, the leader, acts before Firm B, the follower.  
Both firms have a constant marginal cost of 10.  Draw 
a diagram with Firm As output on the horizontal 
axis.  Show the best-response function of Firm B.  On 
the diagram, identify the Nash-Cournot solution, 
the Stackelberg solution, and the cartel solution.

 2.4 Levi  Strauss  and Wrangler  are  planning new- 
generation jeans and must decide on the colors for 
their products.  The possible colors are white, black, 
and violet.  The payoff to each firm depends on the 
color it chooses and the color chosen by its rival, as 
the profit matrix shows:

a.  What is the Nash equilibrium in the static (one-
month)  game?

b.  If the game is  repeated indefinitely,  can the 
use of tit-for-tat strategies  result in a  Nash 
equilibrium?

c.  Does the game have multiple equilibria if it is 
repeated indefinitely?

d.  Would pre-play communication (Chapter 12)  or 
the Pareto criterion (Chapter 12)  have implica-
tions for the repeated game equilibrium?

 1 .5 Change the profit matrix in Question 1 .4 so that each 
firm gets 2 (instead of 4)  if it advertises and the other 
firm does not.  How does that change your answers?

 1 .6 In the Mini-Case, Tit-for-Tat Strategies in Trench 
Warfare,  why did soldiers advise new recruits not 
to shoot at the enemy?

2.  Se que ntial  Game s 

 2.1  Solve for the Stackelberg subgame-perfect Nash 
equilibrium for the following game tree.  What is the 
joint-profit maximizing outcome? Why is  that not 
the outcome of this game? (Hint:  See Q&A 13.1 .)

a.  Given that the  firms move simultaneously, 
identify any dominant strategies in this game 
and find any Nash equilibria.

b.  Now suppose the firms move sequentially, with 
Wrangler moving first.  Draw a game tree and 
identify any subgame-perfect Nash equilibria in 
this sequential-move game.

 *2.5 In the sequential-move game described in part b  
of the previous question, Levi Strauss engages in 
pre-play communication (cheap talk).  Levi Strauss 
tells  Wrangler that it will match Wrangler s color 
choice if Wrangler chooses black and violet, but that 
if Wrangler opts for white, Levi Strauss will choose 
violet.  Why would Levi Strauss want Wrangler to 
believe this claim? Should Wrangler believe it?
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 2.6 In the game described in Question 2.4, a new CEO 
takes over at Wrangler.  It is common knowledge that 
this CEO hates the color violet and would never pro-
duce violet jeans.  You can therefore remove the third 
row from the profit matrix.  How do your answers to 
Question 2.4 change?

 2.7 A thug wants the contents of a  safe and is  threat-
ening the owner, the only person who knows the 
code, to open the safe.  I will kill you if you dont 
open the safe, and let you live if you do.  Should 
the owner believe the threat and open the safe? The 
table shows the value that each person places on the 
various possible outcomes.

Thug Safes Owner

Open the safe, thug does 
not kill

4 3

Open the safe, thug kills 2 1

Do not open, thug kills 1 2

Do not open, thug does 
not kill

3 4

  Similar games appear in many films, including Die 
Hard,  Crimson Tide,  and The Maltese Falcon.

a.  Draw the game tree.  Who moves first?

b.  What is the equilibrium?

c.  Does the safes owner believe the thugs threat?

d.  Does the safes owner open the safe?

3.  De te rring entry 

 3.1  A gas station at a rest stop along the highway can 
pay the owner of the rest stop $40,000 to prevent 
a second station from opening.  Without entry, the 
incumbent gas  stations  profit is  i = +100,000.  
With entry, its duopoly profit would be $45,000 and 
the entrant would earn a profit of $30,000.  Will the 
incumbent pay for exclusivity?  Will entry occur? 
Use a game-tree diagram to answer these questions.

 3.2 The Mini-Case, Pay-for-Delay Agreements states 
that some incumbent producers of drugs with expir-
ing patents  paid potential generic  producers  to 
delay entry into the market.  Why were incumbents 
willing to offer enough to potential entrants to make 
them delay entry? How will the 2013 Supreme Court 
decision allowing possible legal action against the 
companies affect this calculation?  (Hint:  The deci-
sion creates a potential financial liability.)

 3.3 The more an incumbent firm produces in the first 
period, the lower its marginal cost is in the second 
period.  If a  potential rival expects the incumbent 
to produce a large quantity in the second period, it 
does not enter.  Draw a game tree to illustrate why an 

incumbent would produce more in the first period 
than the single-period profit-maximizing level.  Now 
change the payoffs in the tree to show a situation in 
which the firm does not increase production in the 
first period.

 *3.4 An incumbent can commit to  producing a  large 
quantity of output before the potential rival decides 
whether to enter.  The incumbent chooses whether 
to commit to produce a small quantity, qi,  or a large 
quantity.  The rival then decides whether to enter.  
If the incumbent commits to the small output level 
and the rival does not enter, the rival makes $0 and 
the incumbent makes $900.  If it does enter, the rival 
makes $125 and the incumbent earns $450.  If the 
incumbent commits to producing the large quantity, 
and the potential rival stays out of the market, the 
potential rival makes $0 and the incumbent makes 
$800.  If the rival enters, it loses $20, and the incum-
bent earns only $400.  Show the game tree.  What is 
the subgame-perfect Nash equilibrium? (Hint:  See 
Q&A 13.2.)

 *3.5 Xavier and Ying are partners in a  course project.  
Xavier is the project leader and is the first to decide 
how many hours,  x,  to put into the project.  After 
observing the amount of time that Xavier contrib-
utes, Ying decides how many hours, y, to devote.  The 
mark obtained by the project is 10(x + y)0.5.  Yings 
utility function is U = 10(x + y)0.5 - y.  How many 
hours does Ying work if Xavier works 15 hours? If 
Xavier does not want Ying to work on the project at 
all, how many hours should he work? C

 3.6 Walmart has a reputation for using a variety of legal 
means to prevent unionization of its employees by 
frustrating union organizers (Lichtenstein,  2008).  
Why would it make sense for Walmart to  spend 
more trying to deter unionization at a given store 
than it would save by preventing unionization at 
that one store?  (Hint:  Walmart has thousands of 
stores in the United States alone and thousands more 
in other countries.  Would the theory of repeated 
games apply?)

4.  Cost and Innovation Strate gie s 

 4.1  A monopoly manufacturing plant currently uses 
many workers to  pack its  product into boxes.  It 
believes that by investing in installing and custom-
izing robotic  arms it can hire fewer workers and 
lower its  marginal cost of production.  But given 
the demand curve it faces,  the firm does not sell 
enough units so that its lower production costs off-
set its investment cost.  Suppose the incumbent does 
not invest.  If its rival does not enter, it earns $0 and 
the incumbent earns $900.  If the rival enters, it earns 
$300 and the incumbent earns $400.  Now suppose 
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that the incumbent does invest.  If the rival does not 
enter, it earns $0 and the incumbent earns $500.  If 
the rival enters, the rival loses $36 and the incum-
bent makes $132.  Show the game tree.  Should the 
monopoly invest?

 *4.2 Before  entry,  the  incumbent earns a  monopoly 
profit of m = +10  (million) .  If entry occurs,  the 
incumbent and rival each earn the duopoly profit, 

d = +3.  Suppose that the incumbent can induce the 
government to require all firms to install pollution-
control devices that cost each firm $4.  Show the 
game tree.  Should the incumbent urge the govern-
ment to require pollution-control devices? Why or 
why not?

 4.3 Use a game tree to illustrate why an aircraft manu-
facturer may price below the current marginal cost 
in the short run if it has a steep learning curve.  (Hint:  
Show that learning by doing lowers its cost in the 
second period.)

 4.4 In Q&A 13.3, suppose that A = 12 but that profits 
under the current wage and high output are 14 for 
Firm 1  and 11  for Firm 2.  Which wage would Firm 1  
choose?

5.  Disadvantage s of Moving First 

 5.1  In the VenezuelaExxonMobil Holdup Problem in 
Figure 13.5, suppose that the parties could initially 
agree to a binding contract that Venezuela would 
pay ExxonMobil x  dollars if it nationalizes the oil 
fields.  How large does x  have to be for ExxonMobil 
to invest in Venezuela?

 *5.2 Ford invites  Clarion to set up  a  plant at Fords 
industrial complex in Brazil,  where Clarion will 
build navigation systems for installation in the Ford 
cars produced there.  If Clarion builds the plant, it 
would have no buyers for the plants output except 
Ford.  If Clarion does not build the plant,  neither 
firm benefits.  If Clarion does build the plant, Ford 
considers paying three possible prices for the sys-
tems:  p1 6 p2 6 p3.  Price p1  is below Clarions aver-
age variable cost, which implies that Clarion would 
produce nothing.  Therefore, Clarion would be out 
of pocket for the cost of the plant, 100 (million), and 
Ford would get nothing.  If Ford pays price p2,  Clar-
ion would more than cover its variable costs but still 
lose 90 and Ford would gain 140.  At price p3,  both 
firms would gain 25.  Draw the game tree.  What is 
the subgame-perfect Nash equilibrium? Specify a 
contract that would solve the potential holdup prob-
lem.  Illustrate your solution in a new game tree and 
explain why it works.

 5.3 Show a game tree where the firm that moves second 
has a higher profit than the one that moves first in 
the subgame-perfect Nash equilibrium.

 5.4 List at least two major advantages and two major 
disadvantages of being the first firm in a new prod-
uct class.  (Hint:  See the Mini-Case Advantages and 
Disadvantages of Moving First.)

6.  Be havioral Game  The ory 

 6.1  Draw a game tree that represents the ultimatum 
game in which the proposer is  a  first mover who 
decides how much to  offer a  responder and the 
responder then decides to accept or reject the offer.  
The total amount available is  $50  if the players 
reach agreement, but both players get nothing if the 
responder rejects the offer.  The proposer is allowed 
to make an offer of $5,  $15, $25, $35, or $45.  What 
is  the subgame-perfect Nash equilibrium? What 
would you expect to happen in practice?

 6.2 A prisoners  dilemma game is  played for a  fixed 
number of periods.  The fully rational solution is for 
each player to defect in each period.  However, in 
experiments with students,  players often cooper-
ate for a significant number of periods if the total 
number of repetitions is fairly large (such as 10 or 
15  periods).  Why? (Hint:  Consider reciprocity and 
players  limited reasoning ability.)

 *6.3 A new government lottery has been announced.  
Each person who buys a ticket submits an integer 
number between 0 and 100.  The winner is the per-
son whose submission is closest to two-thirds of the 
average of all submissions.  If ties occur,  the win-
ners share the prize.  If Chloe expects other players 
to select numbers randomly, what number should 
she choose? If you expect all other players to exhibit 
the same depth of reasoning as Chloe, what number 
would you choose?

 6.4 A familiar adage is  that it is  important to  never 
underestimate a  rival.  Do the games described 
in the section Behavioral Game Theory suggest 
that it is also important not to overestimate rivals?  
Explain.

 6.5 Based on the  Managerial  Implication,  Taking 
Advantage of Limited Strategic Thinking,  can a 
manager ever go wrong by assuming that custom-
ers are fully rational?

7.  Manage rial  Problem 

 7.1  In the game between Intel and AMD in the Manage-
rial Solution, suppose that each firm earns a profit 
of 9  if both firms advertise.  Use a game tree to deter-
mine the new subgame-perfect Nash equilibrium 
outcome.

 7.2 What are the Nash equilibria if both Intel and AMD 
act simultaneously in the game in the Managerial 
Solution?
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8.  MyEconLab Spreadsheet Exercises1 6

 8.1  Outreach Explorations and Summit Adventures 
are the only two vacation adventure companies 
operating in a national park.  The adventure experi-
ences they offer are very similar and they compete 
using their prices.  Each firm can choose a high price 
 (collude)  or a low aggressive price (defect).  The fol-
lowing profit matrix shows the one-period profits 
arising from these actions.

the best response by Outreach)  a Nash equilib-
rium? (Hint:  Create a new block of entries in 
your spreadsheet in which you assume that 
Outreach chooses the best response determined 
in part a.  Enter the profits earned by Summit if 
it uses the tit-for-tat strategy and see if you can 
find a strategy that yields a higher cumulative 
profit for Summit over the 5  periods.)

c.  Is  it a  Nash equilibrium in this game if each 
firm defects every period? Would your answer 
change if the game was repeated indefinitely 
instead of lasting only 5  periods.

 8.2 The local cement market is  a  duopoly with City 
Cement and Mountain Cement producing quantities 
qc  and qm.  Cement is a homogeneous product with 
the inverse demand function p = 20 - Q,  where 
Q = qc + qm.  Each firm has a  marginal cost of $4 
and a fixed cost of $6.  City Cement is a Stackelberg 
leader that sets output first.  Mountain Cement acts 
as a follower.  Mountains best response to any out-
put of Citys is qm = 8 - qc/2.

a.  Create  a  spreadsheet  with columns  for 
qc,  qm, Q, p,  and the revenue and profit of each 
firm.  Let qc  take on the values of 0 to 16 in incre-
ments of 2 and use the spreadsheet to determine 
the other values in the table.  Assuming that 
Mountain cannot avoid its fixed costs by shut-
ting down, what output level will City Cement 
choose?

b.  Now use the spreadsheet to  determine the 
monopoly output by setting qm = 0 no matter 
what output City produces.  What is the monop-
oly price and output?  How do these amounts 
compare with the industry price and output for 
the Stackelberg model?

 8.3 Using the same data as in Spreadsheet Exercise 8.1 , 
assume that City Cement is an incumbent monopoly 
and Mountain Cement is  a  potential entrant.  City 
chooses an output level and then Mountain decides 
whether or not to enter the industry.  Mountain can 
avoid paying fixed costs if it decides not to enter.  Cre-
ate a modified version of the spreadsheet used for 
Exercise 8.1  to determine what output City should 
produce now to maximize profit.  Is entry blockaded, 
deterred, or accommodated? (Hint:  Mountain does 
not enter if it will earn a negative profit.  If it does 
not enter, its output is 0.)  How would your answer 
change if fixed costs were 2 instead of 6?

16The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .

Outreach

Summit

9

Collude
1

31

39

6

6

Collude Defect

Defect

  These firms compete with each other for five periods.

a.  Summit follows a tit-for-tat strategy:  It chooses 
the collusive price  in the first period and in 
each later period chooses  whichever action 
(collude or defect)  that Outreach chose in the 
previous period.  Create an Excel spreadsheet 
that shows Outreachs  profit on a  period by 
period basis as follows.  Column A shows the 
time periods.  Enter 1  in cell  A2,  2  in cell  A3 
and so on up to 5  in cell A6.  In cells B1  to  F1  
enter the column titles Strategy 1 ,  .  .  .  ,  Strategy 
5.  In column B,  enter Outreachs  profit each 
period if it chooses  the collusive price  each 
period.  In Column C,  assume that Outreach 
defects  in each period.  In Column D, assume 
that Outreach defects  in the first period then 
plays the collusive price in each subsequent 
period.  In Column E,  assume that Outreach 
colludes for the first 4 periods then defects in 
the last period.  In column F,  assume that Out-
reach plays a  tit-for-tat strategy.  If Outreach 
wants to  maximize its  combined profit over 
all  5  periods,  which of the 5  strategies  is  the 
best response to Summits tit-for-tat strategy? 
Which is  the worst?

b.  Is  the combination of strategies identified in 
part a (the tit-for-tat strategy by Summit and 
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Appendix 1 3A   A Mathematical  Approach to 
Stackelberg Oligopoly

We derive the Stackelberg duopoly equilibrium for a general linear inverse demand 
function, p = a - bQ = a - b(q1 + q2), where the two firms produce identical prod-
ucts,  have identical marginal costs,  m,  and have no fixed costs.  This is  the same 
demand and cost structure as in Appendix 11A for the Cournot model.

Firm 1 , the Stackelberg leader, chooses its output first.  After observing the output 
q1  that the leader chooses, the follower chooses its output q2 using its best-response 
function, which is given by Equation 11A.4 in Appendix 11A for two firms (n = 2):

 q2 =
a - m

2b
-

1

2
 q1.  (13A.1)

How does the leader pick its output level? Firm 1  starts by writing its profit func-
tion by expressing q2 as a function of q1  using Firm 2s best-response function 13A.1 :

1(q1,q2(q1)) = Ja - b  aq1 +
a - m

2b
-

1

2
q1 b - m R q1 = a

a - m - bq1

2
b  q1.  (13A.2)

The leaders first-order condition is derived by setting the derivative of its profit with 
respect to q1  equal to zero:  d 1/dq1 = (a - m - 2bq1)/2 = 0.  Solving this expression 
for q1,  we find that

 q1 =
a - m

2b
.  (13A.3)

Substituting the expression for q1  in Equation 13A.3 into the follower s best-
response function 13A.1  gives us the equilibrium output for the follower:

 q2 =
a - m

4b
.  (13A.4)

Thus, given a linear demand curve and constant marginal cost, the leader produces 
twice as much as the follower.

We can use this analysis to ask what would happen in our airline example if 
American Airlines can act before United Airlines, so that American is a Stackelberg 
leader and United is a Stackelberg follower.  Replacing the parameters in our lin-
ear analysis with the specific values for the airlines, a = 339, b = 1,  and m = 147, 
we find that Americans output is q1 = (339 - 147)/2 = 96, and Uniteds output is 
q2 = (339 - 147)/4 = 48.  These are the equilibrium values in Figure 13.1 .
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In  America anyone can  be  president.  Thats one  of the  risks you take.

Adlai Stevenson

Lea rn i n g  Ob jec t i ve s

1 .  Show how to assess the degree of risk and l ikely profit from a  risky undertaking.

2.  Discuss how attitudes toward risk affect choice under uncertainty.

3.  Describe actions that decision makers can take to reduce their risk.

4.  Analyze whether to invest in  uncertain  situations.

5.  Take account of psychological  factors in  analyzing decision making under uncertainty.

Managerial  Decision 
Making Under 
Uncertainty

1 4

On April  20,  201 0,  in  the Gulf of Mexico,  a  massive explosion occurred  on the Trans-

ocean Deepwater Horizon  oil  rig,  which  was leased  by the oil  company BP.  The 

explosion itself kil led  1 1  workers and seriously injured 1 7 others.  In  addition,  many of 

the 90,000 workers who participated in  the cleanup suffered significant health  prob-

lems from exposure to various toxins.  Safeguards to automatically cap the oil  well  

in  case of an  accident did  not work as expected.  Consequently,  a  massive spil l  of 

roughly 200 mil l ion gallons of oil  polluted the 

Gulf of Mexico before the wel l  was final ly 

capped.  This  catastrophic oil  spil l  infl icted 

g igantic  costs  for cleaning  up Louisiana 

and  other Gulf states and  imposed  very 

large losses on  the Gulf fishing and  tourism 

industries.

A bad  outcome does not necessari ly 

imply that bad  decisions were made.  BP 

could  have taken  reasonable safety pre-

cautions and  merely been  unlucky.  How-

ever,  government agencies  concluded 

that the explosion  and  the resulting  mas-

sive oil  leak were largely due to a  failure on  

the part of BP and its subcontractors to take 

BPs Risk and 

 Limited Liability

Manager ia l  
P rob l em
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L
ife is full of uncertainty.  Will you get a good summer job? Will you be in a car 
accident?  Will the shares of stock youve bought increase in value?  Will you 
avoid earthquakes and floods? Managers in all types of business confront a wide 

variety of risks, including the danger of fire and theft, exchange rate fluctuations, 
economic downturns, and adverse scientific findings about their products.  Some 
managers dread having to make risky decisions, because if the outcome is bad, they 
may be fired or have their pay cut.

In this chapter, we extend our analyses of decision making by individuals and 
firms to include uncertainty.  We look at how uncertainty affects consumption deci-
sions made by individuals and business decisions made by firms.

When making decisions about investments and other matters, consumers and 
managers consider the possible outcomes  under various circumstances, or states  of 
nature.  For example, a government regulatory authority may approve or reject a 
pharmaceutical firms new drug, so the two states of nature are approve  or reject.  

1According to a New York Times  column, years before its Deepwater Horizon rig blew, BP was devel-
oping a reputation as an oil company that took safety risks to save money.  Politicians and regulators 
pointed to a 2005 Texas refinery explosion that killed 15 workers and a corroded pipeline in Alaska 
that poured oil into Prudhoe Bay in 2006.  Congressman Joe Barton chastised BP managers for their 
seeming indifference to safety and environmental issues.

appropriate safety and other precautions.1  In  201 2,  BP pled guilty to 1 1  counts of 

seaman s manslaughter and was fined a  record  $4 bil l ion  in  penalties.  In  addition,  

BP was l iable for much more due to cleanup costs,  civil  lawsuits,  and  other fines 

and  penalties.

BP managers may have acted as they did  for two possible reasons.  First,  they 

may have ignored or underestimated the chance of these expensive calamities,  

improperly reasoning that such major disasters had not happened to them before 

and  would  therefore never happen in  the future (or at least that the chances were 

miniscule) .

Second,  they may have assumed that they would  not bear the ful l  costs of the 

catastrophe even if it did  occur because governments would  either partial ly bail  

them out or the courts would  l imit their l iabil ity.  They had good reason for making 

this assumption.  In  1 990,  Congress passed a  law that l imited l iabil ity beyond cleanup 

costs at $75 mil l ion  for a  rig  spil l ,  a  tiny fraction of the harm in  this case.

In  the face of international  condemnation for the massive Gulf spil l ,  BP agreed to 

waive this cap.  In  201 5,  BP struck an agreement to pay $20.8 bil l ion  to settle dam-

ages with  Gulf Coast states and the federal  government.  That brought its total  costs 

to at least $56 bil l ion747 times larger than $75 mil l ion.  These losses are substantial  

compared to its  shareholders  equity of $1 06 bil l ion  in  201 5.

BP made a  calculated choice about the risk of a  catastrophic oil  spil l,  presumably 

taking the $75 mil l ion  cap on l iabil ity into account in  making their decisions.  How 

does a  cap on l iabil ity affect a  firm s wil l ingness to make a  risky investment or to 

invest less than the optimal  amount in  safety?  How does a  cap affect the amount 

of risk that the firm and others in  society bear?  How does a  cap affect the amount 

of insurance against the costs of an oil  spil l  that a  firm buys?
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Associated with each of these states of nature is an outcome:  The value of the phar-
maceutical firms stock will be $100 per share if the drug is approved and only $75 
if the drug is rejected.

Although we cannot know with certainty what the future outcome will be, we 
may know which outcomes are more likely.  Often we can quantify an uncertain 
 situationone in which no single outcome is certain to occurbecause we can assign 
a probability to each possible outcome.  For example, if we toss a coin, we can assign a 
probability of 50% to each of the two possible outcomes:  heads or tails.  Some people 
refer to quantifiable uncertainty as risk.  However, many people do not  distinguish 
between the terms risk  and uncertainty.  Henceforth, we use these terms interchange-
ably.  All of the examples in this chapter concern quantifiable uncertainty.2

Consumers and firms modify their decisions about consumption and investment 
as the degree of risk varies.  Indeed, most people are willing to spend money to 
reduce risk by buying insurance or taking preventive measures.  Moreover, most 
people will choose a riskier investment over a less risky one only if they expect a 
higher return from the riskier investment.

In  this chapte r,  

we  e xamine  five  

main topics

Main  top ic s
1 .  asse ssing  Risk:  Probabil ity,  expected  va lue,  and  variance are  used  to 

assess  the degree of risk and  the l ikely profit  from a  risky undertaking.

2.  attitude s  toward  Risk:  Whether managers  or consumers  choose  a  risky 

option  over a  nonrisky a lternative depends on  their attitudes toward  risk 

and  on  the expected  payoffs  of each  option.

3.  Re ducing  Risk:  People  try to  reduce their overa l l  risk by choosing  sa fe 

rather than  risky options,  taking  actions  to  reduce the  l ikel ihood  of bad 

outcomes,  obta in ing  insurance,  pool ing  risks  by combining  offsetting  risks,  

and  in  other ways.

4.  Inve sting Unde r Unce rtainty:  Whether people make an  investment depends 

on  the riskiness of the payoff,  the expected  return,  attitudes toward  risk,  the 

interest rate,  and  whether it  is  profitable to  a lter the l ikel ihood  of a  good 

outcome.

5.  Be havioral economics and Unce rtainty:  Because some people do not choose 

among risky options in  the way that traditional  economic theory predicts,  

good managers use models that incorporate psychological  factors.

2Uncertainty is unquantifiable when we do not know enough to assign meaningful probabilities to 
different outcomes or if we do not even know what the possible outcomes are.  If asked Who will 
be the U.S.  President in 10 years? most of us do not even know the likely contenders, let alone 
the probabilities.

1 4.1  asse ssing Risk
Gregg, a promoter, is considering whether to schedule an outdoor concert on July 
4th.  Booking the concert is a gamble:  He stands to make a tidy profit if the weather 
is good, but hell lose a substantial amount if it rains.

To analyze this decision Gregg needs a way to describe and quantify risk.  A par-
ticular eventsuch as  holding an outdoor concerthas a  number of possible 
 outcomeshere, either it rains or it does not rain.  When deciding whether to schedule 
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474 ChaPteR 1 4   Managerial  Decision Making Under Uncertainty

the concert, Gregg quantifies how risky each outcome is using a probability  and then 
uses these probabilities to determine what he can expect to earn.

Probability
A probability  is  a number between 0 and 1  that indicates the likelihood that a par-
ticular outcome will occur.  If an outcome cannot occur, it has a probability of 0.  
If the outcome is sure to happen, it has a probability of 1 .  If it rains one time in four 
on July 4th, the probability of rain is 14  or 25%.

These weather outcomes are mutually exclusive.  Only one of these outcomes can 
occur:  Either it rains or it does not rain.  This list of outcomes is also exhaustive,  as 
no other outcomes are possible.  If outcomes are mutually exclusive and exhaustive, 
exactly one of these outcomes will occur, and the probabilities must add up to 100%.

How can Gregg estimate the probability of rain on July 4th?  Usually the best 
approach is to use the frequency, which tells us how often an uncertain event occurred 
in the past.  Otherwise, one has to use a subjective probability,  which is an estimate 
of the probability that may be based on other information, such as informal best 
guesses of experienced weather forecasters.

Fre que ncy.  The probability is  the actual chance that an outcome will occur.  
 Managers do not know the true probability so they have to estimate it.  Because Gregg 
(or the weather department)  knows how often it rained on July 4th over many years, 
he can use that information to estimate the probability that it will rain this year.  He 
calculates  (theta), the frequency that it rained, by dividing n,  the number of years 
that it rained on July 4th, by N,  the total number of years for which he has data:

 =

n

N
.  

Gregg then uses ,  the frequency, as his estimate of the true probability that it will 
rain this year.

Subje ctive  Probability.  Unfortunately, often we lack a history of repeated 
events  that allows us  to  calculate  frequencies.  For example,  the  disastrous 
 magnitude-9 earthquake that struck Japan in 2011, with an accompanying tsunami 
and nuclear reactor crisis, was unprecedented in modern history.

Where events occur very infrequently, we cannot use a frequency calculation to 
predict a probability.  We use whatever information we have to form a subjective prob-
ability,  which is a best estimate of the likelihood that the outcome will occurthat 
is, our best, informed guess.

The subjective probability can combine frequencies  and all  other available 
 informationeven information that is not based on scientific observation.  If Gregg 
is planning a concert months in advance, his best estimate of the probability of rain 
is based on the frequency of rain in the past.  However, as the event approaches, a 
weather forecaster can give him a better estimate that takes into account atmospheric 
conditions and other information in addition to the historical frequency.  Because the 
forecaster s probability estimate uses personal judgment in addition to an observed 
frequency, it is a subjective probability.

Probability Distributions.  A probability distribution  relates the probability of 
occurrence to each possible outcome.  Panel a  of Figure 14.1  shows a probability 
distribution over five possible outcomes:  zero to four days of rain per month in a 
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4751 4.1  Assessing Risk

relatively dry city.  The probability that it rains no days during the month is 10%, as is 
the probability of exactly four days of rain.  The chance of two rainy days is 40%, and 
the chance of one or three rainy days is 20% each.  The probability that it rains five 
or more days in a month is 0%.  These weather outcomes are mutually exclusive and 
exhaustive, so exactly one of these outcomes will occur, and the probabilities must 
add up to 100%.  For simplicity in the following examples, we concentrate mainly on 
situations with only two possible outcomes.

expecte d Value
One of the  common  denominators I  have found is  that expectations rise  above that 

which  is  expected.  George W.  Bush

Greggs earnings from his outdoor concert will depend on the weather.  If it doesnt 
rain, his profit or value from the concert is V = 15 (+15,000).  If it rains, hell have 
to cancel the concert and he will lose the money, V = -5 (+5,000),  that he must pay 
the band.  Although Gregg does not know what the weather will be with certainty, 
he knows that the weather department forecasts a 50% chance of rain.

Gregg may use the mean  or the average  of the values from both outcomes as a 
summary statistic of the likely payoff from booking this concert.  The amount Gregg 
expects to earn is called his expected value  (here,  his expected profit) .  The expected 
value, EV, is the weighted average of the values of the outcomes, where each possible 

F I gU Re  1 4 . 1  Probability Distributions

The probabil ity d istribution  shows the probabil ity 
of occurrence for each of the mutually exclusive 
outcomes.  Panel  a  shows five possible mutual ly 
exclusive outcomes.  The probabil ity that it  ra ins 
exactly two days per month  is  40%.  The probabil ity 
that it rains more than four days per month  is  0%.  

The probabil ity distributions in  panels a  and b have 
the same expected value or mean.  The variance 
is  smaller in  panel  b,  where the probabil ity distribu-
tion is more concentrated around the mean than 
the distribution in  panel  a.

P
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b
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3The expectation operator, E, tells us to take the weighted average of all possible values, where the 
weights are the probabilities that a particular value will be observed.  With n  possible outcomes, 
the value of outcome i  is  Vi,  and the probability of that outcome is Pri,  then the expected value is 
EV = Pr1V1 + Pr2V2 + g +  PrnVn.

outcome is weighted by its probability.  That is, the expected value is the sum of the 
product of the probability and the value of each outcome:3

  EV = [Pr(no rain) * Value(no rain)] + [Pr(rain) * Value(rain)]  

  = 3
1
2 * 15 4 + 3

1
2 * (-5) 4 = 5,  

where Pr  is  the probability of an outcome, so Pr(rain)  is the probability that rain 
occurs.

The expected value is the amount Gregg would earn on average if the event were 
repeated many times.  If he puts on such concerts on the same date over many years 
and the weather follows historical patterns, he will earn 15 at half of the concerts 
(those without rain), and he will get soaked for -5 at the other half of the concerts, 
when it rains.  Thus, hell earn an average of 5  per concert over a long period of time.

4We can derive this  answer directly.  Perfect weather information is  valuable to  Gregg because 
he can avoid hiring the  band when it rains.  (The information has  no  value if it has  no  use. )  
The value of this  information is  his  expected savings from not hiring the band when it rains:  
1
2 * 5 = 2.50.

Q&a  1 4 . 1
Suppose that Gregg is able to obtain perfect information so that he can accurately 
predict whether it will rain far enough before the concert that he could book the 
band only if needed.  How much would he expect to earn, knowing that he will 
eventually have this perfect information? How much does he gain by having this 
perfect information?

answe r

1.  Determine how much Gregg would earn if he had perfect information  in  each state 
of nature.  If Gregg knew with certainty that it would rain at the time of the 
concert,  he would not book the band, so he would make no loss or profit:  
V = 0.  If Gregg knew that it would not rain, he would hold the concert and 
make 15.

2.  Determine how much Gregg would expect to earn before he learns with certainty what 
the weather will be.  Gregg knows that hell make 15 with a 50% probability 1 = 1

2 2  
and 0 with a 50% probability, so his expected value, given that hell receive 
perfect information in time to act on it,  is

1
1
2 * 15 2 + 1

1
2 * 0 2 = 7.5.

3.  Calculate his gain from perfect information as the difference between his expected earn-
ings with perfect information and his  expected earnings with imperfect information.  
Greggs gain from perfect information is the difference between the expected 
earnings with perfect information, 7.5, and the expected earnings without per-
fect information, 5.  Thus, Gregg expects to earn 2.50 (=  7.50 - 5)  more with 
perfect information than with imperfect information.4
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4771 4.1  Assessing Risk

Variance and Standard Deviation

From the expected value, Gregg knows how much he is likely to earn on average if 
he books many similar concerts.  However, he cannot tell from the expected value 
how risky the concert is.

If Greggs earnings are the same whether it rains or not, he faces no risk and the 
actual return he receives is the expected value.  If the possible outcomes differ from 
one another, he faces risk.

We can measure the risk Gregg faces in various ways.  The most common approach 
is to use a measure based on how much the values of the possible outcomes differ 
from the expected value, EV.  If it does not rain, the difference  between Greggs actual 
earnings, 15,  and his expected earnings, 5,  is  10.  The difference if it does rain is 
-5 - 5 = -10.  It is convenient to combine the two differencesone difference for 
each state of nature (possible outcome)into a single measure of risk.

One such measure of risk is the variance,  which measures the spread of the prob-
ability distribution.  For example, the probability distributions in the two panels in 
Figure 14.1  have the same mean (two days of rain)  but different variances.  The vari-
ance in panel a, where the probability distribution ranges from zero to four days of 
rain per month, is greater than the variance in panel b, where the probability distri-
bution ranges from one to three days of rain per month.

Formally, the variance is the probability-weighted average of the squares of the 
differences between the observed outcome and the expected value.5 The variance of 
the value Gregg obtains from the outdoor concert is

 Variance = [Pr(no rain) * (Value(no rain) - EV)2]

+ [Pr(rain) * (Value(rain) - EV)2]

 = 3
1
2 * (15 - 5)2 4 + 3

1
2 * (-5 - 5)2 4

 = 3
1
2 * (10)2 4 + 3

1
2 * (-10)2 4 = 100.

Table 14.1  shows how to calculate the variance of the profit from this concert step 
by step.  The first column lists the two outcomes:  rain and no rain.  The next column 
gives the probability that each outcome will occur.  The third column shows the value 
or profit of each outcome.  The next column calculates the difference between the 
values in the third column and the expected value, EV = 5.  The following column 
squares these differences, and the last column multiplies these squared differences 
by the probabilities in the second column.  The sum of these probability-weighted 
differences, 100, is the variance.

Instead of describing risk using the variance, economists and businesspeople 
often report the standard deviation ,  which is  the square root of the variance.  The 
usual symbol for the standard deviation is   (sigma),  so the symbol for variance 
is  2.  For the outdoor concert,  the variance is  2

= 100 and the standard deviation 
is = 10.

5If there are n  possible outcomes, the value of outcome i  is  Vi,  the probability of that outcome is Pri,  
and the expected value is EV,  then the variance is

Pr1(V1 - EV)2 + Pr2(V2 - EV)2 + g +  Prn(Vn - EV)2.

The variance puts more weight on large deviations from the expected value than it does on smaller 
ones.
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1 4.2 attitude s toward Risk

Given the risks Gregg faces if he schedules a concert, will Gregg stage the concert?  
To answer this question, we need to know Greggs attitude toward risk.

expecte d Utility
If Gregg did not care about risk,  then he would promote 
either an indoor or an outdoor concert based on which 
option had a higher expected value (profit)  regardless of any 
difference in risk.  However, like most people,  Gregg cares 
about risk as  well as  expected value.  Indeed, most people 
are risk aversethey dislike risk.  They will choose a riskier 
option over a less risky option only if the expected value of 
the riskier option is  sufficiently higher than that of the less 
risky one.

We need a formal means to judge the trade-off between 
expected value and riskto determine if the expected value 
of the  riskier option is  sufficiently higher to  justify the 
greater risk.  The most commonly used method is to extend 
the model of utility maximization.  In Chapter 4,  we noted 
that one can describe an individuals preferences over vari-
ous bundles of goods by using a utility function.  John von 
Neumann and Oskar Morgenstern (1944)  extended the stan-
dard utility-maximizing model to include risk.This approach 
can be used to show how peoples taste for risk affects their 
career choices,  the types of contracts  to  accept,  where to 
build plants,  whether to buy insurance,  and which stocks 
to buy.

In this  reformulation,  we  assume that the  individ-
ual knows the  value of each possible  outcome and the 

Making managerial decisions in the presence of uncertainty is  challenging.  
Managers can make better decisions by listing the possible outcomes, assigning 
probabilities to each, and calculating expected values and variances that serve as 
summary measures of the uncertainty they face.  They can use these measures to 
evaluate the profit potential of risky investments and to determine the degree of 
risk arising from such investments.

Summarizing Risk

Manag e r ial 
I mp l i cation

Outcome Probability Value Deviation  Value 5 Deviation2 Deviation2 : Probability

No rain 1
2

15 10 100 50

Rain 1
2

-5 -10 100 50

Variance 100

Standard Deviation 10

taB Le  1 4 . 1  Variance  and Standard De viation:  Measure s of Risk

Note:  Deviation = Value - EV.
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probability that each will  occur.  A rational person maximizes  expected utility. 6 
Expected utility is  the probability-weighted average of the utility from each pos-
sible  outcome.  For example,  Greggs  expected utility,  EU,  from promoting the 
outdoor concert is

 EU = [Pr(no rain) * U(Value(no rain))] + [Pr(rain) * U(Value(rain))]

 = 3
1
2 * U(15) 4 + 3

1
2 * U(-5) 4 ,

where his utility function, U,  is a function of his earnings.  For example, U(15)  is the 
amount of utility Gregg gets from earnings or wealth of 15.7

In short,  the expected utility calculation is similar to the expected value calcula-
tion.  Both are weighted averages in which the weights are the probabilities that 
correspond to the various possible outcomes.  The mathematical difference is  that 
the expected value is  the probability-weighted average of the monetary value, 
whereas the expected utility is  the probability-weighted average of the utility from 
the monetary value.  The key economic difference is  that the expected utility cap-
tures the trade-off between risk and value, whereas the expected value considers 
only value.

If we know how an individuals utility increases with wealth, we can determine 
how that person reacts to risky situations.  We refer to a risky situation as a bet.  Thus, 
for example, if Gregg schedules his concert outdoors, he is betting that it will not 
rain.  We can classify people based on their willingness to make a fair bet:  a bet with 
an expected value of zero.  An example of a fair bet is one in which you pay a dollar 
if a flipped coin comes up heads and receive a dollar if it comes up tails.  Because 
you expect to win half the time and lose half the time, the expected value of this bet 
is zero:

 3
1
2 * (-1) 4 + 3

1
2 * 1 4 = 0.  

In contrast, a bet in which you pay $2 if you lose the coin flip and receive $4 if you 
win is an unfair bet that favors you, with an expected value of

 3
1
2 * (-2) 4 + 3

1
2 * 4 4 = 1 .  

Someone who is  unwilling to make a fair bet is risk averse .  A person who is 
indifferent about making a fair bet is risk neutral.  A person who is risk preferring  
is always willing to make a fair bet.8

Risk aversion

We can use our expected utility model to examine how Irma, who is risk averse, 
makes a choice under uncertainty.  Figure 14.2 shows Irmas utility function.  The 
utility function is concave to the wealth axis, indicating that Irmas utility rises with 

6This approach to handling choice under uncertainty, often called the expected utility hypothesis,  is 
the most commonly used method.  Schoemaker (1982)  discusses the logic underlying this approach, 
the evidence for it, and several variants.  Machina (1989)  discusses a number of alternative methods.  
Here we treat utility as a  cardinal measure rather than an ordinal measure.
7People have preferences over the goods they consume.  However, for simplicity, well say that a 
person receives utility from earnings or wealth, which can be spent on consumption goods.
8The terms risk loving  and risk seeking  are sometimes used as synonyms for risk preferring.
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wealth but at a diminishing rate.  She has diminishing marginal utility of wealth:  The 
extra pleasure from each extra dollar of wealth is smaller than the extra pleasure from 
the previous dollar.  An individual whose utility function is concave to the wealth 
axis is risk averse.  More precisely, a person with a concave utility function would be 
unwilling to take a fair bet, as we now illustrate.

Unwillingne ss to take  a Fair Be t.  Suppose that Irma has an initial wealth 
of 40  and has two options.  One option is to  do nothing and keep  the 40,  so  that 
her utility is  U(40) = 120  (the height of point d  in Figure 14.2)  with certainty.  Her 
other option is  to  buy a  share (a  unit of stock)  in a  start-up  company.  Her wealth 
will  be  70  if the start-up is  a  big success and 10  otherwise.  Irmas  subjective prob-
ability is  50% that the firm will  be  a  big success.  Her expected value of wealth 
remains

 40 = 1
1
2 * 10 2 + 1

1
2 * 70 2 .  

F I gU Re  1 4 . 2  Risk ave rsion

I n i tia l l y,  I rma  s  wea l th  i s  40,  so  her u ti l i ty i s  
U(40) = 1 20,  at point d.  I f she buys the stock and it s  
worth  70,  her util ity is  U(70) = 1 40 at point c .  I f she 
buys the stock and  it s  worth  only 1 0,  she is  at point 
a ,  where U(1 0) = 70.  I f her subjective probabil ity 
that the stock wil l  be worth  70 is  50%,  her expected 
value of the stock is  40 = (0.5 * 1 0) + (0.5 * 70) .  
Her expected  uti l ity from  buying  the  stock is  
0.5U(1 0) + 0.5U(70) = 1 05,  at point b ,  which is  the 
midpoint of the l ine between the good outcome, 

point c ,  and the bad outcome,  point a .  Thus,  her 
expected util ity from buying the stock,  1 05,  is  less 
than  her uti l ity from having  a  certa in  wealth  of 
40,  U(40) = 1 20,  so she does not buy the stock.  In  
contrast,  if  I rma s  subjective probabil ity that the 
stock wil l  be worth  70 is  90%,  her expected  util ity 
from buying the stock is 0.1 U(1 0) + 0.9U(70) = 1 33,  
point f,  which is  more than her util ity with  a  certain  
wealth  of 40,  U(40) = 1 20,  at d,  so  she buys the 
stock.

MyEconLab Video
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Thus, buying the stock is a fair bet because she has the same expected wealth whether 
she purchases the stock or not.

If Irma were risk neutral so that she only cared about her expected value and 
didnt care about risk, she would be indifferent between buying the stock or not.  
However, because Irma is risk averse, she prefers not buying the stock because both 
options have the same expected wealth and buying the stock carries more risk.

We can show that her expected utility is lower if she buys the stock than if she 
does not.  If she buys the stock, her utility if the stock does well is U(70) = 140, at 
point c.  If it doesnt do well, her utility is U(10) = 70, at point a.  Thus, her expected 
utility from buying the stock is

 3
1
2 * U(10) 4 + 3

1
2 * U(70) 4 = 3

1
2 * 70 4 + 3

1
2 * 140 4 = 105.  

Her expected utility is the height of point b,  which is the midpoint of a line between 
points a  and c.  Because Irmas utility function is concave, her utility from certain 
wealth, 120 at point d,  is greater than her expected utility from the risky activity, 105 
at point b.  As a result, she does not buy the stock.  Buying the stock, which is a fair 
bet, increases the risk she faces without changing her expected wealth.  Thus, Irma, 
because her utility function is concave, prefers not to take a fair bet and is therefore 
risk averse.  A person whose utility function is  concave picks the less  risky choice if both 
choices have the same expected value.

A risk-averse person chooses a riskier option only if it has a sufficiently higher 
expected value.  Given her wealth of 40, if Irma were much more confident that the 
stock would be valuable, her expected value would rise and shed buy the stock, as 
Q&A 14.2 shows.

Q&a  1 4 . 2
Suppose that Irmas subjective probability is 90% that the stock will be valuable.  
What is her expected wealth if she buys the stock? What is her expected utility? 
Does she buy the stock?

answer

1.  Calculate Irmas expected wealth.  Her expected value or wealth is 10% times her 
wealth if the stock bombs plus 90% times her wealth if the stock does well:

(0.1 * 10) + (0.9 * 70) = 64.

In Figure 14.2, 64 is the distance along the wealth axis corresponding to point f.

2.  Calculate Irmas expected utility.  Her expected utility is the probability-weighted 
average of her utility under the two outcomes:

[0.1 * U(10)] + [0.9 * U(70)] = [0.1 * 70] + [0.9 * 140] = 133.

Her expected utility is the height on the utility axis of point f.  Point f is  nine-
tenths of the distance along the line connecting point a  to point c.

3.  Compare Irmas expected utility to her certain utility if she does not buy the stock.  
Irmas expected utility from buying the stock, 133 (at point f  ) ,  is  greater than 
her certain utility, 120 (at point d), if she does not.  Thus, if Irma is this confident 
that the stock will do well, she buys it.  Although the risk is greater from buying 
than from not buying, her expected wealth is sufficiently higher (64 instead of 
40)  that its worth it to her to take the chance.

MyEconLab Q&A
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Diminishing 

Marginal Utility 

of Wealth

Using  Calculus
Irmas utility from W wealth is U(W).  She has positive marginal utility from extra 
wealth, dU(W)/dW 7 0.  That is, the slope of her utility function is positive.

Because Irmas utility function is concave in Figure 14.2, Irma is risk averse.  
This concavity is also equivalent to saying that her utility increases with wealth 
at a diminishing rate:  d2U(W)/dW2

6 0.  Therefore, if we know an individuals 
utility function, we can infer that person is risk averse if the second derivative of 
the utility function is negative.

the  Risk Premium.  The risk premium  is  the maximum amount that a deci-
sion maker would pay to avoid taking a risk.  Equivalently, the risk premium is the 
minimum extra compensation (premium) that a decision maker would require to 
incur a risk.

We can use Figure 14.2, where Irma owns the stock that has a 50% chance of being 
worth 70 and a 50% chance of being worth 10, to determine Irmas risk premium.  
The risk premium is the difference between her expected wealth from the risky stock 
and the amount of wealth, called the certainty equivalent,  that if held with certainty, 
would yield the same utility to Irma as the risky stock.

Irmas expected wealth from holding the stock is  40,  and the corresponding 
expected utility is 105.  The certainty equivalent income is 26, because Irmas utility 
is 105 if she has 26 with certainty:  U(26) = 105, which is the same as her expected 
utility from owning the stock.  Thus, she would be indifferent between keeping the 
stock or selling it for a price of 26.  Thus her risk premium, the difference between the 
expected value of the uncertain prospect and the certainty equivalent, is 40-26 = 14,  
as the figure shows.

Min i - Case The value of most stocks is  more variable over time than are bonds.  Because 
stocks are riskier than bonds, for both to sell in the market to risk-averse inves-
tors, the anticipated rates of return on investing in stocks must exceed those on 
bonds over the period that the investor plans to hold these investments.  This 
greater return is an investor s risk premium for stocks.

For example, a U.S.  government bond is essentially free of any risk that the 
U.S.  government will default.  As Figure 14.2 illustrates, an investor will buy a 
stock only if it provides a risk premium over a risk-free U.S.  government bond.  
That is,  the investor buys the stock only if the expected return on the stock 
exceeds the rate of return on the bond.

In 2014, the stocks in the Standard and Poor s index of 500 leading stocks, 
the S&P 500, had a return of 13.5%, which exceeded the 10.8% return on 10-year 
U.S.  treasury bonds.  However, stocks do not always outperform safe govern-
ment bonds.  In certain years,  such as  2008 and 2011 ,  stocks have performed 
worse than bonds.

Nonetheless, stocks have had a higher rate of return over longer periods.  For 
the 50-year period 19652014, the average annual return was 11 .2% for S&P 500 
stocks and 7.1% on long-term bonds.

Stocks  Risk 

Premium
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Risk Ne utrality
Someone who is risk neutral is indifferent about taking a fair bet.  Such a person has 
a constant marginal utility of wealth:  Each extra dollar of wealth raises utility by the 
same amount as the previous dollar.  With a constant marginal utility of wealth, the 
utility function is a straight line in a graph of utility against wealth.  Consequently, a 
risk-neutral persons utility depends only on wealth and not on risk.

Suppose that Irma is risk neutral and has the straight-line utility function in panel 
a of Figure 14.3.  As before, she must either buy a stock at a price of 40 or keep the 40 
dollars.  She is indifferent between the two alternatives if her subjective probability 
that the stock will do well is 50%.  Her expected utility from buying the stock is the 
average of her utility at point a  (where her wealth is 10)  and c  (where her wealth is 70):

 3
1
2 * U(10) 4 + 3

1
2 * U(70) 4 = 3

1
2 * 70 4 + 3

1
2 * 140 4 = 105.  

This expected utility of 105 from buying the stock exactly equals the utility she 
obtains from retaining certain wealth of 40, which is also 105 as shown by point b.  We 
know that U(40) = 105 because Irmas utility function is the straight line that goes 
through points a  and c,  and point b  is  halfway between those two points.  Therefore 
U(40)  must be the average of U(70)  and U(10).

F I gU Re  1 4 . 3  Risk Ne utrality and Risk Pre fe re nce

(a)  I f the plot of I rma s util ity function  is  a  straight 
l ine,  she is risk neutral  and is indifferent as to whether 
or not to make a  fair bet.  Her expected util ity from 
buying the stock,  1 05 at b ,  is  the same as from a  
certain  wealth  of 40 at b.

(b)  I f the plot of I rma s util ity function is  convex to 
the horizontal  axis,  I rma  has increasing  marginal  
util ity of wealth  and is  risk preferring.  She buys the 
stock because her expected  util ity from buying 
the stock,  1 05 at b ,  is  h igher than her util ity from a  
 certain  wealth  of 40,  82 at d.

U
ti
lit
y,
 U

Wealth,  $1 0 40 70

a

b

U(Wealth)

(a)  Risk-Neutral  Individual

U(70)  = 1 40

U(1 0)  = 70

0

U(40)  = 1 05

0.5U(70)  =

0.5U(1 0)  +

c

U
ti
lit
y,
 U

Wealth,  $1 0 40 58 70

a

b

d

e

c

U(Wealth)

(b)  Risk-Preferring Individual

U(70)  = 1 40

U(40)  = 82

U(1 0)  = 70

0

0.5U(70)  = 1 05

0.5U(1 0)  +
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Here Irma is  indifferent between buying the stock, which is  risky, and keeping 
a certain wealth of 40, which is not risky.  Because she is  risk neutral she doesnt 
care how much risk she faces.  She cares only about which option has the higher 
expected wealth.  As this  expected wealth is  40  in both cases,  she is  indifferent 
between them.

In general,  a risk-neutral person chooses  the option with the highest expected value,  
because maximizing expected value maximizes utility.  A risk-neutral person chooses the 
riskier option if it has even a slightly higher expected value than the less risky option.  
Equivalently, the risk premium for a risk-neutral person is zero.

Risk Pre fe re nce
An individual with an increasing marginal utility of wealth is risk preferring and 
is  happy to take a fair bet.  If Irma has the utility function in panel b  of Figure 14.3, 
she is  risk preferring.  Her expected utility from buying the stock, 105 at b ,  is  higher 
than her certain utility if she does not buy the stock, 82 at d.  Therefore, she buys 
the stock.

A risk-preferring person is willing to pay for the right to make a fair bet (a nega-
tive risk premium).  As the figure shows, Irmas expected utility from buying the 
stock is the same as the utility from a certain wealth of 58.  Given her initial wealth 
of 40, if you offer her the opportunity to buy the stock or offer to give her 18, she is 
indifferent.  With any payment smaller than 18, she prefers to buy the stock.

Min i - Case Most people say that they dont like bearing risk.  Consistent with such state-
ments, most consumers purchase insurance such as car insurance, homeowners 
insurance, medical insurance, and other forms of insurance that reduce the risks 
they face.  But many of these same people gamble.

According to one estimate, global gaming revenues were $91.5 billion in 2015.  
Over half of the countries in the world have lotteries.

Not only do many people gamble, but they also 
make unfair bets, in which the expected value of the 
gamble is  negative.  That is,  if they play the game 
repeatedly, they are likely to lose money in the long 
run.  For example, the British government keeps half 
of the total amount bet on its lottery, and government-
run lotteries in other countries are similar.  Legal gam-
bling casinos have a house edge  that varies from game 
to game.  In U.S.  casinos, the house edge for roulette 
is 5.5%, so players lose 5.5% of all money bet.

According to a Wall Street Journal  study, Internet 
gamblers win money on 30% of the days they play, 
but only 11% of these gamblers were in the black over 
a two-year period.  Of the most frequent 10% of bet-
ters, 95% lost money.  The big winners in Internet gam-
bling are the companies that run the gambling sites.

gambling
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Why do people take unfair bets?  Some people gamble because they are risk 
preferring or because they have a compulsion to gamble.9 However, neither of 
these observations is likely to explain noncompulsive gambling by most peo-
ple who exhibit risk-averse behavior in the other aspects of their lives (such as 
buying insurance).  Risk-averse people may make unfair bets because they get 
pleasure from participating in the game or because they falsely believe that the 
gamble favors them.

The first explanation is that gambling provides entertainment as well as risk.  
Risk-averse people insure their property, such as their homes, because they do 
not want to bear the risk of theft, flooding, and fire.  However, these same people 
may play poker or bet on horse races because they get enough pleasure from 
playing those games to put up with the financial risk and the expected loss.

Many people definitely like games of chance.  One survey found that 65% 
of Americans say that they engage in games of chance even when the games 
involve no money or only trivial sums.  That is, they play because they enjoy the 
games.  The anticipation of possibly winning and the satisfaction and excitement 
arising from a win generate greater benefits than the negative feelings associated 
with a loss.

Instead, or in addition, people may gamble because they make mistakes.10 
Either people do not know the true probabilities or they cannot properly calcu-
late expected values, so they do not realize they are participating in an unfair 
bet.  And some gamblers are simply overconfident:  They overestimate their likeli-
hood of winning.

9Friedman and Savage (1948)  suggest that some gamblers are risk averse with respect to small 
gambles but risk preferring for large ones, such as a lottery.
10Economists, who know how to calculate expected values and derive most of their excitement from 
economic models, are apparently less likely to gamble than other people.  A number of years ago, an 
association of economists met in Reno, Nevada.  Reno hotels charge low room rates on the assump-
tion that theyll make plenty from guests  gambling losses.  However, the economists gambled so 
little that they were asked pointedly not to return.

Risk attitudes of Managers
Some shareholders want managers to  be risk neutral and to maximize expected 
profit.  However, for a variety of reasons, managers may make either risk-averse or 
risk-preferring decisions even if shareholders prefer risk-neutral decisions.

First, managers may act in their own interests.  (See Chapters 7 and 15 for a dis-
cussion of the principal-agent problem.)  If a manager is risk averse when making 
personal decisions, the manager may also avoid risk when making decisions for the 
firm.  For example, if a manager is  worried about being fired if the firm has large 
losses, the manager may act to avoid the possibility of such losses, even if doing so 
lowers the firms expected profit.  That is, the manager is willing for the firm to pay 
a risk premium (reduced expected profit)  to avoid bearing an extreme risk of losing 
a lot of money.  Alternatively, a manager may prefer risk if the manager s compensa-
tion is based on the firms short-run profit and the manager can walk away in the 
event of a very bad outcome.
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It is  also possible that shareholders might want managers to behave in a risk-
averse manner.  For example, if bankruptcy would impose large costs on individual 
shareholders, they might prefer that managers try to avoid the very bad outcome of 
bankruptcy even at the expense of reduced expected profit.

1 4.3 Re ducing Risk
If most accidents occur in  the  home,  why not live  elsewhere?

Risk-averse people want to eliminate or reduce the risks they face.  Risk-neutral peo-
ple avoid unfair bets that are stacked against them, and even risk-preferring people 
avoid very unfair bets.  Individuals can avoid optional risky activities, but often they 
cant escape risk altogether.  Property owners, for instance, know that their property 
may be damaged or stolen.  However, they may be able to reduce the probability that 
bad events (such as earthquakes, tornadoes, fires, floods, and thefts)  happen to them.

The simplest way to avoid risk is to abstain from 
optional risky activities.  No one forces you to bet on 
the lottery, go into a  high-risk occupation, or buy 
stock in a  start-up biotech firm.  If one brand of a 
product you use comes with a warranty and an oth-
erwise comparable brand does not, you lower your 
risk by buying the product with the warranty.

Even when you cant avoid risk altogether,  you 
can take precautions to  reduce the probability of 
bad events or the magnitude of any loss that might 
occur.  For example,  by maintaining your car as  the 
manufacturer recommends,  you reduce the prob-
ability that it will break down.  By locking the door 
to your home,  you lower the chance that someone 
will steal your television.  Installing fire alarms and 
indoor sprinkler  systems lessens  the  likelihood 
that your house will burn down.  By reducing your 
risk,  these actions raise the expected value of your 
asset.

In this section, we look at the three most common ways in which people and 
firms avoid or limit the risks they face:  obtaining information, diversification, and 
insurance.

Obtaining Information
Collecting accurate information before acting is one of the most important ways 
people  can reduce risk and increase  expected  value and expected  utility,  as 
Q&A 14.1  illustrated.  Armed with information, you might avoid a risky choice or 
be able to take actions that reduce the probability of a  disaster or decrease the size 
of the loss.

Before deciding where to locate a new plant, a prudent manager collects infor-
mation about various locations concerning local crime rates, fire risks,  and other 
potential hazards.  Similarly, a bond fund manager tries to determine risk associated 
with various bonds before buying them.
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11The labels in the table are descriptive.  See the companies https://www.moodys.com  and http://
www.standardandpoors.com  for more precise definitions.

Min i - Ca se

Bond Ratings

Investors obtain information about the riskiness of bonds by checking reports on 
their riskiness, such as the Moodys and Standard & Poor s ratings in the table.  
Even though the 20072009 financial crisis cast much doubt on the reliability of 
these ratings, they are still widely used by investors.

These letter-grade ratings reflect whether a bonds issuer has made timely 
payments in the past, whether the issuer is  in danger of becoming bankrupt, 
and other problems.  Investment grade  bonds (Moody Baa through Aaa or Stan-
dard and Poor s BBB-  through AAA) are said to be suitable for purchase by an 
institutional money manager, such as a pension fund manager, who is legally 
obligated to be a prudent investorone who does not take great risks.  Lower-
ranked bonds (Moodys C through Ba and Standard and Poor s D through BB+ )  
are riskier and thus must offer higher rates of return as inducements for people 
to buy them.  The lowest ranked, junk bonds are generally issued by new firms 
that have little or no financial history or by established firms that have had their 
bond ratings downgraded because theyve suffered severe financial problems.

Bond Ratings11

Moodys Standard and Poors

Descriptor Grade Descriptor Grade

Investment Grade

Highest quality/minimal 
credit risk

Aaa Extremely strong capacity to 
meet financial commitments

AAA

High quality/very low credit 
risk

Aa Very strong capacity to meet 
financial commitments

AA

Upper medium quality/low 
credit risk

A Strong capacity to meet 
 financial commitments

A

Medium grade/moderate 
credit risk

Baa Adequate capacity to meet 
financial commitments

BBB

Lowest investment grade BBB-

High Yield or Junk Bonds

Speculative elements/subject 
to substantial credit risk

Ba Speculative, major ongoing 
uncertainties

BB+ ,  BB

Speculative/high credit risk B Vulnerable but has cur-
rent capacity to meet 
commitments

B

Poor quality/very high credit 
risk

Caa Vulnerable, dependent on 
favorable conditions

CCC

Highly speculative/default 
likely

Ca Highly vulnerable CC, C

Lowest quality/in default or 
default imminent

C In default D
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Dive rsification

Although it may sound paradoxical, individuals and firms often reduce their overall 
risk by making many risky investments instead of only one.  This practice is called 
risk pooling  or diversification  and is reflected in the commonly given advice:  Dont 
put all your eggs in one basket.

Corre lation and Dive rsification.  The extent to which diversification reduces 
risk depends on the degree to which the payoffs of various investments are correlated:  
their values move in the same direction over time.12 If two investments are positively 
correlated, one performs well when the other performs well.  If two investments 
are negatively correlated, when one performs well, the other performs badly.  If the 
performances of two investments move independentlydo not move together in a 
predictable waytheir payoffs are uncorrelated.

Diversification can eliminate risk if the returns to two investments are perfectly nega-
tively correlated.  Suppose that two firms are competing for a government contract 
and have an equal chance of winning it.  Because only one firm can win, if one wins 
the other must lose.  You can buy a share of stock in either firm for $20.  The stock 
of the firm that wins the contract will be worth $40, whereas the stock of the loser 
will be worth $10.  Investments in these stocks have a perfect negative correlation.  
If one stock turns out to have the high value, 40, the other must have the low value, 
10, and vice versa.

If you buy two shares of the same company, your shares are going to be worth 
either 80 or 20 after the contract is awarded.  Thus, their expected value is

 EV = 1
1
2 * 80 2 + 1

1
2 * 20 2 = 50 

with a variance of

 
2
= 3

1
2 * (80 - 50)2 4 + 3

1
2 * (20 - 50)2 4 = 900.  

However, if you buy one share of each, one stock will be worth $40, and the other 
will be worth $10, so your two shares together will be worth $50 no matter which 
firm wins, and the variance is zero.  Thus, you eliminate all risk by investing in both 
of these negatively correlated stocks.

For diversification to reduce risk, it is not necessary for the investments to have 
a perfect negative correlation.  Indeed, it is not even necessary for the investments 
to have any negative correlation.  Diversification reduces risk even if the two invest-
ments are uncorrelated or imperfectly positively correlated, although the risk is not 
eliminated as it is with perfectly negatively correlated investments.

Suppose, for example, that each of the two firms has a 50% chance of getting a 
government contract, but whether one firm gets a contract does not  affect whether 

12A measure of the correlation  between two random variables x  and y  is

= E a
(x - x)

x

 
(y - y)

y

b ,

where the E( # )  means take the expectation of the term in parentheses, x  and y  are the means 
(expected values), and x  and y  are the standard deviations of x  and y.  This correlation can vary 
between -1  and 1 .  If = 1,  these random variables are perfectly positively correlated; if = -1, 
they have a perfect negative correlation; and if = 0, they are uncorrelated.
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the other firm wins one.  Thus, the stock values of the two firms are uncorrelated and 
each firms stock price has an equal probability of being 40 or 10.  The probability 
that both firms win contracts and have a stock price of 40 is 14,  the chance that one is 
worth 40 and the other is worth 10 is 12,  and the chance that each is worth 10 is 14.  If 
you buy one share of each firm, the expected value of these two shares is

 EV = 1
1
4 * 80 2 + 1

1
2 * 50 2 + 1

1
4 * 20 2 = 50, 

and the variance is

 2
= 3

1
4 * (80 - 50)2 4 + 3

1
2 * (50 -  50)2 4 + 3

1
4 * (20 -  50)2 4 = 450.  

This expected value is  the same as from buying two shares of one firm, but the 
variance is only half as large.  Thus, diversification lowers risk when the values are 
uncorrelated.

Diversification can reduce risk even if the investments are positively correlated 
provided that the correlation is not perfect.  Diversification does not reduce risk if two 
investments have a perfect positive correlation.  For example, risks are perfectly positively 
correlated if the government awards contracts either to both firms or to neither firm.  
The expected value of the stocks and the variance are the same whether you buy two 
shares of one firm or one share of each firm.

Diversification through Mutual  Funds.  Because the stock price of any 
given firm is not perfectly correlated with the stock price of other firms, an investor 
or a manager can reduce risk by buying the stocks of many companies rather than 
the stock of just one firm.  One way to effectively own shares in a number of compa-
nies at once is by buying shares in a mutual fund  of stocks.  A mutual fund share is 
issued by a company that buys stocks in many other companies.

One well-known type of mutual fund is based on the Standard & Poors  Composite 
Index of 500 Stocks  (S&P 500), which is a value-weighted average of 500 large firms 
stocks.13 The S&P 500 companies constitute only about 7% of all the publicly traded 
firms in the United States, but they represent approximately 80% of the total value of 
the U.S.  stock market.  Other firms provide total market funds, such as the Wilshire 
5000 Index Portfolio,  which initially covered 5,000 stocks but now includes slightly 
fewer than 4,000 stocks.  Other mutual funds hold bonds, stocks and bonds, or other 
types of investments.

Mutual funds allow investors to reduce the risk associated with uncorrelated price 
movements across stocks.  Suppose you believe that two companies are very similar.  
You have no reason to think that the stock in one firm will increase more in value 
or be riskier than the stock of the other firm.  However, luck may cause one stock to 
do better than the other.  You can reduce this type of random, firm-specific risk by 
diversifying and buying stock in both firms.

However, a stock mutual fund has a market-wide risk,  a risk that is common to the 
overall market, which arises because the prices of almost all stocks tend to rise when 
the economy is expanding and to fall when the economy is contracting.  You cannot 
avoid the systematic risks associated with shifts in the economy that have a similar 
effect on most stocks even if you buy a diversified stock mutual fund.

13The weights are the market values of the firms, so larger firms get more weight in the index.
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Risk-averse managers and other employees should diversify their own retirement 
funds and other savings.  However, many managers keep a large portion of their 
wealth tied up in their employer s stock.  One reason for this large share is that 
many managers receive company stock from their employers as bonuses or to 
match their pension contributions.  In addition, some managers invest voluntarily 
in company stock as a sign of loyalty.

If the firm fails,  these 
employees  not only lose 
their jobs but much of the 
value of their  retirement 
portfolio  as  well,  as  hap-
pened to  many of Radio 
Shacks  employees when 
it declared bankruptcy in 
2015.  Thats  typical.  Duan 
et al.  (2015)  analyzed 20 
years of data for 729 trou-
bled large, publicly traded 

companies.  They found that employees kept the amounts of money they held in 
company stock relatively stable during periods of trouble.

In 2007,  at the beginning of the Great Recession, nearly two of every five 
employees participating in 401(k)  retirement plans in large firms held 20% or 
more of their money in their employer s stock.14 About one-sixth of participants 
invested 50% or more.

It is  very risky for workers to  hold such a  high percentage of their retire-
ment savings in their employer s stock.  At the investment firm Bear Stearns, 
employees owned one-third of the companys stock as  the firm faced bank-
ruptcy in early 2008.  The U.S.  government bailed it out,  but its  2008  stock 
value fell  to  1 0% of its  December 2007 value.  If a  Bear Stearns  employees 
401 (k)  had invested $100,000 in a  Standard & Poor s  500-stock index fund at 
the end of 2007,  its  value would have fallen to $90,760 by the end of the first 
quarter of 2008.  However,  if that employee shifted 16% into Bear Stearns stock, 
the investment would have fallen to slightly less  than $77,838.  Even worse,  if 
all the funds had been in Bear Stearns stock,  the 401 (k)  would only have been 
worth $10,000.

Consequently, many investment advisors recommend investing at most 5% in 
employer stock.  The share of company stock in pension plans has decreased over 
time as participants have become more educated, and some firms have restricted 
employees  ability to invest in company stock in their pension plans.  In 2013, 
only 39% of firms offered their company stock as an investment option in their 
employees  retirement plans.  According to Pensions & Investments  survey of the 
largest U.S.  retirement plans, the average share of pension assets in company 
stock dropped from 26.1% in 2005 to 15.6% in 2014.

Dive rsify Your 

Savings

Manag e r ial  
I mp l i cation

14A 401 (k)  plan is  a  retirement program run by a  firm for its  employees under Section 401  
 (paragraph k)  of the Internal Revenue Code.  Employees defer paying taxes on investment returns 
provided they do not start withdrawing income until after age 59 12.
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Insurance
Individuals and organizations can also avoid or reduce risk by purchasing insur-
ance.  As weve already seen, a risk-averse person is willing to pay moneya risk 
premiumto avoid risk.  The demand for risk reduction is met by insurance com-
panies, which bear the risk for anyone who buys an insurance policy.  Many risk-
averse individuals and firms buy insurance, leading to an industry of enormous 
size.  According to the Insurance Information Institutes 2015 International Insurance 
Fact Book,  global insurance premiums exceeded $4.64 trillion, which is more than 
6% of world GDP.

Determining the amount of Insurance to Buy.  Many individuals and 
firms buy insurance to shift some or all of the risk they face to an insurance company.  
A risk-averse person or firm pays a premium to the insurance company, and the 
insurance company transfers money to the policyholder if a bad outcome occurs, 
such as becoming ill,  having an accident, or suffering a property loss due to theft 
or fire.

Because Scott is risk averse, he wants to insure his store, which is worth 500.  The 
probability that his store will burn next year is 20%.  If a fire occurs, the store will be 
worth nothing.

With no insurance, the expected value of his store is

 EV = (0.2 * 0) + (0.8 * 500) = 400.  

Scott faces a good deal of risk.  The variance of the value of his store is

 2
= 3 0.2 * (0 - 400)2 4 + 3 0.8 * (500 -  400)2 4 = 40,000.  

Suppose that an insurance company offers fair insurance:  a contract between an 
insurer and a policyholder in which the expected value of the contract to the policy-
holder is  zero.  That is,  the insurance is a fair bet.  With fair insurance, for every 1  
dollar that Scott pays the insurance company, the insurance premium,  the company 
will pay Scott $5 to cover the damage if the fire occurs, so that he has $1  less if the 
fire does not occur, but +4 (=  +5 - +1)  more if it does occur.15

Because Scott is risk averse and the insurance is fair, he wants to fully insure  by 
buying enough insurance to eliminate his risk altogether.  That is, he wants to buy the 
amount of fair insurance that will leave him equally well off in both states of nature.  
He pays a premium of x  so that he has 500 - x  if the fire does not occur, and has 4x  
if the fire occurs, such that 500 - x = 4x,  or x = 100.16 If a fire does not occur, he 
pays a premium of 100 and has a store worth 500 for a net value of 400.  If a fire does 
occur, Scott pays 100 but receives 500 from the insurance company for a net value of 
400.  Thus, Scotts wealth is 400 in either case.

Although Scotts expected value with full and fair insurance is the same as his 
expected value without insurance, the variance he faces drops from 40,000 without 
insurance to 0 with insurance.  Scott is better off with full fair insurance because he 

15Following standard practice in the insurance industry, we use the term insurance premium  (or just 
premium)  in this section to refer to the amount actually paid  for insurance.  The insurance premium  is 
different from a risk premium,  which is a persons willingness  to pay  to  avoid risk.

16The expected value of Scotts insurance contract is 3 0.8 * (-100) 4 + 3 0.2 * 400 4 = 0,  which 
shows that the insurance is fair.
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has the same expected value and faces no risk.  A risk-averse person always wants 
full insurance if the insurance is fair.

Sometimes insurance companies put limits on the amount of insurance offered.  
For example, the insurance company could offer Scott fair insurance but only up to a 
maximum gross payment of, for example, 400 rather than 500.  Given this limit, Scott 
would buy the maximum amount of fair insurance that he could.

Fairne ss and  Insurance .  We have been examining situations where the 
insurance is fair so that the customer s insurance contract has an expected value of 
zero.  However, an insurance company could not stay in business if it offered fair 
insurance.  With fair insurance, the insurance companys expected payments would 

Q&a  1 4 . 3
Suppose that the local government collects a property tax of 20 on Scotts store.  
If the tax is collected whether or not the store burns, how much fair insurance 
does Scott buy? If the tax is collected only if the store does not burn, how much 
fair insurance does Scott buy?

answe r

1.  Determine the after-tax expected value of the store with and without insurance.  If the 
tax is always collected, the store is worth 480 = 500 - 20 if it does not burn 
and -20 if it does burn.  Thus, the expected value of the store is

380 = [0.2 * (-20)] + [0.8 * 480] .

If the tax is collected only if the fre does not occur, the expected value of the 
store is

384 = [0.2 * 0] + [0.8 * 480] .

2.  Calculate the amount of fair insurance Scott buys  if the tax is  always  collected.  
Because Scott is  risk averse, he wants to be fully insured so that the after-
tax value of his store is the same in both states of nature.  If the tax is always 
collected and fair insurance is available Scott pays the insurance company a 
premium of x  such that 500 - x - 20 = 4x - 20, so x = 100.  If no fire occurs, 
his net wealth is 500 - 100 - 20 = 380.  If a fire occurs, the insurance company 
pays 500, or a net payment of 400 above the cost of the insurance, and Scott 
pays 20 in taxes, leaving him with 380 once again.  That is, he buys the same 
amount of insurance as he would without any taxes.  The tax has no effect on 
his insurance decision because he owes the tax regardless of the state of nature.

3.  Calculate the amount of fair insurance Scott buys if the tax is  collected only if no fire 
occurs.  If the tax is collected only if no fire occurs, fair insurance implies that 
Scott pays a premium of y  such that 500 - y - 20 = 4y,  so y = 96.  Thus Scott 
pays the insurance company 96 and receives 480 if a fire occurs.  With no fire, 
Scotts wealth is 500 - 96 - 20 = 384.  If a fire occurs, the insurance company 
pays 480, so Scotts wealth is 480 - 96 = 384.  He therefore has the same after-
tax wealth in both states of nature.

Comment:  Because the tax system is partially insuring Scott by dropping the 
tax in the bad state of nature, he purchases private insurance coverage of only 
480, which is less than the coverage of 500 he buys if the tax is collected in both 
states of nature.

MyEconLab Q&A
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equal the premiums that the insurance company collects.  Because the insurance 
company has operating expensescosts of maintaining offices, printing forms, hir-
ing sales agents,  and so forthan insurance firm providing fair insurance would 
lose money.  Insurance companies  rates must be high enough to cover their oper-
ating expenses.  Thus, we expect that real-world insurance companies offer unfair 
insurance, charging a premium that exceeds the fair-insurance premium.  However, 
it is  important to realize that when we say insurance companies offer unfair insur-
ance, we are not implying that insurance companies are behaving unethically.  We 
only mean that the expected payout to policyholders is less than the premiums paid 
by policyholders.

In the previous section, we showed that a risk-averse consumer who is offered fair 
insurance fully insures so that the consumer is equally well off in all states of nature.  
If insurance companies charge a premium that exceeds the fair-insurance price, these 
same individuals will buy less insurance so that they are not fully insured.17

How much can insurance companies charge for insurance?  A monopoly insur-
ance company could charge an amount up to the risk premium a person is willing to 
pay to avoid risk.  For example, in Figure 14.2, Irmas risk premium is 14.  She would 
be willing to pay up to $14 for an insurance policy that would compensate her if 
her stock did not perform well.  The more risk averse an individual is, the more a 
monopoly insurance company can charge.  If many insurance companies compete for 
business, the price of an insurance policy is less than the maximum that risk-averse 
individuals are willing to paybut still high enough that the firms can cover their 
operating expenses.

Insurance and Diversifiable Risks.  Why is an insurance company willing 
to sell policies and take on risk? By pooling the risks of many people, the insurance 
company can lower its risk much below that of any individual.  If the probability 
that one car is stolen is independent of whether other cars are stolen, the risk to an 
insurance company of insuring one person against theft is much greater than the 
average risk of insuring many people.

Insurance companies generally try to protect themselves from insolvency (going 
bankrupt)  by selling policies only for risks that they can adequately diversify.  If the 
risks from disasters to its policyholders are highly positively correlated, an insur-
ance company is not well diversified just by holding many policies.  A war affects 
all policyholders, so the outcomes that they face are perfectly correlated.  Because 
wars are nondiversifiable risks,  insurance companies normally do not offer policies 
insuring against wars.

17As Q&A 14.3 shows, tax laws may offset the problem of unfair insurance, so that some insurance 
may be fair or more than fair after tax.

Min i - Ca se
Year after year,  the most costly insurance losses are due to natural disasters.  
In recent years, many insurance companies have started viewing some major 
natural disasters as nondiversifiable risks because such catastrophic events cause 
many insured people to suffer losses at the same time.  As people build more 
homes in areas where damage from storms or earthquakes is likely, the size of 
the potential losses to insurers from nondiversifiable risks has grown.

Limited Insurance 

for Natural  

Disasters
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18One argument against programs that subsidize insurance is that they provide incentives to engage 
in excessively risky behavior, such as building or buying homes in areas that have a high probability 
of being flooded.

Insurers paid out $12.5 billion in claims 
to residential homeowners after the 1994 
Los Angeles earthquake.  Farmers Insur-
ance Group reported that it paid out three 
times more for the Los Angeles earthquake 
than it had collected in earthquake premi-
ums over the previous 30 years.

According to some estimates,  Hurricane 
Katrina in 2005 caused $100 to $200  billion 
worth of damage and major loss  of life.  
Private  insurers  paid  out $41  billion, 
or between 20.5% and 41% of the total 
damages.

Japans  2011  magnitude-9  earthquake 
and the associated tsunami was the most 

costly natural disaster in history,  with estimated damages of between $200 
and $350 billion.  However,  the insurance industry paid only $35  billion,  or 
no  more than 17%,  because of Japans  low levels  of earthquake insurance 
protection.

In 2015, global economic losses covered by both private and government-
sponsored insurance was 31%, but only 2% of the $10 billion (plus)  economic 
loss caused by the 7.8 magnitude Nepal earthquake had insurance coverage.  
During the first half of 2015, the United States suffered 73% of the $46 billion of 
global insured losses from natural disasters, compared to 65% in a typical year 
(and 90% in 2012).

Insurance companies now refuse to offer hurricane or earthquake insurance 
in many parts of the world for these relatively nondiversifiable risks.  When 
Nationwide Insurance Company announced that it was sharply curtailing sales 
of new policies along the Gulf of Mexico and the eastern seaboard from Texas to 
Maine, a company official explained, Prudence requires us to diligently manage 
our exposure to catastrophic losses.

The U.S.  government has partially replaced private insurers.  The National 
Flood Insurance Program insures Americans, primarily in Texas and Florida, 
against floods associated with hurricanes, tropical storms, heavy rains, and other 
conditions.  However, Congress has not provided consistent funding for this 
program, which lapsed at least four times in 2010 alone.  Thus, consumers may 
not be able to count on federal flood insurance always being available.18

In some high-risk areas, state-run insurance poolssuch as the Florida Joint 
Underwriting Association and the California Earthquake Authorityprovide 
households with insurance.  However, not only do these policies provide less 
protection, but their rates are often three times more expensive than previously 
available commercial insurance, and they provide compensation only for dam-
ages beyond a specified level, called the deductible.

M1 4_PERL7879_02_SE_C1 4. indd   494 02/1 2/1 5   1 0:38 am



4951 4.4 Investing Under Uncertainty

1 4.4 Inve sting Unde r Unce rtainty
We now investigate how uncertainty affects investment decisions.  In particular, we 
examine how attitudes toward risk affect willingness to invest and how investors 
pay to alter their probabilities of success.

In the following examples, the owner of a monopoly decides whether to open a 
new retail outlet.  Because the firm is a monopoly, the return from the investment (the 
profit from the new store)  does not depend on the actions of other firms.  As a result, 
the owner of the monopoly faces no strategic considerations.  The owner knows the 
cost of the investment but is unsure about how many people will patronize the new 
store; hence, the stores future profit is uncertain.  Because the investment has an uncer-
tain payoff, the owner should consider risk when deciding to invest in the new store.

We first consider the decision of Chris, a risk-neutral owner.  Because she is risk 
neutral,  she invests if the expected value of the firm rises due to the investment.  
Any action that increases her expected value must also increase her expected utility 
because she is indifferent to risk.  In contrast, in the next example, Ken is risk averse, 
so he might not make an investment that increases his firms expected value if the 
investment is very risky.  That is, maximizing expected value does not necessarily 
maximize his expected utility.

Risk-Ne utral  Inve sting
Chris,  the risk-neutral owner of the monopoly,  uses a  decision  tree  (panel a  of 
 Figure 14.4)  to decide whether to invest.  The rectangle, called a decision node,  indi-
cates that she must make a decision about whether to invest.  The circle,  a chance 

F I gU Re  1 4 . 4  Inve stment De cision tre e s with Unce rtainty

Chris  and  Ken,  each  the owner of a  
monopoly,  must decide  whether to 
invest in  a  new store.
(a)  The expected  value of the invest-
ment is  1 40,  so it pays for Chris,  who is  
risk neutral,  to invest.
(b)  Ken  is  so risk averse that he does 
not invest even  though  the expected 
value of the investment is  positive.  H is 
expected util ity fal ls  if he makes this risky 
investment.

MyEconLab Video

Low demand

High demand
200

80%

20%
1 00

0

EV =  1 40

EV =  1 40
Invest

(a)  Risk-Neutral  Owner

Do not invest

Low demand

High demand
U(200)  = 40

80%

20%
U(1 00)  = 0

U(0)  = 35

EU = 35

EU =  32
Invest

(b)  Risk-Averse Owner

Do not invest
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node,  denotes that a random process determines the outcome (consistent with the 
given probabilities).  If Chris does not open the new store, she makes $0.  If she does 
open the new store, she expects to make $200 (thousand)  with 80% probability and 
to lose $100 (thousand)  with 20% probability.  The expected value from a new store 
(see the circle in panel a)  is

 EV = [0.2 * (-100)] + [0.8 * 200] = 140.  

Because Chris is risk neutral, she prefers an expected value of 140 to a certain one of 
0, so she invests.  Thus, her expected value in the rectangle is 140.

Risk-ave rse  Inve sting
Lets compare Chris  decision-making process to that of Ken, a risk-averse owner 
of a monopoly facing the same investment decision.  Ken invests in the new store if 
his expected utility from investing is greater than his certain utility from not invest-
ing.  Panel b  of Figure 14.4 shows his decision tree, which is based on a particular 
risk-averse utility function.  The circle shows that Kens expected utility from the 
investment is

  EU = [0.2 * U(-100)] + [0.8 * U(200)]  

  = (0.2 * 0) + (0.8 * 40) = 32.  

Kens certain utility from not investing is U(0) = 35, which is greater than 32.  Thus, 
Ken does not invest.  As a result, his expected utility in the rectangle is 35 (his certain 
utility from not investing).

Q&a  1 4 . 4
We have been assuming that nature dictates the probabilities of various pos-
sible events.  However, sometimes we can alter the probabilities at some expense.  
 Gautam, who is risk neutral, is considering whether to invest in a new store, as 
Figure 14.5 shows.  After investing, he can increase the probability that demand 
will be high at the new store by advertising at a cost of $50 (thousand).  If he 
makes the investment but does not advertise, he has a 40% probability of mak-
ing 100 and a 60% probability of losing 100.  Should he invest in the new store?

answe r

1.  Calculate the expected value of the investment if Gautam does  not advertise.  If 
 Gautam makes the investment but does not advertise, the expected value of 
his investment is

[0.4 * 100] + [0.6 * (-100)] = -20.

Thus, if he does not advertise, he expects to lose money if he makes this 
investment.

2.  Calculate the expected value of the investment if Gautam advertises  and determine 
whether he should invest and whether he should advertise.  With advertising, 
 Gautams expected value before paying for the advertisements is

[0.8 * 100] + [0.2 * (-100)] = 60.

Thus, his expected value after paying for the advertisements is 10 (=  60 - 50).  
Because Gautam is risk neutral, he cares only about expected value.  His 
expected value is higher if he invests and  advertises than if he does not invest 
or if he invests without advertising.  He should therefore invest and advertise.
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1 4.5 Be havioral economics and Unce rtainty

In the expected utility model, as in the standard utility model, we assume that people 
make rational choices (Chapter 4) .  However, many individuals make choices that 
are inconsistent with the predictions of the expected utility model.  Economists and 
psychologists explain some of these departures from the predictions of the expected 
utility model using behavioral economics :  the use of insights from psychology and 
research on human cognition and emotional biases to augment the rational economic 
model in an attempt to better predict economic decision making.  (We discussed other 
applications of behavioral economics in Chapters 4, 9, and 13.)

Biase d asse ssme nt of Probabilitie s
People often have mistaken beliefs about the probability that an event will occur.  
These biases in estimating probabilities come from several sources, including false 
beliefs about causality and overconfidence.

the  gamble rs Fallacy.  Many people fall victim to the gamblers  fallacy:  the 
false belief that past events affect current, independent outcomes.19 For example, 
suppose that you flip  a fair coin and it comes up heads six times in a row.  What are 
the odds that youll get a tail on the next flip? Because past flips do not affect this 
one, the chance of a tail remains 50%, yet many people believe that a head is much 
more likely because they are on a run.  Others hold the opposite but equally false 
view that the chance of a tail is high because a tail is due.

Suppose that you have an urn containing three black balls and two red ones.  If 
you draw a ball without looking, your probability of getting a black ball is 35 = 60, .  

19The false belief that one event affects another independent event is captured by the joke about a 
man who brings a bomb on board a plane whenever he flies because he believes that The chances 
of having one bomb on a plane are very small, so the chance of having two bombs on a plane is 
near zero!

F I gU Re  1 4 . 5  an Inve stment De cision tre e  with Unce rtainty and adve rtising

By advertising,  Gautam,  the risk-neutra l  owner 
of a  monopoly,  can  a lter the probabil ity of h igh 
demand.  The expected  value of the investment 
is  -20 without advertising and 60 with  advertising.  

Because the cost of advertising is 50,  the expected 
value of investing and advertising is 1 0 (=  60 - 50) .  
Thus,  Gautam invests and  advertises.
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Low demand

High demand
1 00

80%

20%
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If you replace the ball and draw again, the chance of a picking a black ball remains 
the same.  However, if you draw a black ball and do not replace it,  the probability of 
drawing a black ball again falls to 24 = 50, .  Thus, the belief that a tail is due after 
several heads are tossed in a row is analogous to falsely believing that you are draw-
ing without replacement when you are actually drawing with replacement.

Ove rconfide nce .  Another common explanation for why some people make 
bets that the rest of us avoid is that these gamblers are overconfident.  For example, 
Golec and Tamarkin (1995)  found that football bettors tend to make low-probability 
bets because they greatly overestimate their probabilities of winning certain types 
of exotic football bets (an exotic bet  depends on the outcome of more than one game).  
In one survey, gamblers estimated their chance of winning a particular bet at 45% 

when the objective probability was 20%.
Few groups exhibit more overconfidence than male 

high school athletes.  Many U.S.  high school basketball 
and football players believe they will get an athletic 
scholarship to attend college, but less than 5% receive 
one.  Of this elite group, three-quarters believe that it is 
at least somewhat  likely that they will play profes-
sionally, but only 1 .6% of college football players are 
drafted into the NFL and only 1 .2% of college basket-
ball players are drafted into the NBA.20

20See Rossi and Armstrong (1989),  http://www.ncaa.org/about/resources/research/probability- 

competing-beyond-high-school ,  https : //www. ins idehighered . com/news/2015/01 /27/

college-athletes-greatly-overestimate-their-chances-playing-professionally.

Min i - Case
Do newspaper stories,  television, and movies cause people to overestimate 
 relatively rare events and underestimate relatively common ones? Newspapers 
are more likely to publish man bites dog stories than the more common dog 
bites man reports.21

If you have seen the movie Jaws,  you cant help but think about sharks before 
wading into the ocean.  In 2015, newspapers around the world reported shark 
attacks along the California, Massachusetts, North Carolina, and New South 
Wales coasts.  Do you worry about shark attacks? You really shouldnt.

Only 6 people were killed by sharks in U.S.  waters in the decade from 2005 
through 2014:  an average of 0.6 a year.  An Americans chance of dying from a 
shark attack is 1  in 3.7 million, but is  1  in 80 thousand from lightning (about 
43 times as likely), 1  in 14 thousand from sun or heat exposure, 1  in 218 from a 
fall, 1  in 84 from a car accident, 1  in 63 from flu, 1  in 38 from hospital infection, 
1  in 24 from a stroke, 1  in 7 from cancer, and 1  in 5  from a heart attack.

Benjamin et al.  (2001)  reported that when people are asked to estimate the 
frequency of deaths from various causes for the entire population, they overes-
timate the number of deaths from infrequent causes and underestimate those 
from more common causes.  In contrast, if asked to estimate the number of deaths 
among their own age group from a variety of causes, their estimates are almost 
completely unbiased.  That is not to say that people know the true probabilities
only that their mistakes are not systematic.

Biase d estimate s

21For example, Indian papers reported on a man bites snake story, noting that Neeranjan Bhaskar 
has eaten more than 4,000 snakes (Calcutta Telegraph,  August 1 ,  2005)  and the even stranger Cobra 
Dies after Biting Priest of Snake Temple!  (Express India,  July 11 , 2005).
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Violations of expe cte d Utility the ory
Economists and psychologists have shown that some peoples choices violate the 
basic  assumptions of expected utility theory.  One important class of violations 
arises because people change their choices in response to inessential changes in how 
choices are described or framed,  even when the underlying probabilities and events 
do not change.  Another class of violations arises because of a bias toward certainty.

Framing.  Many people reverse their preferences when a problem is presented or 
framed  in different but equivalent ways.  Tversky and Kahneman (1981)  posed the 
problem that the United States expects an unusual disease (e.g. ,  avian flu)  to kill 
600 people.  The government is considering two alternative programs to combat the 
disease.  The exact scientific estimates of the consequences of these programs are:

 If Program A is adopted, 200 out of 600 people will be saved.

 If Program B is adopted, the probabilities are 13  that 600 people will be saved and 
2
3  that no one will be saved.

When college students were asked to choose, 72% opted for the certain gains of 
Program A over the possibly larger but riskier gains of Program B.

A second group of students was asked to choose between an alternative pair of 
programs, and were told:

 If Program C is adopted, 400 out of 600 people will die.

 If Program D is adopted, the probabilities are 13  that no one will die, and 23  that 600 
people will die.

When faced with this choice, 78% chose the potentially larger but uncertain losses 
of Program D over the certain losses of Program C.  These results are surprising if 
people maximize their expected utility:  Program A is identical to Program C and 
Program B is  the same as Program D in the sense that these pairs have identical 
expected outcomes.  Expected utility theory predicts consistent choices for the two 
pairs of programs, but many people make inconsistent choices, preferring Programs 
A and D.  (Even after rereading the options and having the inconsistency problem 
explained, most of us still feel drawn toward Programs A and D.)

In many similar experiments, researchers have repeatedly observed this pattern, 
called the reflection effect:  Attitudes toward risk are reversed (reflected)  for gains 
versus losses.  People are often risk averse when making choices involving gains, but 
they are often risk preferring when making choices involving losses.

the  Ce rtainty effe ct.  Many people put excessive weight on outcomes that they 
consider to be certain relative to risky outcomes.  This certainty effect  (or Allais  effect,  
after the French economist who first noticed it)  can be illustrated using an example 
from Kahneman and Tversky (1979).  First, a group of subjects was asked to choose 
between two options:

 Option a.  You receive $4,000 with probability 80% and $0 with probability 20%.

 Option B.  You receive $3,000 with certainty.

The vast majority, 80%, chose the certain outcome, B.
Then, the subjects were given another set of options:

 Option C.  You receive $4,000 with probability 20% and $0 with probability 80%.

 Option D.  You receive $3,000 with probability 25% and $0 with probability 75%.

Now, 65% prefer C.
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Kahneman and  Tversky found that over  half the  respondents  violated 
expected utility theory by choosing B in the first experiment and C in the second 
one.  If U(0) = 0,  then choosing B over A implies that the expected utility from B 
is  greater than the expected utility from A,  so  that U(3,000) 7 0.8U(4,000),  or 
U(3,000)/U(4,000) 7 0.8.  Choosing C over D implies that 0.2U(4,000)  7  0.25U(3,000),  
or U(3,000)/U(4,000) 6 0.8 (=  0.2/0.25).  Thus, these choices are inconsistent with 
each other,  and hence inconsistent with expected utility theory.  The certainty of 
option B seems to give it extra attractiveness over and above what is  implied by 
expected utility theory.

Expected utility theory is based on gambles with known probabilities, whereas 
most real-world situations involve unknown or subjective probabilities.  Ellsberg 
(1961)  pointed out that expected utility theory cannot account for an ambiguous 
situation in which many people are reluctant to put substantial decision weight on 
any outcome.  He illustrated the problem in a paradox.  Each of two urns contains 
100 balls that are either red or black.  You know with certainty that the first urn has 50 
red and 50 black balls.  You do not know the ratio of red to black balls in the second 
urn.  Most of us would agree that the known probability of drawing a red from the 
first urn, 50%, equals the subjective probability of drawing a red from the second 
urn.  That is, not knowing how many red and black balls are in the second urn, we 
have no reason to believe that the probability of drawing a red is greater or less than 
50%.  Yet, most people would prefer to bet that a red ball will be drawn from the first 
urn rather than from the second urn.

Prospe ct the ory
Kahneman and Tverskys (1979)  prospect theory,  an alternative theory of decision 
making under uncertainty, can explain some of the choices people make that are 
inconsistent with expected utility theory.  According to prospect theory,  people are 
concerned about gains and lossesthe changes in wealthrather than the level 
of wealth, as in expected utility theory.  People start with a reference pointa base 
level of wealthand think about alternative outcomes as gains or losses relative to 
that reference level.

Comparing expecte d Utility and Prospect the orie s.  We can illustrate 
the differences in the two theories by comparing how people would act under the 
two theories when facing the same situation.  Both Muzhe and Rui have initial wealth 
W.  They may choose a gamble where they get A  dollars with probability  or B  dol-
lars with probability 1 - .  For example, A  might be negative, reflecting a loss, and 
B  might be positive, indicating a gain.

Muzhe wants to maximize his expected utility.  If he does not gamble, his utility 
is U(W).  To calculate his expected utility if he gambles, Muzhe uses the probabilities 
 and 1 -  to weight the utilities from the two possible outcomes:

 EU = U(W + A) + (1 - )U(W + B),  

where U(W + A)  is the utility he gets from his after-gambling wealth if A  occurs and 
U(W + B)  is the utility if he receives B .  He chooses to gamble if his expected utility 
from gambling exceeds his certain utility from his initial wealth:  EU 7 U(W).

In contrast, Ruis decisions are consistent with prospect theory.  Rui compares the 
gamble to her current reference point, which is her initial situation where she has W 
with certainty.  The value she places on her reference point is V(0), where 0 indicates 
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that she has neither a gain nor a loss with this certain outcome.  The negative value 
that she places on losing is V(A),  and the positive value from winning is V(B) .

To determine the value from taking the gamble, Rui does not calculate the expec-
tation using the probabilities  and 1 - ,  as she would with expected utility theory.  
Rather, she uses decision weights  w( )  and w(1 - ),  where the w  function assigns a 
weight that differs from .  If people assign disproportionately high weights to rare 
events (see the Mini-Case Biased Estimates), the weight w( )  exceeds  for low 
values of  and is less than  for high values of .

Rui gambles if the value from not gambling, V(0), is less than her evaluation of the 
gamble, which is the weighted average of her values in the two cases:

 V(0) 6 3 w( ) * V(A) 4 + 3 w(1 - ) * V(B) 4 .  

Thus, prospect theory differs from expected utility theory in both how outcomes are 
valued and weighted.

Prope rtie s of Prospe ct the ory.  To resolve various mysteries about how 
people choose, prospect theory proposes a value function, V,  that has an S-shape, 
as in Figure 14.6.  This curve has three properties.  First, the curve passes through the 
reference point at the origin, because gains and losses are determined relative to the 
initial situation.

Second, the prospect theory utility function is concave over gains and covex over 
losses.  Because of this shape, Rui is less sensitive to a given change in the outcome for 
large gains or losses than for small ones.  For example, she cares more about whether 
she has a loss of $1  rather than $2 than she does about a loss of $1 ,001  rather than 
$1 ,002.

Third, the curve is asymmetric with respect to gains and losses.  People treat gains 
and losses differently, in contrast to the predictions of expected utility theory.  The 
S-curve in the figure shows that people suffer more from a loss than they benefit from 
a comparable size gain.  That is, the value function reflects loss  aversion:  People dis-
like making losses more than they like making gains.  Given the subjective weights, 
valuations based on gains and losses, and the shape of the value curve, prospect 
theory can resolve some of the behavioral mysteries of choice under uncertainty.  

F I gU Re  1 4 . 6  the  Prospe ct the ory Value  Function

The  prospect theory va lue 
function  has  an  S-shape.  I t 
passes through the reference 
point at the origin,  because 
ga ins  and  losses  are  mea-
sured relative to the reference 
poin t.  Because  the  curve 
is  a symmetric  with  respect 
to  gains  and  losses,  people 
treat gains and  losses d iffer-
ently.  Th is  S -curve  shows a  
bigger impact to a  loss  than 
to a  comparably sized  gain,  
reflecting loss aversion.

MyEconLab Video

Losses Gains
Outcome

Value
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The S-shaped curve shows that people treat gains and losses differently:  They are 
risk averse over gains but risk preferring over losses.  In the disease experiment 
described earlier in this section, most people choose the riskier (higher variance)  
option when considering lives lost but select the less risky option when the identical 
outcomes are stated in terms of lives saved (gained)  instead.

BPs Risk and 

 Limite d Liability

Manag e r ial  

S o l u ti on

As the Managerial Problem at the beginning of this chapter noted, firms such as 
BP and Transocean that have deep-water oil rigs may face limited liability for a 
major spill.  Although it is possible that BP and Transocean underestimated the 
true probabilities of disaster prior to the 2010 spill, a cap on the firms liability 
may have also influenced these firms behavior and led to the disaster.  In particu-
lar, we now address the three questions raised in the Managerial Problem:  How 
does a cap on liability affect a firms willingness to make a risky investment or to 
invest less than the optimal amount in safety? How does a cap affect the amount 
of risk borne by the firm and by the rest of society? How does a cap affect the 
amount of insurance that a firm buys?

To illustrate the basic ideas, suppose that an oil rig firm expects to earn $1  bil-
lion in the absence of a spill on its new rig and to lose $39 billion if a spill occurs.  
The probability of a spill is .  We start by considering whether the firm invests 
in a new rig (the analysis would be similar if it were deciding to invest in a given 
safety feature for a rig).

If the firm is risk neutral, then it invests in the new rig only if the expected 
return is positive, [(1 - ) * 1] + [ * (-39)] 7 0,  or if 6 1/40 = 2.5, . 22 If 
the firm is risk averse, this threshold probabilitythe highest probability at which 
the firm is willing to investis less than 2.5%.

Now suppose that the firms liability is  capped at $19 billion.  If the firm is 
risk neutral,  it invests in the new rig if [(1 - ) * 1] + [ * (-19)] 7 0,  or if 
6 1/20 = 5, .  Similarly, if the firm is risk averse, the threshold probability is 

higher than it would be without the limit on liability.
A limit on liability increases societys total risk if this limited liability causes 

the drilling company to drill when it would not otherwise do so.  Suppose that the 
probability of a spill is = 3, .  If the drilling company is risk neutral and bears the 

How can a manager induce employees to work hard? If workers have loss aver-
sion, then employees work harder if offered a loss contractthey lose a bonus if 
they do not work hard enoughthan if offered an equivalent gain contractthey 
receive a bonus if they work hard.  Hossain and List (2012), Fryer et al.  (2012), and 
Imas et al.  (2015)  found that productivity is higher with a loss contract than with 
a gain contract.

However, the firm may not benefit from using a loss contract if they have to 
pay workers more to start work at the firm because they prefer a gain contract.  
Luckily, Imas et al.  (2015)  indicate that workers actually prefer loss contracts.

Loss ave rsion 

Contracts

Manag e r ial  
I mp l i cation

22The firm compares the expected return to that of the second-best investment opportunity, which 
we assume is zero for simplicity.
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full liability for the damages from a spill, then the companys expected earnings 
are [0.97 * 1] + [0.03 * (-39)] = -0.2 6 0, so it chooses not to drill to avoid 
an expected loss of $0.2 billion.  However, if its liability is capped at $19 billion, 
then its  expected gain from drilling is  [0.97 * 1] + [0.03 * (-19)] = 0.4 7 0, 
so it would drill.  Because the firm is more likely to drill because of the liability 
cap, the cap causes the rest of societys total risk to increase.  Moreover, the rest 
of society bears the risk from the +20 billion (+39 billion - +19 billion)  for which 
it is now responsible if a spill occurs.

If the firm is risk averse, it wants to buy fair insurance to cover its risk.  To illus-
trate the effect of the cap on its decision as to how much insurance the firm buys, we 
now assume that the probability of a disaster is = 1, .  Without either a liability 
cap or insurance, the firms expected gain is [0.99 * 1] + [0.01 * (-39)] = 0.6.  
If an insurance company would provide fair insurance, the drilling firm could 
buy $100 of insurance for each $1  spent.  Given that the drilling company is risk 
averse, it fully insures, so that if a spill occurs, the insurance company pays $39 
billion.  To buy this much insurance, the drilling company pays $0.39 billion, so 
that the expected value of the insurance contract is  -0.39 + [0.01 * 39] = 0.  
With the insurance, the company earns [0.99 * 1] - 0.39 = 0.6 whether or not 
a spill occurs.

If the drilling companys liability is capped at $19 billion, it buys $19 billion 
worth of insurance for $0.19 billion, so that its expected gain in either state of 
nature is  1 - 0.19 = +0.81  billion.  Therefore, the drilling companys expected 
profit increases by 0.81 - 0.6 = +0.21  billion due to the limit on its liability.  This 
amount is a transfer from the rest of society to the firm, because society will be 
responsible for the extra $20 billion in damages if the spill occurs.23

23Why would governments adopt such limits on liability? One possible answer is rent seeking, 
where firms induce legislatures to pass laws that favor the firms (Chapter 9).  However, proponents 
of the policy argue that oil drilling provides social benefits that are not captured by the companies 
(including having a secure energy supply)  and that private insurance companies would not be large 
enough to diversify over such large risks.  In effect, the government acts as the insurer of last resort.

SUMMaRY

1 . assessing  Risk.  A probability measures  the 
likelihood that a particular state of nature occurs.  
People may use historical frequencies, if available, 
to calculate probabilities.  Lacking detailed infor-
mation, people may form subjective estimates of 
a probability on the basis of available information.  
The expected value is  the probability-weighted 
average of the values in each state of nature.  One 
widely used measure of risk is the variance (or the 
standard deviation, which is the square root of the 
variance).  The variance is the probability-weighted 
average of the squared difference between the 
value in each state of nature and the expected 
value.

2.  attitudes toward Risk.  Whether people choose 
a risky option over a  nonrisky one depends on 
their attitudes toward risk and the expected pay-
offs of the various options.  Most people are risk 
averse  and will choose a riskier option only if its 
expected value is sufficiently higher than that of a 
less risky option.  Risk-neutral  people choose which-
ever option has the higher rate of return because 
they do not care about risk.  Risk-preferring  people 
may choose the riskier option even if it has a lower 
rate of return because they like risk and are willing 
to give up some expected return to take on more 
risk.  An individuals utility function reflects that 
persons attitude toward risk.  Expected utility is 
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QU eS t I ON S

All exercises  are available on  MyEconLab;  * = answer at  the back of this  book.

1 .  asse ssing Risk 

 1 .1  Mme.  Giselles boutique in Cleveland, Ohio, is plan-
ning to sell Parisian frocks.  If the public view them 
as being the latest style,  the frocks will be worth 
$10,000.  However, if the public view them as pass, 
they will be worth only $2,000.  If the probability that 
they are stylish is 20%, what is the expected value of 
the frocks?

 *1 .2 Asa buys a painting.  He believes that the artist will 
become famous and the painting will  be worth 
$1 ,000 with a 20% probability, the painting will be 
destroyed by fire or some other disaster with a 10% 
probability, and otherwise the painting will be worth 
$500.  What is the expected value of the painting?

 1 .3 The EZ Construction Company is offered a $20,000 
contract to build a new deck for a house.  The com-
panys profit if it does not have to sink piers (vertical 
supports)  down to bedrock will be $4,000.  However, 

if it does have to sink the piers, it will lose $1 ,000.  
The probability it will have to put in the piers is 25%.  
What is  the expected value of this contract?  Now, 
EZ learns that it can obtain a seismic study of the 
property that would specify whether piers have to 
be sunk before EZ must accept or reject this contract.  
By how much would the seismic study increase EZs 
expected value? What is the most that it will pay for 
such a study? (Hint:  See Q&A 14.1 .)

 *1 .4 By next year, a stock you own has a 25% chance of 
being worth $400 and a 75% probability of being 
worth $200.  What are the expected value and the 
variance?

 1 .5 What is the differenceif anybetween an individ-
ual gambling at a casino and gambling by buying a 
stock? What is the difference for society?

 1 .6 To discourage people from breaking laws against 
speeding, society can increase the probability that 

the probability-weighted average of the utility 
from the outcomes in the various states of nature.  
According to expected utility theory, decision mak-
ers choose the option that provides the highest 
expected utility.

3.  Re ducing  Risk.  People try to reduce the risk 
they face in several ways.  They avoid some risks 
altogether and, when risks cannot be avoided, take 
actions that lower the probabilities of bad events.  
They might also take actions that reduce the harm 
from bad events when they do occur.  By collect-
ing information before acting, investors can make 
better choices.  People can further reduce risk by 
diversifying over a  range of investments.  Unless 
returns to the different investments are perfectly 
positively correlated, diversification reduces risk.  
Insurance companies offer policies for risks that 
they can diversify by pooling risks across many 
individuals.  Insurance is  called fair insurance if 
the expected return to the policyholder is  zero:  
The expected payout equals the premium paid.  
Risk-averse people fully insure if they can buy fair 
insurance.  Because insurance companies must earn 
enough income to cover their full operating costs, 
including paying salaries to  workers,  they offer 
insurance that is less than fair.  Risk-averse people 
often buy some insurance even if it is  unfair, but 
they typically buy less than full insurance.  When 
buying unfair insurance, policyholders exchange 

the risk of a large loss for the certainty of a smaller 
loss (paying the premium).

4.  Inve sting  Unde r Unce rtainty.  Whether a 
person makes  an investment depends on the 
uncertainty of the payoff, the expected return, the 
individuals attitudes toward risk, the interest rate, 
and the cost of altering the probabilities of various 
outcomes.  For a risk-neutral person, an investment 
pays if the expected value is positive.  A risk-averse 
person invests only if that persons expected utility 
is higher after investing.  Thus, risk-averse people 
make risky investments if the investments pay 
sufficiently higher rates of return than do safer 
investments.  People pay to alter the probabilities 
of various outcomes from an investment if doing 
so raises their expected utility.

5.  Be havioral  economics and Unce rtainty.   
Economists  and psychologists  have identified 
behavior under uncertainty that is  inconsistent 
with expected utility theory.  These choices may 
be due to biased estimates of probabilities or dif-
ferent objectives than maximizing expected utility.  
For example, some people care more about losses 
than about gains.  One alternative theory that is 
consistent with many of these puzzling choices 
is  prospect theory,  which allows individuals  to 
be risk averse over gains but risk preferring over 
losses.
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someone exceeding the speed limit will be caught 
and punished, or it can increase the size of the fine 
for speeding.  Explain why either method can be 
used to discourage speeding.  Which approach is a 
government likely to prefer, and why?

2.  attitudes toward Risk 

 2.1  Ryan offers to bet Kristin that if a six-sided die comes 
up with one or two dots showing, he will pay her 
$3, but if it comes up with any other number of dots, 
shell owe him $2.  Is that a fair bet for Kristin?

 2.2 Would risk-neutral people ever buy insurance that 
was not fair (that was biased against them)? Explain.

 2.3 Maoyongs utility function with respect to wealth 
is  U(W) = ln W  (where ln W  means the natural 
logarithm of W) .  Plot his  utility function and use 
your figure to determine whether Maoyong is risk 
averse.

 2.4 Use calculus to  determine whether the following 
utility functions imply risk aversion, risk neutrality, 
or risk preference:

a.  U(W) = ln (W) .

b.  U(W) = W
0.4.

c.  U(W) = W
2.

d.  U(W) = 2W.

  (Hint:  See Using Calculus Diminishing Marginal 
Utility of Wealth.)  C

 2.5  Suppose  that Laura  has  a  utility function of 
U(W) = W

0.5  and an initial wealth of W = +100.  
How much of a  risk premium would she want to 
participate in a gamble that has a 50% probability of 
raising her wealth to $120 and a 50% probability of 
lowering her wealth to $80?

 *2.6 Hugo has a concave utility function of U(W) = W
0.5.  

His only asset is shares in an Internet start-up com-
pany.  Tomorrow he will learn the stocks value.  He 
believes that it is worth $144 with probability 23  and 
$225 with probability 13.  What is his expected utility? 
What risk premium would he pay to avoid bearing 
this risk? (Hint:  See Q&A 14.2 and the discussion of 
the risk premium in Figure 14.2.)

 2.7 Given the information in Q&A 14.2, Irma prefers to 
buy the stock.  Show graphically how high her cer-
tain wealth would have to be for her to choose not 
to buy the stock.

 2.8 Suppose that an individual is  risk averse and has 
to choose between $100 with certainty and a risky 
option with two equally likely outcomes:  +100 - x  
and +100 + x.  Use a graph (or math)  to show that 
this persons risk premium is smaller, the smaller x  
is  (the less variable the gamble is).

 2.9  Based on the information in the Mini-Case, Stocks 
Risk Premium,  are  the comparative  returns  to 
10-year U.S.  treasury bonds and the S&P 500 stock 
index consistent with risk aversion on the part of 
investors? Explain.

 2.10 Joanna is considering three possible jobs.  The fol-
lowing table shows the possible incomes she might 
get in each job.

Outcome A Outcome B

Probability Earnings Probability Earnings

Job 1 0.5 20 0.5 40

Job 2 0.3 15 0.7 45

Job 3 1 30

  For each job,  calculate  the  expected value,  the 
variance, and the standard deviation.  If Joanna is 
averse to risk (as measured by variance),  what can 
you predict about her job choice? What if she is risk 
neutral?

 2.11  Catalina just inherited a  vineyard from a distant 
relative.  In good years (those without rain and frost 
during harvest season), she earns $100,000 from the 
sale of grapes from the vineyard.  If the weather is 
poor,  she loses $20,000.  Catalinas estimate of the 
probability of good weather is 60%.

a.  Calculate the expected value and the variance 
of Catalinas income from the vineyard.

b.  Catalina is  risk averse.  Ethan, a  grape buyer, 
offers Catalina a guaranteed payment of $70,000 
each year in exchange for her entire harvest.  
Will she accept this offer?  Explain.

c.  Why might Ethan make such an offer?

 2.12 Based  on the  information in the  Mini-Case, 
 Gambling,  provide at least three reasons why 
many risk averse people gamble in casinos.

3.  Reducing Risk 

 3.1  Malee,  who is  risk averse,  has two pieces of jew-
elry, each worth $1 ,000.  She plans to send them to 
her sister s firm in Thailand to be sold there.  She is 
concerned about the safety of shipping them.  She 
believes that the probability that any box shipped 
will not reach its  destination is  .  Is  her expected 
utility higher if she sends the articles together or in 
two separate shipments?

 3.2 Why do many investment advisors  recommend 
that managers invest only a small share of their sav-
ings in the stock of companies they work for? (Hint:  
See  the Managerial Implication Diversify Your 
Savings.)
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 3.3 Lucy, the manager of the medical test firm, Dubrow 
Labs, worries about the firm being sued for botched 
results from blood tests.  If it isnt sued,  the firm 
expects to earn a profit of 100, but if it is  success-
fully sued, its profit will be only 10.  Lucy believes 
the probability of a successful suit is 5%.  If fair insur-
ance is available and Lucy is risk averse, how much 
insurance will she buy?

 *3.4 Consider a household that possesses $160,000 worth 
of valuables such as jewelry.  This household faces 
a 0.2 probability of burglary, in which case it loses 
$70,000 worth of the valuables.  Suppose it can buy 
an insurance policy for $15,000 that would fully 
reimburse the amount of loss from burglary.  The 
households utility is given by U(X) = 4X0.5

a.  Should the  household  buy this  insurance 
policy?

b.  What is the actuarially fair price for the insur-
ance policy?

c.  What is  the most the household is  willing to 
pay for this insurance policy that fully covers 
it against the loss?

 3.5 An insurance agent (interviewed in Jonathan Cle-
ments, Dare to Live Dangerously:  Passing on Some 
Insurance Can Pay Off,  Wall Street Journal,  July 23, 
2005, D1)  states, On paper, it never makes sense to 
have a policy with low deductibles or carry colli-
sion on an old car.  But the agent notes that raising 
deductibles and dropping collision coverage can be 
a tough decision for people with a low income or lit-
tle savings.  (Collision insurance is the coverage on a 
policyholder s own car for accidents where another 
driver is not at fault.)

a.  Suppose that the loss is  $4,000 if an old car is 
in an accident.  During the six-month cover-
age period, the probability that a  court finds 
the insured person at fault in an accident is 136.  
Suppose that the price of the coverage is $150.  
Should a  wealthy person purchase the cov-
erage?  Should a  poor person purchase the 
coverage? Do your answers depend on the pol-
icyholder s degree of risk aversion? Does the 
policyholder s degree of risk aversion depend 
on his or her wealth?

b.  The agent advises wealthy people not to pur-
chase insurance to  protect against possible 
small losses.  Why?

 3.6 After Superstorm Sandy in 2012, the government 
offered subsidies  to  people whose houses were 
destroyed.  How does the expectation that subsi-
dies will be offered again for future major disasters 
affect the probability that risk-averse people will 
buy insurance as  well as  the amount they buy? 

(Hint:  Use a utility function for a risk-averse person 
to illustrate your answer.  See Q&A 14.3.)

 3.7 In 2015, Lloyds of London, a major global insurer, 
concluded that a chain reaction of floods, drought, 
and related diseases could cripple the worlds food 
supply.  What actions can firms and individuals take 
to mitigate the risks they face?

 3.8 In 2015,  San Franciscos Lazy Bear restaurant and 
a variety of other restaurants around the country 
started using a reservation system in which diners 
pay for their meal in advance.  No refunds are pos-
sible, though diners can give their tickets to others.  
Previously, these restaurants used traditional res-
ervations, in which diners suffered no loss if they 
canceled, even at the last minute.  How does this new 
system affect restaurants  risks?  What are some of 
the potential costs of this new system?

4.  Inve sting Unde r Unce rtainty 

 *4.1  Andy and Kim live together.  Andy may invest 
$10,000 (possibly by taking on an extra job to earn 
the additional money)  in Kims MBA education this 
year.  This investment will raise the current value of 
Kims earnings by $24,000.  If they stay together, they 
will share the benefit from the additional earnings.  
However, the probability is 12  that they will split up 
in the future.  If they were married and then split, 
Andy would get half of Kims  additional earn-
ings.  If they were living together without any legal 
ties and they split,  then Andy would get nothing.  
 Suppose that Andy is risk neutral.  Will Andy invest 
in Kims education? Does your answer depend on 
the  couples legal status?

 4.2 Use a decision tree to illustrate how a risk-neutral 
plaintiff in a  lawsuit decides whether to  settle  a 
claim or go to trial.  The defendants offer $50,000 to 
settle now.  If the plaintiff does not settle, the plain-
tiff believes that the probability of winning at trial 
is 60%.  If the plaintiff wins, the amount awarded is 
X.  How large can X  be before the plaintiff refuses to 
settle?  How does the plaintiffs attitude toward risk 
affect this decision?

 4.3 DVD retailers choose how many copies of a movie 
to purchase from a studio and to stock.  The retail-
ers have the right to return all unsold copies to the 
studio for a  full refund, but the retailer pays the 
shipping costs for returned copies.  A small mom-
and-pop retailer will sell 1 ,  2,  3,  or 4  copies with 
probabilities 0.2, 0.3, 0.3, and 0.2, respectively.  Sup-
pose that the retail market price of the DVD is $15 
and that the retailer must pay the studio $8 for each 
copy.  The studios marginal cost is $1 .  The retailer s 
marginal profit is $7 for selling each copy, and the 
studios marginal profit is $7 for each nonreturned 
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copy sold to the retailer.  The cost of shipping each 
DVD back to the studio is $2.  The studio and retailer 
are risk neutral.

a.  How many copies of the DVD will the retailer 
order from the studio?  What is  the studios 
expected profit-maximizing number of copies 
for the retailer to order?

b.  Alternatively, suppose that the studio pays the 
shipping costs  to  return unsold DVDs.  How 
many copies would the retailer order?

c.  Does the number of copies the retailer orders 
depend on which party pays  the  shipping 
costs?  Why?

 4.4 Use a decision tree to illustrate how a risk-averse kid-
ney patient would make a decision about whether 
to have a transplant operation.  The patient currently 
uses a dialysis machine, which lowers her utility.  If 
the operation is successful, her utility will return to 
its  level before the onset of her kidney problems.  
However,  she faces a  5% probability that she will 
die if she has the operation.  (If it will help, make up 
utility numbers to illustrate your answer.)

 4.5 Robert  Green repeatedly  and  painstakingly 
applied herbicides to kill weeds that would harm 
his sugar beet crops in 2007.  However, in 2008, he 
planted beets genetically engineered to withstand 
 Monsantos Roundup herbicide.  Roundup destroys 
weeds but leaves the crop unharmed, thereby sav-
ing a  farmer thousands of dollars in tractor fuel 
and labor.  This policy was risky.  In the past when 
beet breeders announced they were going to use 
Roundup- resistant seeds,  sugar-using food com-
panies  like Hershey and Mars objected,  fearing 
consumer resistance.  Now, though, sensing that 
consumer concerns have subsided, many processors 
have cleared their growers to plant the Roundup-
resistant beets.  A  Kellogg spokeswoman said her 
company was willing to use such beets, but  Hershey 
and Mars declined to comment.  Thus, a farmer like 
Mr.  Green faces  risks  by switching to  Roundup 
Ready beets.  Use a decision tree to  illustrate the 
analysis that a farmer in this situation needs to do.

 4.6 In Q&A 14.4, advertising increases the probability of 
high demand to 80%.  If all the other information in 
the Q&A stays the same, what is the minimum prob-
ability of high demand resulting from advertising 
such that Gautam decides to invest and advertise?

 4.7 During the Great Recession,  many homeowners 
around the world owed more on their houses than 
they were worth.  Often, U.S.  borrowers who can-
not meet their mortgage payments can give their 
houses to the banks that hold their mortgage with-
out declaring bankruptcy or being held accountable 

for any unpaid balance.  However, Europeans, who 
face tougher bankruptcy laws, are responsible for 
unpaid mortgage balances even after losing their 
homes (Gabriele Steinhauser and Matthew Dalton, 
Lingering Bad Debts Stifle Europe Recovery,  Wall 

Street Journal,  January 31 ,  2013).  Using a decision 
tree,  show that Americans are more likely to buy 
houses than Europeans, all else the same.

5.  Be havioral economics and Unce rtainty 

 5.1  First,  answer the following two questions about 
your preferences:

a.  You receive $5,000  and are  offered a  choice 
between receiving an extra $2,500 with certainty 
or flipping a coin and getting $5,000 more if 
heads or $0 if tails.  Which option do you prefer?

b.  You receive $10,000 conditional on making the 
following choice:  Return $2,500 or flip  a  coin 
and return $5,000 if heads and $0 if tails.  Which 
option do you prefer?

  Most people choose the certain $2,500 in the first 
case but flip  the coin in the second.  Explain why 
this behavior is  not consistent.  What do you con-
clude about how people make decisions concerning 
uncertain events?

 5.2 Evan is  risk preferring with respect to gains and 
risk averse with respect to losses.  Louisa is risk pre-
ferring with respect to losses and risk averse with 
respect to  gains.  Illustrate both utility functions.  
Which persons attitudes toward risk are consistent 
with prospect theory? Which of these people would 
you expect to be susceptible to framing effects?

 *5.3 Joe lost a substantial amount gambling at a racetrack 
today.  On the last race of the day, he decides to make 
a large enough bet on a longshot so that, if he wins, 
he will make up for his earlier losses and break even 
on the day.  His friend Sue, who won more than she 
lost on the day, makes just a small final bet so that 
she will end up ahead for the day even if she loses 
the last race.  Would you explain this behavior using 
overconfidence bias, prospect theory, or some other 
principle of behavioral economics?

6.  Manage rial  Problem 

 6.1  Global Gas International offers to subcontract the 
Halidurton Heavy Construction Corporation to 
build an oil pipeline from Canada to New Orleans 
for $500 million.  The probability that the oil pipeline 
will leak causing environmental damage is .  If so, 
the legal liabilities will be $600 million.

a.  If Halidurton is risk neutral and liable for the 
damages from a leak, what is  the  such that 
it is  indifferent between accepting or rejecting 
the contract?
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b.  If Halidurton is risk averse and fair insurance 
is offered, how much insurance would it buy?

c.  If Global Gas International will partially indem-
nify Halidurton so that the largest damages that 
Halidurton would have to pay is $200 million, 
what is  the  that leaves it indifferent about 
accepting the contract?

d.  If partially indemnified, how much fair insur-
ance will Halidurton buy?

7.  MyEconLab Spreadsheet Exercises24

 7.1  Aman, Bo, and Celia are considering an investment 
opportunity such that each persons final wealth 
(the return net of the investment)  will be W1 = +25 
thousand with probability 0.6 or W2 = +100 thou-
sand with probability 0.4.

a.  Calculate the expected value of wealth E(W).

b.  Amans utility function is  U(W) = W,  while 
Bos is U(W) = W

0.5  and Celias is U(W) = W
2.  

For each person, calculate the expected utility of 
wealth, EU(W), the certainty equivalent wealth, 
CE,  and the risk premium, RP.  (Hint:  If an indi-
viduals utility function is,  say, U = W

x,  then 
the wealth corresponding to that utility level is 
W = U

1/x,  so the certainty equivalent wealth is 
CE = EU1/x. )

c.  Determine each persons attitude toward risk 
from his or her risk premium.

 7.2.  An investor is  considering five possible  invest-
ment strategies.  The investor cares only about the 
expected payoff and possibly the variance of each 
strategy.  The following table  shows the payoffs 
under bad luck and good luck and the associated 
probabilities.

Strategy

Bad 

Luck 

Payoff

Probability 

of Bad Luck

Good 

Luck 

Payoff

Probability 

of Good  

Luck

A 4 0.6 9 0.4

B 5 0.3 5 0.7

C 2 0.5 12 0.5

D 4 0.8 11 0.2

E 3 0.7 10 0.3

a.  Using a spreadsheet,  determine the expected 
value and variance for each strategy.

b.  Which strategy would be  chosen by a  risk- 
neutral investor? A risk-preferring investor?

c.  If we know only that the investor is risk averse, 
can we rule out any strategies?

 7.3 Samanthas  utility function over this  year s  net 
income, Y,  is  U(Y) = Y

0.5.  She owns a car for busi-
ness that she will have to replace if it is  stolen.  If her 
car is  not stolen her net income is  $122,500.  If the 
car is stolen her net income is reduced by the car s 
replacement cost of $20,100.  The probability that the 
car will be stolen this year is 20%.

a.  Use Excel to calculate Samanthas expected util-
ity and to calculate the price of fair insurance 
that would cover the full replacement cost of 
the car.

b.  An insurance company is considering four pos-
sible prices for full insurance for  Samanthas 
car:  $4,020, $4,090, $4,851, and $4,164.  Assume 
Samantha buys full insurance and use Excel to 
determine Samanthas income and utility for 
each of these prices if the car is stolen and if it is 
not stolen.  Then calculate  Samanthas expected 
income and expected utility for each of these 
prices.  Would she buy full insurance at these 
prices? What is the maximum price Samantha 
would pay for full insurance?

c.  Suppose  the  insurance  company offers  an 
insurance policy with a $1 ,000 deductible:  If 
the car is stolen, Samantha will absorb the first 
$1 ,000 of the loss and the company will pay 
the remaining $19,100.  Use Excel to calculate 
Samanthas expected utility if the price for this 
policy is  $3,820.  What if the price is  $3,970? 
Would Samantha buy the policy at either of 
these prices?

24The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .
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The buyer needs a  hundred eyes,  the  seller not one.  George Herbert (1 651 )

Lea rn i n g  Ob jec t i ve s

1 .  Explain  why adverse selection prevents desirable transactions.

2.  Describe the methods used to reduce adverse selection.

3.  Show how moral  hazard  decreases gains and distorts risk sharing in  economic transactions.

4.  Construct contracts that reduce or el iminate moral  hazard.

5.  Explain  how monitoring can reduce moral  hazard  problems.

Asymmetric 
Information 1 5

A major cause of the worldwide financial  crisis  of 20072009 was that managers 

and  other employees of banks,  insurance companies,  and other firms took exces-

sive risks.  Looking back on the events that led  to the financial  meltdown,  Goldman 

Sachs Chief Executive Lloyd Blankfein  admitted that Wall  Street firms,  caught up in  

the pursuit of profits,  had  ignored risks,  and  that these firms needed to dramatically 

change compensation practices.  As he noted,  Decisions on  compensation and 

other actions taken and  not taken,  particularly at banks that rapidly lost a  lot of 

shareholder value,  look self-serving and greedy in  hindsight.

During the mortgage market meltdown that 

started  in  2007,  record  numbers  of mortgage 

holders defaulted on their loans and their homes 

went into foreclosure,  where the lender took 

ownership.  Foreclosures went from 0.7 mil l ion  

nationally in  2006 to 1 .3 mil l ion  in  2007,  2.3 mil l ion  

in  2008,  and about 2.8 mil l ion  in  2009 and 201 0,  

before fal l ing to 1 .8 mil l ion  in  201 1 ,  1 .1  mil l ion  in  

201 4,  and  hitting  a  ten-year low in  the first half 

of 201 5.

Prior to  the crash,  many banks  and  other 

mortgage-initiating firms started providing riskier 

mortgages in  four ways.  First,  many mortgage-

initiating firms stopped requiring down payments 

for subprime  mortgage loans,  which  are loans 

made to people who are not prime (low-risk)  borrowers.  In  the San Francisco Bay 

Area,  69% of famil ies whose owner-occupied homes were in  foreclosure in  the first 

nine months of 2007 had put down 0% at the time of purchase,  and only 1 0% had 

made the traditional  20% down payment.

Limiting  

Managerial  

Incentives

Manager ia l  
P rob l em
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I
n previous chapters, we focused on situations in which all firms and consumers 
have symmetric information:  Everyone is equally knowledgeable or equally ignorant 
about prices, product quality, and other factors relevant to a transaction.  In per-

fectly competitive markets, everyone knows all the relevant facts about a potential 
transaction.  In the insurance examples discussed in Chapter 14, the companies that 
sell insurance and the people who buy it are equally uncertain about future events.  
In contrast, in this chapter, we consider situations in which people have asymmetric 
information:  One party to a transaction has relevant information that another party 
does not have.

We concentrate on two types of asymmetric information:  hidden characteristics  and 
hidden actions .  A hidden characteristic  is  an attribute of a person or thing that is 
known to one party but unknown to others.  For example, the owner of a property 
may possess extensive information about the mineral composition of the land that 
is unknown to a mining company that is considering buying the land.

Another type of informational asymmetry, a hidden action,  occurs when one 
party to a transaction cannot observe important actions  taken by another party.  For 
example, senior managers may take actions that shareholders do not observe, such 
as commandeering the company jet for personal use or making hidden financial 
decisions that create excessive risk for shareholders.

A more-informed party may exploit the less-informed party, engaging in opportu-
nistic behavior:  taking economic advantage of someone when circumstances permit.  
Two problems of opportunistic behavior arise from asymmetric information.  One
adverse selectionis due to hidden characteristics, while the othermoral hazardis 
associated with hidden actions.

Second,  firms loaned to speculators who were more l ikely to walk away from a  

loan than would  someone who l ived  in  the mortgaged house.  Speculators were 

a  particularly serious problem in  Miami and Las Vegas.  In  Las Vegas during the first 

half of 2007,  absentee investors owned 74% of single-family homes in  foreclosure.  

(Nationwide,  nonowner-occupied homes accounted for 1 3% of prime defaults and 

1 1 % of subprime defaults.)

Third,  mortgages used adjustable rates that started very low and increased rap-

id ly over time.  Because lenders d id  not clearly explain  the implications of these 

escalator clauses to borrowers,  many poor people suddenly found  themselves 

unable to make their mortgage payments.

Fourth,  many mortgage-originating firms such as banks failed  to check borrow-

ers  creditworthiness properly.  One in  six of the properties repossessed  in  the San 

Francisco Bay Area was owned by people who had two or more previous foreclo-

sures,  and some of these people had five or more foreclosures.

Why did  executives at these banks take risks that resulted  in  so much lost share-

holder value?  We examine how a  manager s incentives can lead to excessive risk 

taking in  Q&A 1 5.3.  How can a  firm compensate its corporate executives so as to 

prevent them from undertaking irresponsible and potentially devastating actions?  In  

the Managerial  Solution,  we examine how a manager s incentives can be changed 

to reduce excessive risk taking.
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The problem of adverse selection  arises when one party to a transaction possesses 
information about a hidden characteristic that is unknown to other parties and takes 
economic advantage of this information.  For example, if a roadside vendor sells a box 
of oranges to a passing motorist and only the vendor knows that the oranges are of 
low quality, the vendor may allege that the oranges are of high quality and charge 
a premium price for them.  That is, the seller seeks to benefit from an informational 
asymmetry due to a hidden characteristic, the quality of the oranges.  If potential 
buyers worry about such opportunistic behavior, they may be willing to pay only 
low prices or may forego purchasing the oranges entirely.

The primary problem arising from hidden action is moral hazard,  which occurs 
when an informed party takes an action that the other party cannot observe and 
that harms the less-informed party.  If you pay a mechanic by the hour to fix your 
car and you do not watch the repairs, then the actual time spent by the mechanic 
on your car is a hidden action.1  A moral hazard occurs if the mechanic bills you for 
excessive hours.

This chapter concentrates on identifying the various problems that arise due to 
asymmetric information.  In particular, adverse selection often leads to markets in 
which some desirable transactions do not take place or even the market as a whole 
cannot exist.  Moral hazard often results from contracts that give one party an incen-
tive to take actions that reduce joint profits or cause the relatively risk-averse party 
to bear excessive risk.  We discuss how to reduce or eliminate these problems by 
government actions, properly designed contracts, outside firms that provide infor-
mation, and other means.

1A lawyer dies in an accident and goes to heaven.  A host of angels greet him with a banner that 
reads, Welcome Oldest Man!  The lawyer is puzzled:  Why do you think Im the oldest man who 
ever lived? I was only 47 when I died.  One of the angels replied, You cant fool us; you were at 
least 152 when you died.  We saw how many hours you billed!

In  this chapte r, 

we  e xamine  five  

main topics

Ma in  top ic s
1 .  Adve rse  Se le ction:  Adverse selection  may prevent desirable  transactions 

from occurring,  possibly el iminating  a  market entirely.

2.  re ducing  Adve rse  Se le ction:  Adverse selection  problems are  reduced  if 

a  law prevents  the exploitation  of h idden  characteristics  or if  un informed 

parties  can  obta in  information  about h idden  characteristics.

3.  Moral  hazard:  Mora l  hazard  leads  to  ineffic ient market  outcomes  by 

reducing  the combined  profits  of participants  or by causing  relatively risk-

averse ind ividuals  to  bear excessive risk.

4.  Using  Contracts to re duce  Moral  hazard:  A contract that provides  opti-

mal  incentives for a l l  parties  to  a  transaction  reduces or el iminates mora l  

hazard  problems.

5.  Using Monitoring to re duce  Moral hazard:  Moral  hazard  problems can be 

l imited or eliminated through monitoring and using contracts to impose penal-

ties for undesirable actions.
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1 5.1  Adve rse  Se le ction
One of the most important problems associated with adverse selection is  that if 
consumers lack relevant information, they may not engage in transactions to avoid 
being exploited by better-informed sellers.  As a result, not all desirable transactions 
occur, and potential consumer and producer surplus is lost.  Indeed, in the extreme 
case, adverse selection may prevent a market from operating at all.  We illustrate this 
idea using two important examples of adverse selection problems:  insurance and 
products of varying quality.

Adve rse  Se le ction in  Insurance  Marke ts
Hidden characteristics and adverse selection are very important in the insurance 
industry.  If a health insurance company provided fair insurance by charging every-
one a rate for insurance equal to the average cost of health care for the entire popu-
lation, then the company would lose money due to adverse selection.  Unhealthy 
peoplepeople who expect to incur health care costs that are higher than average
would view this insurance as a good deal and many would buy it.  In contrast, unless 
they were very risk averse, healthy people would not buy it because the premiums 
would exceed their expected health care costs.  Given that a disproportionately large 
share of unhealthy people would buy the insurance, the market for health insurance 
would exhibit adverse selection, and the insurance companys average cost of medi-
cal care for covered people would exceed the populations average.

Adverse selection results in an inefficient market outcome, which reduces total 
surplus.  The loss of potential total surplus occurs because some potentially beneficial 
sales of insurance to relatively healthy individuals do not occur.  These consumers 
would be willing to buy insurance at a lower rate that was closer to the fair rate for 
them given their superior health.  The insurance company would be willing to offer 
such low rates only if it could be sure that these individuals were relatively healthy.

Products of Unknown Quality
Anagram for General Motors:  Or Great Lemons

Adverse selection often arises because sellers of a product have better information 
about the products qualitya hidden characteristicthan do buyers.  Cars that 
appear to be identical on the outside often differ substantially in the number of 

repairs they will need.  Some cars, often called lemons,  have a variety 
of problems that become apparent to the owner only after buying the 
car and driving it for a while.  The seller of a used car usually knows 
whether a car is a lemon.

If buyers have the same information as sellers, no adverse selection 
problem arises.  However, if sellers have more information than buyers, 
adverse selection may drive high-quality products out of the market 
(Akerlof, 1970).  Why? Potential buyers worry that a used car might be 
a lemon.  As a result they will not pay as high a price as they would if 
they knew the car was of good quality.  They will only buy if the price 
is low enough to reflect the possibility of getting a lemon.  Given that 
sellers of excellent used cars do not want to sell their cars for that low 
a price, they do not enter the market.  Adverse selection has driven the 
high-quality cars out of the market, leaving only the lemons.
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In the following example, we assume that sellers cannot alter the quality of their 
used cars and that the number of potential used car buyers is large.  All are willing to 
pay $4,000 for a lemon and $8,000 for a good used car:  The demand curve for lemons, 
DL,  is horizontal at $4,000 in panel a of Figure 15.1 , and the demand curve for good 
cars, DG,  is horizontal at $8,000 in panel b.

Although the number of potential buyers is virtually unlimited, only 1 ,000 owners 
of lemons and 1 ,000 owners of good cars are willing to sell.  The reservation price  of 
lemon ownersthe lowest price at which they will sell their carsis $3,000.  Conse-
quently, the supply curve for lemons, SL  in panel a, is horizontal at $3,000 up to 1 ,000 
cars, where it becomes vertical (no more cars are for sale at any price).  The reserva-
tion price of owners of high-quality used cars is v,  which is less than $8,000.  Panel 
b  shows two possible values of v.  If v = +5,000,  the supply curve for good cars, S1,  
is horizontal at $5,000 up to 1 ,000 cars and then becomes vertical.  If v = +7,000, the 
supply curve is S2.

Symme tric Information Marke t equilibrium.  If both sellers and buyers 
know the quality of all the used cars before any sales take place (they have full, 
symmetric information), all 2,000 cars are sold, and the good cars sell for more than 
the lemons.  In panel a of Figure 15.1 , the intersection of the lemons demand curve 
DL  and the lemons supply curve SL  determines the equilibrium at e  in the lemons 
market, where 1 ,000 lemons sell for $4,000 each.  Regardless of whether the supply 

F I gU re  1 5 . 1  Marke ts for Lemons and good Cars

I f everyone has ful l  information,  the equil ibrium in  
the lemons market is  e  (1 ,000 cars sold  for $4,000 
each) ,  and  the equil ibrium in  the good-car mar-
ket is  E  (1 ,000 cars sold  for $8,000 each) .  I f buyers 
can t tel l  qual ity before buying  but assume that 
equal  numbers  of the two types of cars  are for 
sale,  their demand in  both  markets is  D* ,  which is  

horizontal  at $6,000.  I f the good-car owners  res-
ervation  price is  $5,000,  the supply curve for good 
cars is  S1 ,  and  1 ,000 good cars (point F)  and  1 ,000 
lemons (point f)  sel l  for $6,000 each.  I f their reser-
vation  price is  $7,000,  the supply curve is  S2.  No 
good  cars  are sold ;  1 ,000 lemons sel l  for $4,000 
each (point e ) .
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P
ri
c
e
 o
f 
a
 l
e
m
o
n
, 
$

3,000

0

Lemons per year

1 ,000

S
L

DL

D*6,000

4,000

(a)  Market for Lemons

f

e

P
ri
c
e
 o
f 
a
 g
o
o
d
 c
a
r,
 $

8,000

Good cars per year

1 ,000

S2

S1

DG

D*

7,000

6,000

5,000

0

(b)  Market for Good Cars

F

E

M1 5_PERL7879_02_SE_C1 5. indd   51 3 23/1 1 /1 5   5:09 pm



514 ChAPter 1 5   Asymmetric Information

2A risk-neutral person cares about only the expected value and does not worry about uncertainty 
(Chapter 14).
3Risk-neutral sellers  place an expected value of (12 * +3,000) + 1

2  v = +1,500 +
1
2  v  on a  car of 

unknown quality.  If v = +7,000, this expected value is +1,500 + +3,500 = +5,000.  If v = +5,000,  
the expected value is only $4,000.  In either case, sellers would be happy to sell their cars for $6,000.

curve for good cars is S1  or S2 in panel b, the equilibrium in the good-car market is 
E,  where 1 ,000 good cars sell for $8,000 each.

This market is  efficient because the goods go to the people who value them the most.  All 
current owners, who value the cars less than the potential buyers, sell their cars.  
It does not matter whether all buyers and sellers have full information or all lack 
informationits the equality (or symmetry)  of information that matters.  However, 
the amount of information they have affects  the price at which the cars sell.  With full infor-
mation, good cars sell for $8,000 and lemons for $4,000.

If information is symmetric and buyers and sellers are equally ignorant (they 
dont know if a car is good or a lemon), both types of cars sell for the same price.  
A buyer has an equal chance of buying a lemon or a good car.  The expected value 
of a used car is

 +6,000 = 1
1
2 * +4,000 2 + 1

1
2 * +8,000 2 .  

A risk-neutral buyer would pay $6,000 for a car of unknown quality.2 Because sellers 
cannot distinguish between the cars either, sellers accept this amount and sell all the 
cars.3 Thus, this market is efficient because the cars go to people who value them 
more than their original owners.

If the only cars sold were lemons, they would sell for $4,000.  The presence of 
good-quality cars raises the price received by sellers of lemons to $6,000.  Similarly, if 
only good cars were sold, they would sell for $8,000.  The presence of lemons lowers 
the price that sellers of good cars receive to $6,000.  Thus, effectively, sellers of good-
quality cars are subsidizing sellers of lemons.

Asymme tric Information Marke t equilibrium.  If sellers know the quality 
but buyers do not, this market may be inefficient:  The better-quality cars may not be 
sold even though buyers value good cars more than sellers do.  The equilibrium in 
this market depends on whether the value that the owners of good cars place on their 
cars, v,  is greater or less than the expected value of buyers, $6,000.  The two possible 
equilibria are:  (1 )  All cars sell at the average price, or (2)  only lemons sell at a price 
equal to the value that buyers place on lemons.

Initially, we assume that the sellers of good cars value their cars at v = +5,000,  
which is less than the buyers expected value of the cars ($6,000), so that transactions 
occur.  The equilibrium in the good-car market is determined by the intersection of S1  
and D*  at F  in panel b  of Figure 15.1 , where 1 ,000 good cars sell at $6,000.  Similarly, 
owners of lemons, who value their cars at only $3,000, are happy to sell them for 
$6,000 each.  The new equilibrium in the lemons market is f.

Thus, all cars sell at the same price.  In this case, asymmetric information does not 
cause an efficiency problem, but it does have equity implications.  Sellers of lemons ben-
efit and sellers of good cars suffer from consumers inability to distinguish quality.  
Consumers who buy the good cars get a bargain, and buyers of lemons are left with 
a sour taste in their mouths.
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Now suppose that the sellers of good cars place a value of v = +7,000 on their 
cars and thus are unwilling to sell them for $6,000.  As a result, the lemons drive good 
cars out of the market.  Buyers realize that they can buy only lemons at any price less 
than $7,000.  Consequently, in equilibrium, the 1 ,000 lemons sell for the expected (and 
actual)  price of $4,000, and no good cars change hands.  This equilibrium is inefficient 
because high-quality cars remain in the hands of people who value them less than 
potential buyers do.

In summary, if buyers have less information about product quality than sellers 
do, the result might be a lemons problem in which high-quality cars do not sell even 
though potential buyers value the cars more than their current owners do.4 If so, 
asymmetric information causes an otherwise perfectly competitive market to lose its 
desirable efficiency properties.  The lemons problem does not occur if the information 
is symmetric.  If buyers and sellers of used cars know the quality of the cars, each car 
sells for its true value in a perfectly competitive market.  If,  as with new cars, neither 
buyers nor sellers can identify lemons, both good cars and lemons sell at a price 
equal to the expected value rather than at their (unknown)  true values.

Q&A  1 5 . 1
Suppose that everyone in our used car example is risk neutral, and potential car 
buyers value lemons at $4,000 and good used cars at $8,000.  The reservation price 
of lemon owners is $3,000 and the reservation price of owners of high-quality 
used cars is $7,000.  The share of current owners who have lemons is 15  (in contrast 
to our previous example, where the share was 12).  Describe the equilibrium.

Answer

1.  Determine how much buyers are willing to pay if all cars  are sold.  Because buyers 
are risk neutral, if they believe that the probability of getting a lemon is 15,  the 
most they are willing to pay for a car of unknown quality is

 p = 3+8,000 * 11 -
1
52 4 + 14,000 *

1
52 = +7,200.  (15.1)

2.  Determine whether sellers  will sell their cars and describe the equilibrium.  The own-
ers of lemons will sell if the price equals or exceeds their reservation price of 
$3,000.  The owners of high-quality used cars will sell if the market price equals 
or exceeds $7,000.  Using Equation 15.1 , we know that the market (equilibrium) 
price is $7,200 if all cars are sold.  Thus, all sellers will choose to sell their cars 
and the equilibrium price will be $7,200.

Varying Quality Under Asymmetric Information.  Most firms can adjust 
their products quality.  If consumers cannot identify high-quality goods before pur-
chase, they pay the same for all goods regardless of quality.  Because the price that 
firms receive for top-quality goods is the same as the price they receive for low-
quality items, they do not produce top-quality goods.  Such an outcome is inefficient 
if consumers are willing to pay sufficiently more for top-quality goods.

4MyEconLab  has a Lemons Market Experiment  that illustrates adverse selection.  To participate, go 
to the MyEconLab  Multimedia Library, Single Player Experiment, and set the Chapter field to All 
Chapters.
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Min i - Ca se Because firms may benefit from having better information than consumers, 
some managers take actions that reduce consumers information.  For example, 
because consumers are willing to pay more for higher quality products, a firm 
may benefit if consumers falsely believe that identical products differ in quality.

By intentionally increasing consumer uncertainty, a firm may be better able 
to profit from ignorant consumers and earn a higher profit.  One way in which 
firms confuse consumers is  to create noise  by selling virtually the same product 
under various brand names.  A noisy monopoly  (Salop, 1977)  may be able to sell a 
product under its own brand name at a relatively high price and supply grocery 
stores (such as Safeway)  or discount stores (such as Walmart)  with a virtually 
identical product that is  sold at a lower price under a private label,  which is a 
house or store brand.  For example, a  single processor produces name-brand 
Prego spaghetti sauce and private-label house brand spaghetti sauces for vari-
ous grocery stores.

For decades, outside firms have manufactured products that Sears,  Roebuck & 
Company sells under its house brand names, Kenmore, Die-Hard, and Crafts-
man.  Amana refrigerators are sold under their own brand name and under the 
Kenmore brand name.  Similarly, Whirlpool sells its own washers and dryers, but 
Sears also markets these products under the Kenmore name.  Sears also places 
its label on Caloric, Frigidaire, GE, Gibson, Jenn-Air, and Toshiba products.5

reducing 

Consumers  

Information

Q&A  1 5 . 2
It costs $10 to produce a low-quality wallet and $20 to produce a high-quality 
 wallet.  Consumers cannot distinguish between the products before purchase, 
they do not make repeat purchases,  and they value the wallets at the cost of 
production.  The five firms in the market produce 100 wallets each.  Each firm pro-
duces only high-quality or only low-quality wallets.  Consumers pay the expected 
value of a wallet.  If all five firms initially produce low-quality wallets, could any 
one firm increase its profit by producing high-quality wallets instead?

Answer

Show that it does not pay for one firm to make high-quality wallets  if the other firms make 
low-quality wallets due to asymmetric information.  If all five firms make a low-quality 
wallet, consumers pay $10 per wallet.  If one firm makes a high-quality wallet and 
all the others make low-quality wallets (so the probability that a consumer buys 
a high-quality wallet is 15),  the expected value per wallet to consumers is

(+10 *
4
5) + (+20 *

1
5) = +12.

Thus, if one frm raises the quality of its product, all frms beneft because the 
wallets sell for $12 instead of $10.  The high-quality frm receives only a fraction 
of the total beneft from raising quality.  It gets $2 extra per high-quality wal-
let sold, which is less than the extra $10 it costs to make the better wallet.  The 
other $8 is shared by the other frms.  The high-quality frm would incur all the 
expenses of raising quality, $10 extra per wallet, and reap only a fraction, $2, 
of the benefts.  Therefore, it opts not to produce the high-quality wallets.  Due 
to asymmetric information,  the frms do not produce high-quality goods even though 
 consumers are willing to pay for the extra quality.

5Want to know which firm made the product you bought at Sears?  Go to http://www.applianceaid 

.com/searscodes.html.
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1 5.2 reducing Adverse Selection
Because adverse selection results from one party exploiting asymmetric information 
about a hidden characteristic, the two main methods for solving adverse selection 
problems are to restrict the ability of the informed party to take advantage of hidden infor-
mation  and to equalize information  among the parties.  Responses to adverse selection 
problems increase welfare in some markets, but may do more harm than good in 
others.

restricting Opportunistic Behavior
Which type of restriction works best to curb opportunistic behavior depends on the 
nature of the adverse selection problem.  The government can prevent adverse selec-
tion insurance problems by mandating universal insurance coverage.  The govern-
ment uses a variety of other laws to prevent opportunism associated with varying 
product quality.

Universal Coverage.  Health insurance markets have adverse selection because 
low-risk consumers do not buy insurance at prices that reflect the average risk.  The 
government can eliminate such adverse selection by providing insurance to every-
one or by mandating that everyone buy insurance.  Canada, the United Kingdom, 
and many other countries provide basic health insurance to all residents, financed 
by a combination of mandatory premiums and taxes.  In 2012, the U.S.  Supreme 
Court confirmed the constitutionality of the individual mandate  in the 2010 Patient 
Protection and Affordable Care Act, which requires virtually all Americans to have 
health care coverage.

Similarly, firms often provide mandatory health insurance to all employees as a 
benefit, rather than paying a higher wage and letting employees decide whether to 

If some consumers know that two products are identical while others believe 
that their qualities differ, a firm may have an opportunity to engage in a special 
type of price discrimination (Chapter 10).  For example, a  food manufacturer 
may take advantage of less-informed customers by charging a  higher price 
for the allegedly superior national brand while informed customers buy a less 
expensive but equally good private-label brand.

Brand proliferation pays if the cost of producing multiple brands is relatively 
low and the share of consumers who are willing to buy the higher-price product 
is  relatively large.  Otherwise, the firm makes a higher profit by selling a single 
product at a moderate price than by selling one brand at a low price and another 
at a high price.

Over time, as consumers have become familiar with private-label brands and 
recognized their quality, the advantage from maintaining multiple brands has 
diminished.  Indeed, private-label products are rapidly gaining market share.  
According to the Private Label Manufacturers Associations 2012 International 
Private Label Yearbook,  the private-label share of relevant products was 53% of the 
market in Switzerland, 49% in Spain, and over 40% in the United  Kingdom and 
Germany.  Private-label goods are not as popular in North America, but their 
share is  growing and has reached 20% in both the United States and Canada.
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buy such insurance on their own.  By doing so, firms reduce adverse selection prob-
lems for their insurance carriers:  Both healthy and unhealthy people are covered.  As 
a result, firms can buy medical insurance for their workers at a lower cost per person 
than workers could obtain on their own.

Laws to Pre ve nt Opportunism.  Product quality and product safety are often 
hidden characteristics that are known to manufacturers but are not observed by 
consumers.  Manufacturers have an incentive to behave opportunistically by selling 
low-quality or unsafe products to consumers at excessive prices.  However, product 
liability laws protect consumers from being stuck with nonfunctional or dangerous 
products.

Moreover, many U.S.  state supreme courts have concluded that products are sold 
with an implicit understanding that they will safely perform their intended function.  
If they do not, consumers can sue the seller even in the absence of product liability 
laws.  If consumers can rely on explicit or implicit product liability laws to force 
a manufacturer to make good on defective products,  they need not worry about 
adverse selection.  Similarly, truth-in-advertising laws and food labeling require-
ments are both efforts to discourage opportunistic behavior by preventing mislead-
ing claims about product characteristics.

equalizing Information
Providing information to all parties eliminates adverse selection problems.  Either 
informed or uninformed parties can act to eliminate or reduce informational asym-
metries.  Three methods for reducing informational asymmetries are:

1.  An uninformed party (such as an insurance company)  can use screening  to infer 
the information possessed by informed parties.

2.  An informed party (such as a person seeking to buy health insurance)  can use 
signaling  to send information to a less-informed party.

3.  A third party (such as a firm or a government agency)  not directly involved in the 
transaction may collect information and sell it or give it to the uninformed party.

Scre e ning.  Insurance companies reduce adverse 
selection problems by screening potential customers 
based on their health records or requiring them to 
undergo medical exams.  A life insurance company 
uses such information to better estimate the prob-
ability that it will have to pay off on a policy.  The firm 
can then decide not to insure high-risk individuals 
or it can charge high-risk people higher premiums.

It is costly to collect information on the health of 
a  person or to investigate whether that individual 
has dangerous habits such as smoking, drinking, or 
skydiving.  As a result, insurance companies collect 
information only up to the point at which the mar-
ginal benefit from the extra information they gather 
equals the marginal cost of obtaining it.  Over time, 
insurance companies have increasingly concluded 
that it pays to collect information about whether 
individuals exercise, have a family history of dying 
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young, or engage in potentially life-threatening activities.  If the individuals but not 
the insurance companies know about these characteristics, adverse selection occurs.

Consumers can use screening techniques, too.  For example, they can screen used 
cars by test-driving them, or by having an objective, trustworthy mechanic examine 
the car.  They can also pay a company such as CARFAX to check the history of the 
repairs on a vehicle they are considering purchasing.

As long as the consumers  costs of securing information are less than the pri-
vate benefits, they obtain the information, transactions occur, and markets function 
smoothly.  However, if the costs exceed the benefits, consumers do not gather the 
information, which prevents some mutually beneficial transactions from occurring, 
so the market is inefficient.

In some markets, consumers rely on a firms reputation,  which they learn from 
other consumers or from observation.  Consumers can avoid the adverse selection 
problem by buying only from firms that have reputations for providing high-quality 
goods.  For example, consumers know that a used car dealer that expects repeat cus-
tomers has a strong incentive not to sell defective products.

Generally, in markets in which the same consumers and firms trade regularly, a 
reputation is easy to establish.  In markets in which consumers buy a good only once, 
such as in tourist areas, firms cannot establish reputations as easily and we might 
expect adverse selection to be a more significant problem.  Remember this warning 
the next time you are tempted to buy an authentic, genuine designer  watch or 
purse from a street vendor.

Signaling.  An informed party may signal the uninformed party to eliminate 
adverse selection.  However, signals solve the adverse selection problem only when 
the recipients view them as credible.  Smart consumers may place little confidence 
in a firms unsubstantiated claims.  Would you believe that a used car runs well just 
because an ad tells you so?

If only high-quality firms find it worthwhile to send a signal,  then a signal is 
credible.  Producers of high-quality goods often try to signal to consumers that their 
products are of better quality than those of their rivals.  If consumers believe their 
signals, these firms can charge higher prices for their goods.  But if the signals are to 
be effective, they must be credible.  For example, a firm may distribute a favorable 
report on its product by an independent testing agency to try to convince buyers that 
its product is of high quality.  Because low-quality firms cannot obtain such a report 
from a reliable independent testing agency, consumers believe this signal.

An applicant for life insurance could have a physical examination and then pre-
sent an insurance company with a written statement from the doctor as a signal of 
good health.  If the only people who want to send a signal are those who believe they 
are healthier than others, insurance companies may rely upon this signal.  However, 
an insurance company may not trust such a signal if it is  easy for people to find 
unscrupulous doctors who will report falsely that their patients are in good health.  
Screening by the insurance company using its own doctors may work better because 
the information is more credible.

Education can also serve as a signal.  No doubt youve been told that one good 
reason to go to college is to get a good job.  Going to college may get you a better job 
because you obtain valuable training.  However, another possibility is that a college 
degree may land you a good job because it serves as a signal to employers about 
your ability.  If high-ability people are more likely to go to college than low-ability 
people, schooling signals ability to employers.
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third-Party Information.  In some markets, consumer groups, nonprofit organi-
zations, and government agencies provide buyers with information about the quality 
of different goods and services.  If this information is credible, it can reduce adverse 
selection by enabling consumers to avoid buying low-quality goods or to lower the 
price of poorer quality products.

For an outside organization to provide believable information, it must convince 
consumers that it is trustworthy.  Consumers Union, which publishes the product 

Honesty is  the  best policywhen  there  is  money in  it.  Mark Twain

Managers can often sell more if they successfully send potential customers a 
 signal that the quality of their product is  high.  Some agricultural firms brand 
their produce (such as Dole pineapples and Chiquita bananas), while rivals sell 
their produce without labels.  Many shoppers assume that branding makes sense 
for a firm only if its product quality is superior to that of unbranded products.

A warranty may serve as both a signal and a guarantee.  It is less expensive for 
the manufacturer of a reliable product to offer a warranty than it is for a firm that 
produces low-quality products.  Consequently, if one firm offers a warranty and 
another does not, then a consumer may infer that the firm with the warranty pro-
duces a superior product.  Of course, sleazy firms may try to imitate high-quality 
firms by offering a warranty that they do not intend to honor.

Top manufacturers of consumer durables such as cars and refrigerators usually 
offer warranties.  In recent years, to signal quality, some leading auto manufactur-
ers have started offering warranties on their pre-owned cars that are comparable 
to those of new cars.

Using Brand 

Name s and 

Warrantie s as 

Signals

Manag e ria l  
I mp l i ca tion

Min i - Ca se Are you healthy? Your insurance company wants to know.  And it wants to keep 
you healthy.  Life insurance companies in Australia,  Europe,  Singapore, and 
South African use the Internet to allow customers to signal that theyre healthy.

When Andrew Thomas swipes his  membership  card when he arrives  at 
his gym, his South African life insurance company, Vitality,  receives instant 
information.  The company checks whether hes still there 30 minutes later by 
tracking his location using his smartphone.  In return for sharing medical and 
exercise information with his insurance company, Mr.  Thomas earns points, 
which reduce his insurance premium by 9%.

In 2015, John Hancock became the first U.S.  life insurance company to intro-
duce a similar program.  The company provides customers with Fitbit monitors 
that automatically upload their activity levels.  The most active customers will 
earn a  discount of up  to 15% on their life-insurance premium, Amazon gift 
cards, and half-price stays at Hyatt hotels.

Thus, the life insurance companies are helping their customers signal that 
theyre healthy, reducing the adverse selection problem.  In addition, the com-
panies are using this information to provide incentives for the insured to lead 
healthier lives so that their families have to wait longer to collect on their life 
insurance.

Discounts for Data
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evaluation guide Consumer Reports,  tries to establish its trustworthiness by refusing 
to accept advertising or other payments from firms.

Auditing is another important example of third-party assessment, in which an 
independent accounting firm evaluates the financial statements of a firm or other 
organization.  Sometimes a firm obtains an audit voluntarily to enhance its reputation 
(a signal).  Sometimes audits are required as a condition of being listed on a particular 
exchange or of participating in a particular transaction (screening), and sometimes 
laws require that audits be performed.

Many local governments require that home sellers disclose all relevant facts about 
the home to potential buyers such as the age of the home and any known defects 
in the electrical work or plumbing.  By doing so, these governments protect buyers 
against adverse selection due to undisclosed defects.

Governments, consumer groups, industry groups, and others also provide infor-
mation by establishing standards ,  which are metrics  or scales for evaluating the 
quality of a  particular product.  For example, the R-value of insulation tells  buy-
ers  how effectively insulation works.  Consumers learn about a  brands quality 
through  certification:  a  report that a  particular product meets or exceeds a given 
standard.

Many industry groups set their own standards and get an outside group or firm, 
such as Underwriters Laboratories (UL)  or Factory Mutual Engineering Corporation 
(FMEC), to certify that their products meet specified standard levels.  For example, by 
setting standards for the size of the thread on a screw, we ensure that screws work 
in products regardless of brand.

When standard and certification programs inexpensively and completely inform 
consumers about the relative quality of all goods in a market and do not restrict the 
goods available, the programs are socially desirable.  However, some of these pro-
grams have harmful effects for two reasons.

First, standard and certification programs that provide imprecise information may 
mislead consumers.  Some standards use only a high- versus low-quality rating even 
though quality varies continuously.  Such standards encourage the manufacture of 
products that either have the minimum quality level necessary to obtain the top 
rating or, if the producer forgoes the high rating, have the lowest cost of production 
and therefore the lowest possible quality.

Second, if standard and certification programs restrict salable goods and services 
to  those that are certified, such programs may also have anticompetitive effects.  
Many governments license only professionals and craftspeople who meet some 
minimum standards.  A licensing law forbids people without a license to practice 
their profession or craft.  In most states,  dozens, if not hundreds, of categories of 
professionals, craftspeople, and others are licensed, including public school teachers, 
electricians, plumbers, dentists, psychologists, contractors, and beauticians.  (See the 
Mini-Case, Occupational Licensing in Chapter 2.)

Licenses or certifications that restrict entry raise the average quality in the indus-
try by eliminating low-quality goods and services.  They drive up  prices to con-
sumers for two reasons.  First, the number of people providing services is reduced 
because the restrictions eliminate some potential suppliers.  Second, consumers are 
unable to obtain lower-quality and less-expensive goods or services.  As a result, 
welfare may go up or down, depending on whether the increased-quality effect or 
the higher-price effect dominates.  Whether such restrictions can be set properly and 
cost effectively by government agencies is widely debated.
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1 5.3 Moral hazard

We now turn from adverse selection problems caused by hidden characteristics to 
moral hazard problems that result from hidden actions.  Examples include individu-
als driving rental cars off-road, workers loafing when the boss is not watching, and 
lawyers acting in their own interests instead of those of their clients.

We start by examining moral hazard problems that occur in insurance markets 
and in principal-agent relationships.  Later, we discuss means of reducing or elimi-
nating these moral hazard problems.

Min i - Ca se
Because consumers cant see a good before buying it over the Internet, its easy 
for a shady seller to misrepresent its quality.  In the worst-case lemons-market 
scenario, low-quality goods drive out high-quality goods.

Adverse selection concerns are particularly strong for electronic goods sold 
on eBay, as consumers cannot squeeze the orange  (try the product)  before 
purchase.  That this market exists on eBay indicates sellers have found ways 
to signal quality.  Consumers know that selling on eBay creates an enforceable 
contract, so sellers  signals reduce adverse selection on eBay.  A sleazy seller will 
have a bad reputation score (the percentage of positive ratings by past custom-
ers).  Some sellers offer money back guarantees or warranties.  Some pay extra 
to eBay to post photos.

One important signal is whether the good is new, remanufactured, or used.  
For years, manufacturers of cameras, computers, mobile phones, MP3 players, 
and other consumer durables have refurbished or upgraded such equipment 
before trying to sell it again.  Even though these remanufactured products may 
be comparable to new ones, consumers do not perceive them that way, so they 
are willing to pay a premium for new items.

Neto et al.  (2015)  studied sales on eBay of three types of iPods:  the Classic, 
the Touch, and the Nano.  They found, for example, that the average price of a 
used iPod Nano was 65% of a new one, while a remanufactured Nano was 82% 
of a new one.  Thus, the signal of the goods type affects the price.

What about other signals such as  positive descriptions?  Consumers view 
used goods as varying more in quality than remanufactured or new products:  
The prices of used goods have greater variance than those of new goods.  As 
a result,  quality claims may be more likely to affect the price of used goods 
than those of new and remanufactured goods.  Neto et al.  found that positive 
descriptions affected the price of most types of used iPods, but not new and 
remanufactured iPods.

Subramanian and Subramanyam (2012)  studied the sales of electronic goods 
on eBay.  They found that a higher seller feedback score reduced the price dif-
ferential between new and remanufactured goods.  They also discovered that 
consumers pay higher prices for products remanufactured by the original man-
ufacturer or their authorized factories than for those remanufactured by third 
parties.

Thus, a variety of signals helps reduce the adverse selection problem for used 
and remanufactured goods.

Adve rse  

Se le ction and 

remanufacture d 

goods
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Moral hazard in  Insurance Markets
The insurance industry introduced the term moral hazard  into common usage.  Many 
types of insurance are highly vulnerable to hidden actions by insured parties that 
result in moral hazard problems.

For example, Ralph, the owner of a clothing store, purchased a large quantity of 
designer jeans and stored the jeans in a warehouse.  Following standard practice, he 
insured the merchandise for its original purchase price against such hazards as fire 
or theft.  Unfortunately for Ralph, these jeans have become unfashionable and are not 
selling.  Because he faces a significant financial loss, he burns down the warehouse 
and makes an insurance claim.6 The hidden action is that of setting the warehouse 
on fire.  Because most people view such an action as unethical or immoral  (as well as 
being illegal), we use the term moral  hazard.

A less extreme example of moral hazard arises when medical insurance covers 
the expense of doctor visits.  If one of the benefits of the medical insurance is that 
insured people do not have to pay for visits to their doctors, some insured people 
make excessive visits to the doctormore than if they had to pay for the visits 
themselves.  Some people visit a doctor in part because they are hypochondriacs or 
are lonely and want some company.

Such behavior is not illegal and may not seem unethical.  However, because it is 
costly, insurance companies take actions to reduce the number of visits.  For example, 
they may cap the number of visits to, say, three per year.  Or the insurance company 
may require its customers to make a copayment, which is part of the cost of each 
visit to a doctor, often about $20 to $30 per visit.7

Moral hazard in  Principal-Agent relationships
Moral hazard problems in business are frequent when a principal  contracts with an 
agent  to take an action  that benefits the principal.  For example, the owner (principal)  
of a firm tells a manager (agent)  to publicize (action)  the firms product.  If the prin-
cipal does not observe the agents actions, moral hazard may result.  Moral hazard 
in a principal-agent relationship is referred to as a principal-agent problem  or agency 
problem .

If information is symmetric so that no actions are hidden, principal-agent rela-
tionships do not give rise to a moral hazard problem.  When a building contractor 
(the principal)  subcontracts with a house painter (the agent)  and both work on the 
same building site, the contractor can directly observe how hard and how well the 
painter is working.  Due to this close monitoring, the painter cannot engage in any 
hidden action, such as taking an hour-long coffee break or running personal errands 
during work hours.  Consequently, no inefficiency arises from this principal-agent 
relationship.

However, if the principal does not observe the agents actions, moral hazard may 
result.  For example, if a business owner (principal)  hires an employee (agent)  to work 
at a remote site and cannot observe whether the employee is working hard, then the 

6Insurance frauds are common.  A wide range of examples are described by the Coalition Against 
Insurance Fraud at http://www.insurancefraud.org/.
7The lower the copayment, the more likely a patient visits a doctor, which increases the chance of 
early detection and treatment of health problems.  Because early detection reduces the long-run 
cost, the insurance company has to balance this advantage against the moral hazard problem of 
excessive visits.
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employee may shirk  by not providing all the services the employee is paid to pro-
vide.  Chapter 7 provides examples of this type of moral hazard in which managers 
(agents)  act in their own best interest rather than that of the owners (principals)  by 
not working hard or by spending the firms assets on personal benefits (perquisites 
or perks).  These hidden actions benefit the mangers but reduce the collective earn-
ings of the managers and the owners.

We consider an example where the payoffs to the owner of a firm (the principal)  
and the manager (the agent)  depend on the agents actions and the state of nature,  
such as weather (which affects demand)  or input prices (which affect costs).  The 
principal and the agent care about how payoffs are allocated and how the risk is 
shared.

Ideally, the principal and agent agree to an efficient contract:  an agreement in 
which neither party can be made better off without harming the other party.  If the 
parties to the contract are risk neutral, efficiency requires that the combined profit 
of the principal and the agent be maximized.  If one party is more risk averse than 
the other, efficiency requires that the less risk-averse party bear more of the risk 
(Chapter 14).  In our example, the outcome is efficient if the agent works extra hard 
so that the total profit that the parties share is as large as possible and if the agent, 
who is the only risk-averse party, bears none of the risk.

reducing Moral hazard Using efficie nt Contracts.  Paul, the principal, 
owns many ice cream parlors across North America.  He contracts with Amy, the 
agent, to manage his Miami shop.  Her duties include supervising workers, purchas-
ing supplies, and performing other necessary actions.

The shops daily earnings depend on the local demand conditions and on how 
hard Amy works.  Demand for ice cream varies with the weather, and is high half 
the time, and low otherwise.

Amy puts forth either normal or extra effort.  She views herself as an honest person 
and would never steal from Paul.  She is always at the shop during regular business 
hours and puts in at least a normal amount of effort, even if Paul cannot check on her.  
She politely, but impersonally, asks everyone who enters the shop, May I help you?

Nonetheless, Amy might not be working as hard as possible.  She could put forth 
extra effort by enthusiastically greeting regular customers by name, serving cus-
tomers rapidly, spending extra hours checking with nearby businesses to see if they 
would be interested in joint promotions, and improving the appearance of the shop.  
However, extra work is tiring and prevents Amy from spending time at the beach 
with friends, reading novels, watching her favorite TV shows on Netflix, and engag-
ing in other activities that she enjoys.  She values her personal cost of this extra effort 
at $40 per day.

For any given level of demand, the shop sells more ice cream if Amy puts forth 
extra effort.  The shop also sells more for a given level of Amys effort if demand 
is high.  Table 15.1  shows the profit of the ice cream shop before Amy is paidthe 
combined payoff to Paul and Amyfor the four possible combinations of effort and 
demand.  If demand is high and Amy puts in normal effort, or if demand is low and 
she provides extra effort, the firms daily profit is 300.  The profit is 500 if demand 
is high and Amy works extra hard but is only 100 if demand is low and she applies 
only normal effort.

Because Paul owns many ice cream parlors across North America, he can pool 
the returns from all these stores and is risk neutral.  Amy, like most people, is risk 
averse.  Thus, risk bearing is efficient if Paul bears all of the risk and Amy bears none 
of it (Chapter 14).
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8The variance (Chapter 14)  is the probability of low demand, 50%, times the square of the difference 
between the payoff under low demand, 100, and the expected payoff, 200, plus the probability of 
high demand, 50%, times the square of the difference between the payoff under high demand, 300, 
and the expected payoff.

Symme tric Information.  Moral hazard is not a problem if Paul lives in Miami 
and can directly supervise Amy.  They could agree to a contract that specifies Amy 
receives 200 per day if she works extra hard, but loses her job if she doesnt.  Because 
Amys cost of working extra hard is 40, she nets 160 (=  200 - 40)  if she works hard, 
which is better than being fired and getting nothing.  Even though the shops profit 
varies with demand, Amy bears no risk:  She receives 200 regardless of demand 
conditions.

Paul is the residual claimant:  He receives the residual profit,  which is the amount 
left over from the stores profit after Amys wage is paid.  Because Amy works hard 
(as she does not want to get fired), Pauls residual profit varies only with demand.  
If demand is low, the shop earns 300, he pays Amy 200 and retains 100.  If demand is 
high, the shop earns 500, so Paul keeps 300, after paying Amy 200.  Pauls expected 
profit is the probability of low demand, 50% (or 12)  times 100, plus the probability of 
high demand, 50%, times 300, or

1
1
2 * 1002 + 1

1
2 * 3002 = 200.

Under this  contract,  Paul bears  all  the risk from the  shops  uncertain earn-
ings.  The variance of Paul s  earnings is  large relative to  his  expected profit:  
1
2  (100 - 200)2 + 1

2  (300 - 200)2 = 10,000.8

The first row of Table 15.2  summarizes this  result,  which is  labeled perfect 
 monitoring.  Is this contract efficient? The last two columns show that it is  because 
Paul, the risk-neutral party, bears all the risk, and their combined earnings are as 
high as possible because Amy works extra hard.

Asymme tric Information.  Paul grows tired of warm weather and moves from 
Miami to Toronto, Canada, where he can no longer observe Amys effort.  Because 
Amys effort is now a hidden action to Paul, he faces a moral hazard problem.

Amys Eort

Demand

300Normal

500300

100

Low High

Extra

tAB Le  1 5 . 1  Ice  Cre am Shop Profits MyEconLab Video
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When Paul could monitor Amys effort, he could make her wage contingent on 
hard work.  Now, as he can no longer observe her effort, Paul pays Amy a wage that 
does not vary with her (hidden)  effort.  Initially, lets assume that Paul and Amys 
contract specifies that Paul pays Amy a daily wage of 100 regardless of how much 
profit the shop earns.  Such a contract is  called a fixed-fee contract,  because one party 
pays the other a constant payment or fee.

Because Amy receives the same amount no matter how hard she works, Amy 
chooses not to work hard, which is a moral hazard problem.  If she works normally, 
she incurs no additional personal cost from extra effort and receives 100.  On the other 
hand, if she provides extra effort, she receives a wage of 100 but incurs a personal 
cost of 40, so her net return is only 60.

Because Amy provides normal effort,  the shop earns 100 with low demand, 
which is just enough to pay Amy with nothing left over for Paul, and the shop earns 
300 with high demand, so Paul nets 200.  Thus Paul faces an uncertain profit with 
an expected value of (12 * 0) + (12 * 200) = 100.  The variance of Pauls  earnings 
remains high:  12  (0 - 100)2 + 1

2  (200 - 100)2 = 10,000.
The second row of Table 15.2 summarizes this situation, which is labeled fixed 

wage.  Paul bears all the risk, so risk bearing is again efficient.  However, their com-
bined earnings are less than in the previous example with symmetric information.  
Amy now makes 100.  Paul has an expected value of 100, which is all he cares about 
because he is risk neutral.  Both were better off with symmetric information:  Amy 
netted 160 and Paul expected to earn 200.  Because the moral hazard substantially 
reduces the shops expected earnings, having Paul pay Amy a fixed wage is not the 
best way to compensate her.  In the next section, we examine how well-designed 
contracts can reduce inefficiency due to moral hazard.

Expected Payoffs

Amys Variance

Efficiency

Contract Paul Amya Paul + Amy Risk Bearingb Joint Payoffc

Symmetric Information

Perfect monitoring 200 160 360 0 yes yes

Asymmetric Information

Fixed wage of 100 100 100 200 0 yes no

Licensing fee of 200 200 160 360 10,000 no yes

State-contingent fee of 
100 or 300

200 160 360 0 yes yes

50% profit share 200 160 360 2,500 no yes

Wage and bonus of 200; 
Amy is risk neutral

200 160 360 10,000 yes yes

Wage and bonus of 200; 
Amy is very risk averse

100 100 200 0 yes no

tAB Le  1 5 . 2  Ice  Cre am Shop Outcome s MyEconLab Video

bWhen Paul is  risk neutral and Amy is risk averse (all rows except the second to last row), risk bearing is efficient only 
if Paul bears all the risk, so that Amys variance is zero.  In the second to last row Amy is risk neutral and risk bearing is 
therefore efficient even though Amy bears risk.

aIf Amy puts in extra work, her payoff is net of 40, which is the value she places on having to work harder.

cProduction is efficient if Amy puts in extra effort, so that the shops expected earnings are 400 rather than 200 and the 
joint payoff is 360 after deducting Amys cost of extra effort.
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Min i - Ca se
Patients (principals)  rely on doctors (agents)  for good medical advice.  Do doctors 
act selflessly only in their patients  best interests, or do they take advantage of 
their superior knowledge to exploit patients or the companies that insure them?

Lu (2014)  conducted an experiment to investigate doctors  behavior at top 
Beijing hospitals.  The doctors were unaware that they were part of an experi-
ment.  In the experiment,  a  doctor knew whether a patient had insurance or 
not.  The doctor also knew if the patient planned to buy any prescribed drugs 
at the hospital,  where the doctor received a share of the patients payment for 
drugs, or at an outside drugstore, where the doctors received no compensation 
from the prescriptions.  Many doctors were asked to recommend treatment for a 
particular patient under these four possibilities:  insurancebuy at the hospital, 
insurancebuy elsewhere, no insurancebuy at the hospital,  and no insurance
buy elsewhere.

If a  doctor is  concerned about a  patients  overall well-being  and takes the patients 
ability to pay into account, the doctor may prescribe more for patients with 
insurance, even if the doctor does not receive compensation for extra prescrip-
tions.  If the doctor is  primarily interested in  earning as  much as  possible,  the doctor 
is  likely to prescribe excessively for patients who are insured and who buy the 
drugs at the hospital.  This excessive prescribing is a hidden action that creates 
a moral hazard.

Lu found that doctors prescribed similarly whether or not a  patient had 
insurance if the doctors received no compensation for prescriptions.  However, 
if the doctors received compensation for prescriptions, they prescribed drugs 
that cost 43% more on average for insured patients than for uninsured patients.  
Moreover, many of these extra, very expensive drugs were unjustified by the 
patients medical condition.  Thus, many of these doctors appeared to be moti-
vated largely by self-interest rather than purely out of concern for their patients.

U.S.  drug companies provide goods and services to  doctors to  encourage 
them to prescribe their products.  Do you know how much drug companies 
have paid your doctor?  Since 2015, the U.S.  government has provided a link 
that answers this question:  openpaymentsdata.cms.gov.

Selfless or Selfish 

Doctors?

Q&A  1 5 . 3
Traditionally the Las Vegas Home Bank made only prime  loansproviding mort-
gages just to people who were very likely to repay the loans.  However, Leonardo, 
a senior executive at the bank, is considering offering subprime  loansmortgages 
to speculators and other less creditworthy borrowers.  If he makes only prime 
loans, the bank will earn $160 million.  If he also makes subprime loans, the bank 
will make a very high profit,  $800 million, if the economy is good so that few 
people default.  However, if the economy is bad, the large number of defaults will 
cause the bank to lose $320 million.

The probability that the economy is bad is 75%.  Leonardo will receive 1% of the 
banks profit if it is positive.  He believes that if the bank loses money, he can walk 
away from his job without repercussions but with no compensation.  Leonardo 
and the banks shareholders are risk neutral.  Does Leonardo provide subprime 
loans if all he cares about is maximizing his personal expected earnings? What 
would the banks stockholders prefer that Leonardo do (given that they know 
the risks involved)?

MyEconLab Q&A
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1 5.4 Using Contracts to re duce  Moral hazard

A verbal contract isn t worth  the  paper it s  written  on .

A skillfully designed contract that provides the agent with strong incentives to act so 
that the outcome of any transaction is efficient may reduce or eliminate moral hazard 
problems.  In this section, we illustrate how several types of contracts can increase 
efficiency in the Paul and Amy ice cream shop example.  These contracts provide 
greater incentives for Amy, the agent, to work hard, but often require her to bear 
some risk even though she is more risk averse than Paul, the principal.

Fixe d-Fe e  Contracts
We initially considered a  fixed-fee  contract in which Paul (the principal)  pays 
Amy (the agent)  a  fixed wage,  with the result that Paul bears all  of the risk and 
Amy bears none.  Alternatively,  Amy could pay Paul a  fixed amount so that she 
receives the residual profit:  the profit left over after Paul is  paid his fixed return.  

Answer

1.  Compare the banks  expected return  on  the two  types  of mortgages .  If the 
bank makes  both prime and  subprime loans,  its  expected  return is 
(0.25 * 800) + (0.75 * [-320]) = -40 million dollars, an expected loss.  That 
is substantially less than the certain profit of $160 million the bank makes if it 
provides only prime mortgages.

2.  Compare the managers  expected profits on the two investments.  Leonardo earns 1% 
of $160 million, or $1 .6 million, if he provides only prime loans.  If he makes 
prime and subprime loans, he earns 1% of $800 million, or $8 million, with 
a probability of 25%, and gets no compensation with a probability of 75%.  
Thus, he expects to earn (0.25 * 8) + (0.75 * 0) = 2 million dollars.  Because 
Leonardo is risk neutral and does not care about the shareholders returns, he 
makes both types of loans.

3.  Compare the shareholders expected profits  on  the two types  of mortgages .  If the 
bank provides only prime mortgages, the banks shareholders earn 99% of the 
profit from the prime mortgages, or 0.99 * +160 million = +158.4 million.  If 
the bank makes both prime and subprime loans, shareholders earn 99% of the 
$800 million, $792 million, if the economy is good.  But in a bad economy, the 
shareholders bear the full loss, $320 million.  The expected return to sharehold-
ers is (0.25 * 792) + (0.75 * [-320]) = -42 million dollars, an expected loss.  
Thus, the shareholders would prefer that the bank make only prime loans.

Comment:  Given that Leonardo has the wrong incentives (and ignores his 
responsibility to shareholders),  he takes a hidden actionchoosing to pro-
vide subprime loansthat is not in the shareholders  best interest.  This type 
of moral hazard was one of the major causes of the 20072009 financial crisis.  
One possible solution to the problem of managers  and shareholders diverg-
ing interests is to change the manager s compensation scheme, as we discuss 
in the Managerial Solution.
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5291 5.4 Using Contracts to Reduce Moral  Hazard

Effectively,  Amy is  paying a  license fee  to  operate  Paul s  ice  cream shop.9  With 
such a  contract,  Paul bears no risk as  he receives a  fixed fee,  while Amy bears all 
the risk.10

As Amy receives the residual profit under such a licensing contract, she gets all 
the increase in expected profit from her extra effort.  She is therefore motivated to 
work hard.

To illustrate why, we suppose that Amy pays Paul a fixed licensing fee of 200 
per day and keeps any residual profit.  (Our analysis depends only  on Amy pay-
ing Paul a  fixed fee and not  on the exact amount that she pays.)  If she does not 
work hard, she makes 100 (=  300 - 200)  with high demand, but suffers a  loss, 
-100 (=  100 - 200),  if demand is low.  Her expected gain if she does not work hard 
is 0 = (12 * [-100]) + (12 * 100).  If she works hard, she nets 60 (=  300 - 200 - 40)  
with low demand and 260 (=  500 - 200 - 40)  with high demand, so  that her 
expected net payoff is  160 = (12 * 60) + (12 * 260).  Thus, her expected gain from 
working hard is 160.

Her  variance  in  earnings  is  10,000 =
1
2  (-100 - 0)2 + 1

2  (100 - 0)2  with 
low demand, which is  the same as  the variance with high demand, 10,000 =
1
2  (60 - 160)2 + 1

2  (260 - 160)2.  Thus, because her risk is  the same with both levels 
of effort but her expected net earnings are higher if she puts forth high effort, it is in 
her best interest to work hard.

Consequently, Amys and Pauls total expected earnings are higher if Amy pays 
a fixed fee to Paul than if Paul pays a fixed fee to Amy, because Amy works harder 
if she is the residual claimant and therefore reaps all the benefits of working harder.  
As the third row (licensing fee)  of Table 15.2 shows, when Amy pays Paul a license fee, 
the shops expected earnings are 400 because Amy works hard.  Paul makes 200 with 
certainty, and Amy expects a net gain of 160 after deducting her cost, 40, of providing 
high effort.  Therefore, the sum of their expected payoffs is 360.  In contrast, if Paul 
pays Amy a fixed wage (second row), Amy earns 100 and Paul expects to earn 100 
for an expected total payoff of 200.

Although Amy paying Paul rather than the other way around increases their total 
earnings, it makes the risk-averse person, Amy, bear all the risk, while Paul, the risk-
neutral person, bears no risk.  Therefore, although this contract maximizes combined 
expected earnings, it does not provide for efficient risk bearing.

Which contract is  better depends on how risk averse Amy is.  If Amy is nearly 
risk neutral, the fixed payment to Paul is superior, because both parties have higher 
expected earnings and Amy is not very concerned about the risk.  However, if Amy 
is extremely risk averse, she may prefer receiving a fixed wage even if that means 
giving up significant expected earnings.11

11Amy might be more risk averse if, for example, she has no savings and would find it difficult to 
support herself during periods of low demand if she were the residual claimant.

9In the Sherlock Holmes mystery A Study in Scarlet, Jefferson Hope says, I applied at a cab-owner s 
office, and soon got employment.  I was to bring a certain sum a week to the owner, and whatever 
was over that I might keep for myself.
10In some businesses, both types of fixed-fee contracts are used.  For example, in some hair salons, 
hairdressers rent a chair from the owner for a fixed fee and bear all the risk associated with varia-
tions in demand, while other hairdressers are paid an hourly rate,  with the owner getting the 
residual profit from their activities.
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Continge nt Contracts
Many contracts specify that the parties receive payoffs that are contingent on some 
other variable, such as the action taken by the agent, the state of nature, or the firms 
profit, output, or revenue.  For example, if Paul can monitor Amys effort, he offers 
her a contract such that her payoff is contingent on her effort.  She is paid only if she 
provides extra effort and loses her job otherwise.  Such a contract would be efficient, 
but is not feasible if Paul cannot monitor Amys effort.  Principals use other types of 
contingent contracts when monitoring is not feasible.

State -Continge nt Contracts.  In a state-contingent contract,  one partys pay-
off is contingent on only  the state of nature.  For example, suppose Amy pays Paul 
a license fee of 100 if demand is low and a license fee of 300 if demand is high and 
keeps any additional earnings.  As the residual claimant, Amy has an incentive to 
provide high effort.  With low demand the shop earns 300, Amy pays Paul 100, and 
Amys residual profit is  160 = 300 - 100 - 40,  where 40 is  the cost of her extra 
effort.  With high demand, the shop earns 500, Amy pays Paul 300, and Amys resid-
ual profit is 160 = 500 - 300 - 40.

Paul s  expected payoff is  200 = (12 * 100) + (12 * 300),  as  the fourth row of 
Table 15.2 shows.  Because Amy earns 160 in both states of nature, she bears no risk, 
while Paul bears all the risk.  This result is efficient because Paul is risk neutral and 
Amy is risk averse.  This state-contingent contract is fully efficient even if Paul cannot 
monitor Amys effort.  However, it does require that both parties observe and agree 
on the state of nature, which may not be possible.

Profit-Sharing Contracts.  Even if the principal cannot observe the state of 
nature or the agents actions, the principal may be able to design a contingent con-
tract that reduces the moral hazard problem by making payments contingent on 
an outcome, such as profit or output.  One common contingent contract is a profit-
sharing contract,  in which the payoff to each party is  a  fraction of the observable 
total profit.

Suppose that Paul and Amy agree to split the earnings of the ice cream shop 
equally.  Does making Amys pay contingent on the firms earnings induce Amy to 
work hard?

If Amy works normally, the shop earns 100 if the demand is low and Amy receives 
half, or 50.  If demand is high, the shop earns 300, so Amys share is 150 (=  12 * 300).  
Thus, Amys expected value from normal effort is 100 = (12 * 50) + (12 * 150).  The 
variance of her earnings is 2,500 =

1
2  (50 - 100)2 + 1

2  (150 - 100)2.
If Amy provides  extra  effort,  the  shop  earns  300  if the  demand is  low, 

and Amy receives  1 50,  but she  incurs  a  personal cost of 40  for  providing 
high effort,  so  her net return is  110.  If the demand is  high,  the shops  profit 
is  500,  so  that Amy nets  210 (=  250 - 40).  Thus,  her  expected  return from 
high effort is  160 = (12 * 110) + (12 * 210).  The  variance  of her  earnings  is 
2,500 =

1
2  (110 - 160)2 + 1

2  (210 - 160)2,  which is  the same as with normal effort.  
Because extra effort provides Amy with higher expected earnings without increasing 
her risk, she provides extra effort.

Given that Amy works hard, Paul makes 150 (=  12 * 300)  if demand is low and 
250 (=  12 * 500)  if demand is high.  Because Amy and Paul split the shops earnings, 
Pauls expected profit is 200 = (12 * 150) + (12 * 250),  as the profit-sharing row of 
Table 15.2 shows.  Paul prefers this profit-sharing contract to a  fixed-fee contract 
where he pays Amy a fixed wage of 100 and makes an expected profit of 100.
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However, Amy chooses to work harder only if she gets a large enough share of 
the profit to offset her personal cost from doing the extra work.  If Amy gets less than 
20% of the profit, she chooses not to work hard and earns less than she would from 
the wage of 100.12 Thus, profit sharing may reduce or eliminate the moral hazard 
problem, especially if the agents share of the profit is large, but it may not do so if 
the agents share is small.

Bonuses and Options.  To induce an agent to work hard, a  principal may 
offer the agent a bonus:  an extra payment if the agent hits a performance target.  For 
example, Paul could offer Amy a base wage of 100 and a bonus of 200 if the shops 
earnings (before paying Amy) exceed 300.

If Amy provides normal effort,  the shop does not earn enough to trigger the 
bonus, so Amy receives 100 in both states of nature.  If Amy provides extra effort but 
the demand is low, the shop earns 300, so Amy receives her wage of 100 and incurs 
a cost of 40, so her net benefit is  60.  However, if she works hard and the demand 
is high, the shop earns 500, the bonus is triggered, and Amy gets her wage of 100 
plus the bonus of 200.  After subtracting her cost of extra effort, 40, she nets 260.  
Thus, Amys expected return with extra effort is 160 = (12 * 60) + (12 * 260), which 
exceeds the 100 she earns with normal effort.

However,  the  variance  in  her  net  earnings  with  extra  effort  is 
10,000 =

1
2  (60 - 160)2 + 1

2  (260 - 160)2.  Thus, whether Amy chooses to work extra 
hard depends on how risk averse she is.  If she is nearly risk neutral, she works extra 
hard.  However, if she is very risk averse, she puts in only normal effort, receives a 
modest but predictable wage, and avoids the risk of sometimes earning very little.

The next to last row of Table 15.2 shows the outcome of a bonus contract if Amy is 
risk neutral.  If Amy is risk neutral or nearly risk neutral, she chooses to work hard.  If 
demand is low, the bonus is not triggered, so Paul pays Amy only her base salary of 
100 and keeps the residual amount of 200.  With high demand, Paul pays Amy 300
the base of 100 plus the bonus of 200 and keeps the residual of 200 (=  500 - 300).  
Paul expects to earn 200 = (12 * 200) + (12 * 200).  Indeed, he earns 200 regardless of 
demand conditions, so he bears no risk.  Thus, if Amy is risk neutral, the bonus leads 
to efficient payoffs and efficient risk bearing even though Amy bears all the risk.  (If 
Amy were nearly but not quite risk neutral, she would still choose to work hard, but 
would dislike bearing all the risk.)

The last row in Table 15.2  shows the outcome of a  bonus contract if Amy is 
extremely risk averse.  Now, shed rather have 100 with certainty than take a chance 
on sometimes netting only 60 after incurring the cost of high effort, so she works only 
normal hours.  Consequently, the total payoffs are low and hence not efficient, but 
risk is shared efficiently, with Paul bearing all the risk.  Thus, this bonus maybut 
does not necessarilyinduce Amy to work hard.

Many senior executives receive part of their salary in the form of an option,  which 
is a type of bonus (Chapter 7).  An option gives the holder the right to buy up to a 
certain number of shares of the company at a given price (the exercise price)  during 
a specified time interval.  An option provides a benefit to the executive if the firms 
stock price exceeds the exercise price and is therefore a bonus based on the stock 
price.

12If  is Amys share, then her expected earnings with normal effort is (12 * 1 0 0 ) + (12 * 3 0 0 ) =
200 , and her expected net earnings from extra effort is (12 * 300 ) + (12 * 500 ) - 40 = 400 - 40.  
She chooses not to put in extra effort if what she expects to earn from normal effort exceeds that 
from extra effort:  200 7 400 - 40, or 6 20, .
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Pie ce  rate s and Commissions.  Another common type of contingent con-
tract is a piece-rate contract,  in which the agent receives a payment for each unit of 
output the agent produces.  Under such a contract, Paul pays Amy for every serving 
of ice cream she sells rather than by the hour, which gives her an incentive to work 
hard, but she bears the risk from fluctuations in demand, which she does not control.

Similarly, under a revenue-sharing contract, the agent receives some share of rev-
enues earned.  For people who work in sales, such payments are called commissions.  
For example, a salesperson in a clothing store might receive a commission of 5% 
of the revenue for each item sold.  As with profit sharing, piece rates and commis-
sions provide an incentive for agents to provide more effort than they would with a 
fixed-rate contract.  As with a bonus, this incentive is not necessarily strong enough 
to offset the agents cost of extra effort and the agent bears some risk.

Min i - Ca se The concert producer of one of the worlds largest music festivals, Outside Lands 
Music & Arts Festival, negotiates with dozens of food and drink vendors to sell 
goods at his annual event.  According to his contract with them, they owe him a 
share of their revenues.

He worries that the vendors might underreport their revenues, as he cannot 
easily monitor them.  In the past, to minimize this problem, he took two actions.  
First,  they owe him the larger of a minimum amount (the guarantee)  and his 
percentage of the revenues.

Second, he compared reported revenues across vendors and found that the 
vast majority of vendors reported comparable revenues within their catego-
ries.  He did not invite the 10% of vendors who reported substantially smaller 
amounts back the next year.  Thus, substantial cheating by vendors cost them 
the opportunity to participate in the event in the future.

However,  in 2015,  he tried something new.  Concertgoers could buy wine 
only by using an electronic payment system, which kept track of sales.  He 
estimated that revenues increased by over 30% from the previous year due to 
more accurate reporting.

Sing for Your 

Suppe r

Q&A  1 5 . 4
Garys  demand for  doctor visits  depends  on his  health.  Half the  time his 
health is  good and his  demand is  D1  in the figure.  When his  health is  poor,  his 
demand is  D2.  Gary is  risk averse.  Without medical insurance,  he pays $50  a 

visit.  With full insurance,  he  pays a  fixed fee 
at the beginning of the year,  and the insurance 
company pays the full cost of any visit.  Alter-
natively, with a contingent contract,  Gary pays 
a  smaller  premium at the  beginning of the 
year,  and the insurance company covers  only 
$20 per visit,  with Gary paying the remaining 
$30.  How likely is  a  moral hazard problem to 
occur with each of these  contracts?  What is 
Garys  risk (the variance of his  medical costs)  
with no insurance and with each of the  two 
types of insurance?  Compare the contracts  in 
terms of the trade-offs  between risk and moral 
hazard.
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Answer

1.  Describe the moral hazard for each demand curve for each contract.  Given that Garys 
health is good, if he does not have insurance, Gary pays the doctor $50 a visit 
and goes to the doctor once, at point a1  in the figure.  In contrast, with full 
insurance where he pays nothing per visit,  he visits the doctor six times, at 
c1.  Similarly, if his health is poor, he goes to the doctor five times, a2,  without 
insurance, and 10 times, c2,  with full insurance.  Thus, regardless of his health, 
he makes five extra visits a year with full insurance.  These extra visits are the 
moral hazard.

With a contingent contract, Gary pays $30 a visit.  He makes three visits if 
his health is good (at point b1)only two more than at a1.  If his health is poor, 
he makes seven visits, once again two more than if he were paying the full fee 
(at point a1).  Thus, with a contingent contract, he makes only two extra visits, 
so the moral hazard problem is reduced.

2.  Calculate the variance of Garys  medical expenses  for no  insurance and for the 
two insurance contracts .  Without insurance, his average number of visits is 
3 = (12 * 1) + (12 * 5),  so his average annual medical cost is $150.  Thus, the 
variance of his medical expenses without insurance is

 n
2
=

1
2  [(1 * +50) - +150]2 + 1

2  [(5 * 50) - +150]2

 = 1
2  (+50 - +150)2 + 1

2  (+250 - +150)2

 = +10,000.

If he has full insurance, he makes a single 
fxed payment each year, so his payments 
do not vary with his health:  His variance 
is f

2
= 0.  Finally, with partial insurance, 

he averages fve visits with an average 
cost of $150, so his variance is

p
2
=

1
2  (+90 - +150)2 + 1

2  (+210 - +150)2

= +3,600.

Thus, n
2
7 p

2
7 f

2.

3.   Discuss the trade-offs.  Because Gary is risk 
averse, efficiency in risk bearing requires 
the insurance company to  bear all  the 
risk,  as  with full insurance.  However, 
full insurance results in the largest moral 
hazard.  Removing insurance eliminates 
moral hazard, but Gary bears all the risk.  
This contingent contract is a compromise 
in which both the moral hazard and the 
degree of risk lie between the extremes.
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1 5.5 Using Monitoring to re duce  Moral hazard

Often when a firm cannot use piece rates or reward workers contingent on the 
firms success,  the employer pays fixed-fee salaries or hourly wages.  As weve 
seen, employees who are paid a fixed salary have little incentive to work hard if the 
employer cannot observe shirking.  And if an employer pays employees by the hour 
but cannot observe how many hours they work, employees may inflate the num-
ber of hours they report working.  A firm can reduce such shirking by intensively 
supervising or monitoring its workers.  Monitoring eliminates or at least reduces 
the asymmetric information problem:  Both the employee and the employer know 
how hard the employee works.  If the cost of monitoring workers is low enough, it 
pays to prevent shirking by carefully monitoring and firing employees who do not 
work hard.

Firms have experimented with various means of lowering the cost of monitoring.  
Requiring employees to punch a time clock or installing video cameras to record 
employee work effort are examples of firms attempts to use capital to monitor job 
performance.  Similarly, by installing assembly lines that force employees to work at 
a pace dictated by the firm, employers can control employees  work rate.

According to a survey by the American Management Association, nearly two-
thirds of employers record employees voice mail, e-mail, or phone calls; review their 
computer files; or videotape workers.  A quarter of the firms that use surveillance 
dont tell their employees.  The most common types of surveillance are tallying phone 
numbers called and recording the duration of the calls (37%), videotaping employ-
ees  work (16%), storing and reviewing e-mail (15%), storing and reviewing com-
puter files (14%), and taping and reviewing phone conversations (10%).  Monitoring 
and surveillance are most common in the financial sector, in which 81% of firms use 
these techniques.  Rather than watching all employees all the time, companies usually 
monitor selected workers using spot checks.

For some jobs, however, monitoring is counterproductive or not cost effective.  
Monitoring may lower employees morale, which in turn reduces productivity.  Many 
years ago, Northwest Airlines took the doors off bathroom stalls to prevent workers 
from staying too long in the stalls.  When new management eliminated this policy 
(and made many other changes as well), productivity increased.

It is usually impractical for firms to monitor how hard salespeople work if they 
spend most of their time away from the main office.  As telecommuting increases, 
monitoring workers may become increasingly difficult.

A firms board of directors is supposed to represent shareholders (principals)  by 
monitoring senior executives (agents)  to ensure that executive decisions are made in 
the shareholders interests.  Bad executives may try to hide their actions from direc-
tors or select directors who wont rat  on them.  Gonzlez, Schmid, and Yermack 
(2013)  studied firms in which senior executives were engaging in illegal price fixing, 
exposing the firm and its shareholders to significant legal liability.  They found that 
senior executives in such firms were more inclined to recruit directors who were 
likely to be inattentive monitors.

hostage s
When direct monitoring is  very costly, firms often use contracts containing vari-
ous financial incentives to reduce the amount of monitoring that is necessary.  Each 
of these incentivesbonding, deferred payments, and efficiency wages (unusually 
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high wages)acts as a hostage  for good behavior (Williamson, 1983).  Workers caught 
shirking or engaging in other undesirable acts not only lose their jobs but give up 
the hostage too.  The more valuable the hostage, the less monitoring the firm needs 
to use to deter bad behavior.

Bonding.  One way to ensure agents behave well is  to require them to deposit 
funds guaranteeing their good behavior, just as a landlord requires tenants to post 
security deposits to ensure that they will not damage an apartment.  For example, an 
employer (principal)  may require an employee (agent)  to provide a performance bond,  
an amount of money that the principal receives if the agent fails to complete certain 
duties or achieve certain goals.  Typically, the agent posts (leaves)  this bond with the 
principal or another party, such as an insurance company, before starting the job.

Many couriers who transport valuable shipments (such as jewels)  or guards who 
watch over them have to post bonds against theft and other forms of moral hazard.  
Similarly, employers use bonds to keep employees from quitting immediately after 
receiving costly training.  Two major problems are inherent in posting bonds.  First, 
to capture a bond, an unscrupulous employer might falsely accuse an employee of 
stealing or of failing to meet the required performance standard.  An employee who 
fears such employer opportunism might be unwilling to post a bond.  One possible 
solution to this problem is for the firm to develop a reputation for not behaving in 
this manner.  Another possible approach is for the firm to make the grounds for for-
feiture of the bond objective and thus verifiable by others.

A second problem with bonds is that workers may not have enough wealth to post 
them.  Because of such problems, bonds are more common in contracts between firms 
than in those between an employer and employees.  Moreover, firms have fewer 
problems than typical employees do in raising funds to post bonds.

Construction contractors frequently post bonds to guarantee that they will sat-
isfactorily finish their work by a given date.  It is easy to verify whether the agent 
completes the project on time, so the principal is unlikely to engage in opportunistic 
behavior.

Min i - Ca se Why are most onshore gas and oil producers small firms? A major reason is to 
avoid liability.  Being small allows them to produce as much as they can and 
if they cause environmental damageswater pollution, toxic gas releases, or 
explosionsgreater than their assets,  they avoid liability by declaring bank-
ruptcy.  They are judgment proof.  A large firm with substantial assets would 
pay the damages and stay in business.

Texas has roughly 5,000 oil- and gas-producing firms.  Most of these have 
less than two million dollars in annual revenuemuch less than their liability 
exposure.  However, as of 2001 , Texas required these firms to post a surety bond,  
which is  an insurance contract that obligates the insurer to  compensate the 
state for environmental damages by the insured oil or gas producer.  Insurance 
companies set a high premium for a firm with a bad safety record or that has 
little  incentive to act prudently because it is  financially weak.  In contrast,  a 
large, financially secure firm is less likely to act irresponsibly and hence pays 
a lower premium.

Boomhower (2015)  showed that the bond requirement improves firms safety 
incentives.  As soon as the bond mandate went into effect, 6% of firms exited 

Capping Oil  and 

gas Bankruptcies
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De fe rre d  Payme nts.  Effectively, firms can post bonds for their employees 
using deferred payments.  For example, a firm pays new workers a low wage for 
some initial period of employment.  Then, over time, the firm fires workers caught 
shirking, and those good workers who remain receive higher wages.  In another form 
of deferred wages, the firm provides a retirement pension that rewards only workers 
who stay with the firm for a sufficiently long period (or who reach a certain age).  
Fired workers forfeit this benefit, so they have an incentive to work hard to avoid 
early termination.  Deferred payments serve the same function as bonds.  They raise 
the cost of being fired, so less monitoring is necessary to deter shirking.

Reduced shirking leads to greater output.  If the employer and the employee share 
the extra output in the form of higher profit and lifetime earnings, both the firm and 
workers prefer the deferred-payment scheme that lowers incentives to shirk.

A drawback of the deferred-payment approach is that, like posting bonds, it can 
encourage employers to engage in opportunistic behavior.  For example, an employer 
might fire nonshirking senior workers to avoid paying their higher wages or pen-
sions and then replace them with less expensive junior workers.  However, if the firm 
can establish a reputation for not unjustifiably firing senior workers, the deferred-
payment system can help prevent shirking.

Managers  can often reduce employee shirking by paying an efficiency wage:  
an unusually high wage above the worker s opportunity cost (the amount the 
worker can get elsewhere).  If a  worker who is  fired for shirking can immedi-
ately go to  another firm and earn the same wage,  the worker risks nothing 
by shirking.  But an efficiency wage acts as a  hostage.  A high wage raises the 
cost of getting fired, so it discourages shirking.13 If the saving from reducing 
shirking exceeds the cost of the higher wage, then paying an efficiency wage 
is  profitable.

efficie ncy Wage s

Manag e ria l  
I mp l i ca tion

13See Yellen (1984), Stiglitz (1987), and Shapiro and Stiglitz (1984).  Economists have posited other 
explanations for why efficiency wages lead to higher productivity.  Some economists claim that in 
less-developed countries, employers pay an efficiency wagemore than they need to hire work-
ersto ensure that workers can afford to eat well enough so that they can work hard.  Other econo-
mists (Akerlof, 1982)  and management experts contend that the higher wage acts like a gift, making 
workers feel beholden or loyal to the firm, so less (or no)  monitoring is needed.

the market (twice the usual rate).  These firms were primarily small firms with 
poor environmental records.  These exiting firms transferred 88% of their oil and 
gas leases to larger firms.  The smallest 80% of the remaining firms reduced oil 
production, while the large firms  production was unaffected.  That is,  the abil-
ity to avoid responsibility prior to bonding inflated the number of small firms 
and their production.

The amount of environmental damage fell after the bond mandate went into 
effect.  At the end of production, many fewer firms left their wells unplugged, 
which causes a serious risk of groundwater pollution.  Well blowouts and water 
protection violations also fell substantially.
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After-the-Fact Monitoring
So far weve concentrated on monitoring by employers looking for undesirable 
behavior as it occurs.  However, it is  often easier to detect the effects of shirking 
or other undesirable actions after the actions occur.  For example, an employer can 
check the amount that an employee produces or the quality of the work after it is 
completed.  If the employer detects shirking or other unwanted behavior after the 
fact, the offending employee may be fired or otherwise disciplined.  This punishment 
discourages shirking in the future.

If an insurance company determines after the fact that an insurance claim resulted 
from intentional behavior rather than chance, the firm may refuse to pay.  Insurance 
companies may refuse to pay damages for a traffic accident if the insured driver was 
drunk at the time.  House insurance companies disallow claims due to explosions 
resulting from illegal activities such as making methamphetamine and claims by 
arsonists who torch their own homes or businesses.  Life insurance companies may 
refuse to pay benefits to the family of someone who commits suicide soon after buy-
ing the policy (as in the play Death of a Salesman) .

In the aftermath of the financial crisis of 20072009, most economists and govern-
ment officials concluded that banks and many other firms in the financial sector 
had taken on excessive risks.  In Q&A 15.3, we answered the first question in our 
Managerial Problem as to why managers take excessive risks by showing that 
they have an incentive to take a hidden, risky action if theyre compensated for 
success and not substantially penalized for failure.

We now return to the second question in the Managerial Problem:  How can a 
firm compensate its corporate executives to prevent them from undertaking irre-
sponsible and potentially damaging actions? One approach is to provide incen-
tives that penalize them relatively more for failure.

We can illustrate this idea by modifying Q&A 15.3.  As before, Leonardo, a 
senior executive at the Las Vegas Home Bank, either offers only low-risk prime 
mortgages or a combination of prime and riskier subprime mortgages.  If he pro-
vides only prime mortgages, the banks profit is $160 million with certainty.  If 
he sells both prime and subprime mortgages, the bank earns $800 million with a 
25% probability or loses $320 million with a 75% probability, because subprime 
loans carry a high risk of default.

Before, Leonardo received 1% of the banks profit if it was positive and nothing 
if it was negative.  Under his new contract, Leonardo receives a salary of $1 .15 
million a year and 0.25% (one-quarter of one percent)  of the banks profit.  If the 
bank suffers a loss, the bank fires Leonardo, so he loses his salary and receives 
no bonus.

This new compensation scheme gives him the same earnings if he makes only 
prime loans.  However, now he stands to lose his salary if he issues the riskier, 
subprime loans and the firm loses money.

Given Leonardos original compensation scheme1% of the banks profithe 
chooses the riskier approach:  He has a 25% chance of earning $8 million, so that 
he expects to earn $2 million.  Because that exceeds his earnings of $1 .6 million if 
he sells only prime mortgages, he decides to provide subprime loans as well, so 
the firm has a negative expected profit.  (See Q&A 15.3.)

Limiting 

Managerial  

Incentives

Manager ia l  

S o l u t i on
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With the new compensation plan of $1 .15 million salary plus 0.25% of posi-
tive  profits, if Leonardo provides only prime loans, he makes 1 .15 + (0.0025 *
180) = 1 .6 (million), which is the same as he previously made.  If he also makes 
subprime loans,  he expects  to  earn nothing three-quarters of the time, and 
$1 .15 million  salary plus 0.25% of +800 million (=  +2 million)  one-quarter of the 
time.  As a result,  his expected earnings are (0.75 * 0) + (0.25 * [1 .15 + 2])  =
0.7875   million dollars.  As he expects to  earn more than twice as much from 
 providing only prime loans, he no longer wants to offer subprime mortgages.

Thus, with this new compensation scheme, the bank shareholders avoid the 
original moral hazard problem.  Leonardos hidden actionwhether he offers 
subprime loansno longer exposes them to excessive risk.

Before the 20072009 financial crisis,  contracts creating this excessive risk-
taking moral hazard were very common, partly because the people designing 
the contractsfirms senior executiveswere the beneficiaries of the generous 
incentives.  If shareholders had understood these contracts and had symmetric 
information, they would have objected, but few shareholders had the time, the 
ability, or sufficient information to scrutinize executive compensation contracts.

SUMMArY

1 . Adve rse  Se le ction.  Adverse selection arises 
when one party to a transaction possesses informa-
tion about a hidden characteristic that is unknown 
to other parties and the informed party exploits 
this  advantage.  Due to adverse selection,  not 
all desirable transactions take place.  As a  result, 
low-quality items tend to be overrepresented in 
transactions, as with the lemons problem associ-
ated with used cars and many other products.  Bad 
products may drive good products out of the mar-
ket.  Adverse selection creates problems in insur-
ance markets because people with low risk do not 
buy insurance, which drives up the price for high-
risk people.

2.  re ducing  Adve rse  Se le ction.  Methods of 
dealing with the adverse selection problem include 
laws limiting the ability of informed parties to 
exploit their private information, consumer screen-
ing (such as by using experts or relying on firms 
reputations), the provision of information by third 
parties such as government agencies or consumer 
groups, and signaling by firms (including estab-
lishing brand names and providing guarantees or 
warranties).

3.  Moral hazard.  If one party to a transaction can 
act in a way that is unobserved by the other party, 
a moral hazard problem may occur in which the 
informed person exploits  the ignorance of the 
other by means of this hidden action.  Moral hazard 
problems are common in insurance markets and in 
principal-agent relationships when the agent, such 

as an employee, takes actions that the principal, 
such as the manager,  cannot observe.  For exam-
ple, if the manager cannot observe how hard an 
employee works, the employee may shirk.  Ideally, 
a contract or agreement between the parties is effi-
cient, maximizing the total profit of the parties and 
sharing risk optimally.

4.  Using Contracts to re duce  Moral hazard.   
Appropriately designed contracts that align par-
ties  interests  reduce or eliminate moral hazard 
problems.  Often such contracts reflect a  trade-
off between maximizing total profit and efficient 
risk bearing.  Many of these contracts incorporate 
outcome-based contingent rewards such as profit 
sharing,  bonuses,  commissions,  and piece-rate 
payments.

5.  Using Monitoring to re duce  Moral  hazard.   
A direct  approach to  limiting moral  hazard 
problems is  for a  principal to monitor the agent.  
 Monitoring coupled with a contract that penal-
izes bad behavior may reduce or eliminate moral 
hazard problems.  For example,  employers  can 
reduce monitoring as  the employees  interest in 
keeping the job increases.  Thus, an employer may 
require an employee to  post a  large bond that 
the employee forfeits  if caught shirking,  steal-
ing,  or otherwise misbehaving.  If an employee 
cannot afford to post a  bond, the employer may 
use  deferred  payments  or  efficiency wages 
unusually high wagesto make it worthwhile for 
the employee to keep the job.
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QU eS t I ON S

All exercises  are available on  MyEconLab;  * = answer at  the back of this  book.

1 .  Adve rse  Se le ction 

 1 .1  According to  the  Federal  Trade  Commission, 
 millions of U.S.  consumers have been victims of 
weight-loss frauds, ranging from a tea that promised 
to help you shed the pounds to fraudulent clinical 
trials and fat-dissolving injections.  Do these frauds 
illustrate adverse selection or moral hazard?

 *1 .2 The state of California set up  its  own earthquake 
insurance program for homeowners.  The rates vary 
by ZIP Code, depending on the proximity of the 
nearest fault line.  However,  critics  claim that the 
people who set the rates ignored soil type.  Some 
houses rest on bedrock; others sit on unstable soil.  
What are the implications of such rate setting for 
possible adverse selection?

 *1 .3 A firm spends a great deal of money on advertis-
ing to inform consumers of the brand name of its 
mushrooms.  Should consumers conclude that its 
mushrooms are likely to be of higher quality than 
unbranded mushrooms? Why or why not?

 1 .4 You want to  determine whether the market for 
 single-engine airplanes has a lemons problem.  Can 
you use any of the following information to help 
answer this question? If so, how?

a.  Repair rates for original-owner planes versus 
resold planes.

b.  The fraction of planes resold in each year after 
purchase.

 1 .5  Akerlof (1970)  observed that if you buy a new car 
and try to sell it in the first yearindeed, in the first 
few weeks after you buy itthe price that you get is 
substantially less than the original price.  His lemons 
model  shows how adverse selection can cause such 
an effect.  Use your knowledge of adverse selection 
to explain why a car s price falls soon after it leaves 
the showroom.

 1 .6 Use Akerlofs lemons model to explain why restau-
rants that cater to tourists are likely to serve low-
quality meals.  Tourists will not return to this area, 
and they have no information about the relative 
quality of the food at various restaurants, but they 
can determine the relative price by looking at menus 
posted outside each restaurant.

 1 .7 Suppose that everyone in the used car example in 
the text is  risk neutral,  potential car buyers value 
lemons at $4,000 and good used cars at $8,000, the 
reservation price of lemon owners is  $3,000, and 
the reservation price  of owners  of high-quality 
used cars is  $7,000.  The share of current owners 

who have lemons is   [in the example in the text, 
=

1
2 = 1000/(1000 + 1000)] .  For what values of 

 do all the potential sellers sell their used cars? 
Describe the equilibrium.  (Hint:  See Q&A 15.1 .)

 *1 .8 Many buyers value high-quality used cars at the 
full-information market price  of p1  and lemons 
at p2.  A limited number of potential sellers value 
high-quality cars at v1  p1  and lemons at v2  p2.  
 Everyone is risk neutral.  The share of lemons among 
all the used cars that might potentially be sold is .  
Under what conditions are all cars sold? When are 
only lemons sold? Under what, if any, conditions are 
no cars sold?

 1 .9  It costs  $12 to  produce a low-quality stapler and 
$16 to produce a high-quality stapler.  Consumers 
cannot distinguish good staplers from poor sta-
plers when they make their purchases.  Consumers 
value staplers at their cost of production and are 
risk neutral.  The three firms in the market produce 
low-quality staplers at a price of $12.  A fourth firm 
is considering entering the market.  Given that each 
firm produces and sells the same quantity of sta-
plers, will the fourth firm be able to produce high-
quality staplers without making losses? How does 
your answer change if consumers are willing to pay 
$36 for high-quality staplers? (Hint:  See Q&A 15.2.)

 1 .10 Suppose that half the population is healthy and the 
other half is unhealthy.  If an insured healthy person 
gets sick, the full cost to the insurance company is 
$1 ,000.  If an insured unhealthy person gets sick, the 
cost to the insurance company is $10,000.  In a given 
year, any one person (healthy or unhealthy)  has a 
40% chance of getting sick.  People know whether 
they are healthy but the insurance company does 
not.  The insurance company offers complete, actu-
arially fair insurance at the same price to everyone.  
The insurance company covers all medical expenses 
of its policyholders, and its expected profit is  zero.

a.  If everyone purchases insurance, what is  the 
price of the insurance?

b.  If only unhealthy people purchase insurance, 
what is the price of the insurance?

c.  If each person has the option of buying insur-
ance, explain why adverse selection might be 
expected unless healthy people are highly risk 
averse.

2.  re ducing Adve rse  Se le ction 

 2.1  In the world of French high cuisine, a  three-star 
rating from the Michelin Red Guide is  a  widely 
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accepted indicator of gastronomic excellence.  French 
consumers consider Gault Milleau, another restau-
rant guide,  not as  authoritative as  the Michelin 
guide because  Gault Milleau,  unlike  Michelin, 
accepts advertising and its critics accept free meals.

a.  Why are guides ratings important to restaurant 
owners and chefs? Discuss the effect of a restau-
rants rating on the demand for the restaurant.

b.  Why do advertising and free meals taint the 
credibility of Gault Milleau? Discuss the moral 
hazard problem of Gault Milleaus ratings.

c.  If advertising and free meals taint the credibil-
ity of Gault Milleau, why does the guide accept 
advertising and free meals?

 2.2 Certain universities  give written evaluations of 
student performance rather than letter grades.  One 
rationale is that eliminating the letter-grade system 
reduces the pressure on students,  thus enabling 
them to do better in school.  Why might this policy 
help or hurt students?

 *2.3 Employers often have a  hard time predicting the 
quality of job applicants.  Can workers use education 
as a signal to indicate that they have high ability?

 2.4 Some sellers offer to buy back a good later at some 
prespecified price.  Why would a firm make such a 
commitment?

 2.5 How does John Hancock Life Insurance use mod-
ern communications technology to reduce adverse 
selection? (Hint:  See the Mini-Case, Discounts for 
Data.)

 2.6 According to Edelman (2011), the widely used online 
trust  authorities issue certifications without ade-
quate verification, giving rise to adverse selection.  
Edelman finds that TRUST e-certified sites are more 
than twice as likely to be untrustworthy as uncerti-
fied sites.  Explain why.

3.  Moral hazard 

 *3.1  Sometimes a group of hungry students will go to 
a restaurant and agree to share the bill at the end 
regardless of who orders what.  What is the implica-
tion of this fee-sharing arrangement on the size of 
the overall bill?  Why?

 3.2 In 2012, a California environmental group found that 
14 plum and ginger candies imported from Asia con-
tained 4 to 96 times the level of lead allowed under 
California law (Lee, Stephanie M., Lead Found in 
Asian Candies,  San Francisco Chronicle,  August 14, 
2012).  Some observers predicted that U.S.  consum-
ers would face significant price increases if U.S.  law 
were changed to require third-party testing by man-
ufacturers and sellers.  Suppose instead that candies 

could be reliably labeled tested or untested, and 
untested candy sold at a discount.  Would consumers 
buy cheaper, untested goods or would they fear a 
moral hazard problem? Discuss.

 3.3 Suppose that the expected value (see Chapter 14)  of 
daily profits for an ice cream shop, before paying the 
manager, Amy, is E = 500 + 8e,  where e  is  Amys 
daily overtime hours.  Amy is risk-neutral but incurs 
a cost C(e) = e

2 from working overtime.  Thus, total 
expected surplus is ES = E - C(e).  What level of 
effort maximizes total surplus? C

 3.4 In Question 3.3,  will  Amy choose the  surplus- 
maximizing level of effort if she pays the owner 
a fixed fee and keeps the residual profit from the 
shop? Alternatively, what happens if Amy earns a 
fixed wage and the owner gets the residual profit?

 *3.5 A promoter arranges for many different restaurants 
to set up booths to sell Cajun-Creole food at a fair.  
The promoter provides appropriate music and other 
entertainment.  Restaurants agree to pay a share of 
their earnings to  the promoter,  but the promoter 
cannot monitor how much business each restaurant 
does.  However, the promoter requires that custom-
ers can buy food using only Cajun Cash,  which is 
scrip  with the same denominations as actual cash 
sold by the promoter at the fair.  How does Cajun 
Cash solve a potential moral hazard problem that 
might arise between the promoter and the restau-
rants?  (Hint:  See  the Mini-Case,  Sing for Your 
Supper.)

 3.6 The state of California set up  its  own earthquake 
insurance program.  Because the state  agency in 
charge has  few staff members,  it  pays  private 
insurance carriers to handle claims for earthquake 
damage.  These insurance firms receive 9% of each 
approved claim.  Is this compensation scheme likely 
to lead to opportunistic behavior by insurance com-
panies? What would be a better way to handle the 
compensation?

 3.7 A bank can make one of two types of loans.  It can 
loan money to local firms, and have a 75% probabil-
ity of earning $100 million and a 25% probability 
of earning $80 million.  Alternatively,  it can loan 
money to oil speculators, and have a 25% probabil-
ity of earning $400 million and a 75% probability 
of losing $160 million (due to loan defaults by the 
speculators).  Sarah, the manager of the bank, makes 
the lending decisions, and receives 1% of the banks 
earnings.  She believes that if the bank loses money, 
she can walk away from her job without repercus-
sions, although she will not receive any compen-
sation.  Sarah and the banks shareholders are risk 
neutral.  How does Sarah invest the banks money 
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if all she cares about is  maximizing her personal 
expected earnings?  How would the stockholders 
prefer that Sarah invest the banks money?  (See 
Q&A 15.3.)

 3.8 A study found that urologists in group practices that 
profit from tests for prostate cancer order more of 
them than doctors who send samples to indepen-
dent laboratories.  Doctors  groups that perform 
their own lab work bill Medicare for analyzing 72% 
more prostate tissue samples per biopsy and detect 
fewer cases of cancer than doctors who use outside 
labs (Christopher Weaver, Prostate-Test Fees Chal-
lenged,  Wall Street Journal,  April 9,  2012).  Explain 
these results.  Do these results necessarily demon-
strate moral hazard,  or can you explain them in 
another way? (Hint:  See the Mini-Case, Selfless or 
Selfish Doctors?)

4.  Using Contracts to reduce Moral hazard 

 4.1  Traditionally, doctors were paid on a fee-for-service 
basis.  Now, increasingly, doctors are paid on a capi-
tated basis (they get paid for treating a patient for a 
year, regardless of how much treatment is required), 
though a patient may still have to pay a small fee 
each visit.  In this arrangement, doctors form a group 
and sign a capitation contract whereby they take 
turns seeing a  given patient.  What are the impli-
cations of this change in compensation for moral 
 hazard and for risk bearing?

 4.2 According to a  flyer from a well-known broker, 
Most personal investment managers base their fees 
on a percentage of assets managed.  We believe this 
is in your best interest because your manager is paid 
for investment management, not solely on the basis 
of trading commissions charged to your account.  
You can be assured your manager s  investment 
decisions are guided by one primary goalincreas-
ing your assets.  Is this policy in a customer s best 
interest?  Why?

 *4.3 Zhihua and Pu are partners in a store in which they 
do all the work.  They split the stores business profit  
equally (ignoring the opportunity cost of their own 
time in calculating this profit).  Does their business 
profit-sharing contract give them an incentive to 
maximize their joint economic profit if neither can 
force the other to  work?  (Hint:  Imagine Zhihuas 
thought process late one Saturday night when he is 
alone in the store, debating whether to keep the store 
open a little later or to go out on the town.)

 *4.4 Priscilla  hires Arnie to manage her store.  Arnies 
effort is given in the left column of the table.  Each 
cell shows the net profit to Priscilla (ignoring Arnies 
cost of effort).

Low Demand High Demand

Low Effort 20 40

Medium Effort 40 80

High Effort 80 100

  Arnies personal cost of effort is 0 at low effort, 10 
at medium effort, and 30 at high effort.  It is  equally 
likely that demand will be low or high.  Arnie and 
Priscilla are risk neutral.

  They consider two possible contracts:  (1 )  fixed fee:  
Arnie receives a fixed wage of 10; and (2)  profit shar-
ing:  Arnie receives 50% of the firms net income but 
no wage.

a.  What happens  if  they  use  the  fixed-fee 
contract?

b.  What happens if they use the profit-sharing 
contract?

c.  Which contract does each prefer?

 4.5 In the situation described in Question 4.4, how do 
your answers change if Arnies first contract changes 
so that he receives a basic fixed wage of 10 and, in 
addition, a bonus equal to 80% of any net income?

 4.6 Suppose that an author of popular science fiction 
novels is  paid a royalty of  share of the revenue 
from sales,  where the revenue is  R = pq, p  is  the 
competitive market price for such novels, and q  is  
the number of copies of this novel sold.  The pub-
lisher s cost of printing and distributing the book is 
C(q).  Determine the output level that maximizes the 
publisher s profit.  Compare it to the outcome that 
maximizes the sum of the payment to the author 
plus the firms profit.  Answer using both math and 
a graph.

 4.7 Suppose now that the publisher in Question 4.6 faces 
a downward-sloping demand curve.  The revenue is 
R(Q),  and the publisher s cost of printing and dis-
tributing the book is C(Q).  Compare the equilibria 
for the following compensation methods in which 
the author receives the same total compensation 
from each method:

a.  The author is paid a lump sum.

b.  The author is paid a share of the revenue.

c.  The author receives a lump-sum payment and 
a share of the revenue.

  Why do you think that publishers pay authors a 
share of revenue?

 4.8 A health insurance company tries to  prevent the 
moral hazard of excessive  dentist visits by lim-
iting the visits  per person per year to  a  specific 
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number.  How does such a restriction affect moral 
hazard and risk bearing? (Hint:  See Q&A 15.4.)

 4.9  Louisa is an avid cyclist who is currently working 
on her business degree.  She normally rides an $800 
bike to  class.  If Louisa locks her bike carefully
locks both wheelsthe chance of theft for the term 
is  5%, but this  careful locking procedure is  time 
consuming.  If she is less carefuljust quickly locks 
the frame to a bike rackthe chance of theft is 20%.  
Louisa is risk averse and is considering buying theft 
insurance for her bike.  Louisa may purchase one of 
two types of insurance.  With full insurance, Louisa 
pays the premium and gets the full, $800 value of the 
bike if it is  stolen.  Alternatively, with partial insur-
ance, Louisa receives only 75% of the bikes value, 
$600, if the bike is  stolen.  Which contract is  more 
likely to induce moral hazard problems?  To break 
even on consumers like Louisa, what price would 
the risk-neutral insurance company have to charge 
for full insurance? If we observe Louisa buying par-
tial insurance, what can we say about the trade-off 
between moral hazard and efficient risk bearing? 
(Hint:  See Q&A 15.3.)

5.  Using Monitoring to re duce  Moral hazard 

 5.1  Many law firms consist of partners who share prof-
its.  On being made a partner, a lawyer must post a 
bond, a large payment to the firm that will be for-
feited on bad behavior.  How would such an arrange-
ment reduce moral hazard problems?

 5.2 Many substandard condo developments have been 
built by small corporations that declare bankruptcy 
or go out of business when legal actions are started 
against them by condo buyers.  What legal remedies 
might reduce this moral hazard problem? If you 
were considering buying a condo in a  new build-
ing, what characteristics of the builder would make 
you more likely to buy? Explain.  (Hint:  See the Mini-
Case, Capping Oil and Gas Bankruptcies.)

 *5.3 Explain why full employment may be inconsist-
ent with no shirking based on the efficiency wage 
model.

 5.4 Starting in 2008,  Medicare would not cover the 
cost of certain surgical mistakes,  certain types of 
hospital-acquired infections, or other preventable 
mistakes (Liz Marlantes,  Medicare Wont Cover 
Hospital Mistakes:  New Rules Aimed at Promoting 
Better Hospital Care and Safety,  ABC News,  August 
19, 2007).  Hospitals have to cover these costs and 
cannot bill the patient.  These changes were designed 
to provide hospitals  with a stronger incentive to 
prevent those mistakes, particularly infections.  The 
Centers for Disease Control and Prevention esti-
mates that 2 million patients are annually infected 

in hospitals, costing society more than $27 billion.  
Nearly 100,000 of those infections are fatal.  Hospi-
tals could prevent many of these infections if they 
more rigorously followed basic  infection control 
procedures,  including having doctors and nurses 
wash their hands between visiting patients.  Is Medi-
cares policy designed to deal with adverse selection 
or moral hazard? Is it likely to help? Explain.

 5.5 Rental cars sold on the used car market receive lower 
prices than cars of the same model and year that 
were owned by individual owners.  Does this price 
difference reflect adverse selection or moral hazard? 
Could car rental companies reduce this problem by 
carefully inspecting rental cars for damage when 
renters return such cars?  Why do car companies 
normally perform only a cursory inspection?

6.  Manage rial  Problem 

 6.1  In the Managerial Solution, show that shareholders  
expected earnings are higher with the new compen-
sation scheme than with the original one.

 6.2 Curtis  manages an electronics  store  in Wichita, 
Kansas.  He considers carrying either cameras from 
Nikon Americas that come with a U.S.  warranty or 
gray market  Nikon cameras from a European sup-
plier,  which are the same cameras but their war-
ranties are only good in Europe.  The gray market 
cameras have a lower wholesale price.  Curtis earns 
10% of the stores profit (and no wage).  If the store 
loses money, he leaves with nothing.  He believes that 
if he sells the Nikon Americas cameras, the stores 
profit will be $400,000.  The profit on the gray market 
cameras is more uncertainwill locals be willing to 
buy a less expensive camera without a warranty? If 
he sells the gray market cameras, he believes that 
he has a  50% chance that the stores profit will be 
$1 ,000,000 and a 50% probability that the store will 
lose $300,000.  Curtis and the stores owner are both 
risk neutral.  Which camera does Curtis choose to 
sell?  What choice would the owner prefer (if she 
were fully informed)? Construct an alternative com-
pensation plan involving a salary such that Curtis 
will earn as much from selling Nikon Americas cam-
eras as from selling gray market cameras, and that 
will dissuade him from selling gray market cameras 
if doing so lowers the owner s expected earnings.

 6.3 In 2012,  Hewlett-Packard Co.  announced that its 
new chief executive, Meg Whitman, would receive 
a  salary of $1  and about $16.1  million in stock 
options, which are valuable if the stock does well 
 (marketwatch.com,  February 3, 2012).  How would 
you feel about this  compensation package if you 
were a shareholder? What are the implications for 
moral hazard, efficiency, and risk sharing?
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7.  MyEconLab Spreadsheet Exercises1 4 

 7.1  In a used car market, all potential buyers and sellers 
are risk neutral.  The buyers value the good-quality 
used cars at $10,000 and the lemons at $4,000, while 
the reservation price of the lemon owners is $2,000.  
The probability that a car potentially available for 
sale in the market is a lemon is .

a.  For = 0.1  to = 0.9  in increments of 0.1 , cal-
culate the price that the buyers will be willing 
to pay if all cars are sold.  (Hint:  Put the values 
of  in column A and put the associated buyers  
expected value of a car in column B, assuming 
that all cars are sold.)

b.  For which values of  will all cars be sold if sell-
ers of good-quality cars have a reservation price 
of $7,600?

c.  How does your answer to (b)  change if sellers 
of good used cars have a reservation price of 
$8,500?

 7.2 Anika is hired by the owner of a kitchen supply store 
to manage the store.  Anika and the owner are both 
risk neutral.  The probability of weak demand is 0.2 
and the probability of strong demand is  0.8.  Each 
cell in the following table shows the stores profit 
from a specific combination of demand and Anikas 
managerial effort.  Anikas cost of effort is not  sub-
tracted from these profits.  This effort cost is 2 for low 
effort, 10 for medium, and 32 for high.

Weak Demand Strong Demand

Low Effort 40 60

Medium Effort 60 100

High Effort 100 140

  Create a  spreadsheet containing this information.  
Add a column showing Anikas cost of effort and 
also add columns for the expected payoff to Anika 
and the owner.

a.  Fill in the expected payoffs to both parties if 
Anika is  compensated with a  profit-sharing 
contract providing her with 50% of the prof-
its (and the owner gets the other 50%).  Which 
effort level does Anika choose?

b.  Now suppose that Anikas  contract provides 
her with a base salary of 30 and 100% of any 
profits exceeding 100.  Which effort level does 
she choose?

c.  Which of the two contracts in (a)  and (b)  would 
Anika prefer? Which would the owner prefer?

 7.3 As in Question 7.3 of Chapter 14, Samanthas utility 
function is U(Y) = Y

0.5.  She tries to maximize her 
expected utility.  She owns a car for business that she 
will have to replace if it is  stolen.  If her car is  not 
stolen, her net income will be $122,500.  If the car is 
stolen, her net income will be reduced by the car s 
replacement cost of $20,100.  The probability that the 
car will be stolen is  20%.  Use Excel to answer the 
following questions.

a.  Samantha learns that she can purchase an anti-
theft device that will lower the probability the 
car will be stolen to 10%.  Would Samantha pur-
chase the device at prices of $1 ,900, $2,000, or 
$2,100?

b.  Samantha can buy insurance that will pay the 
full replacement cost of the car if it is stolen.  The 
price of this insurance is $4,090.  For each of the 
prices of the anti-theft device given in part a, 
determine whether Samantha would buy insur-
ance, buy the anti-theft device, or buy neither.  
Explain why she would not buy both.

c.  If Samantha buys insurance, how much would 
the  insurance  company gain in expected 
value if the anti-theft device was installed in 
 Samanthas car?

d.  The insurance company is  willing to offer a 
rebate to Samantha if she purchases the anti-
theft device.  However,  the company would 
need to incur a monitoring cost to insure that 
Samantha installs  and retains the device (to 
avoid moral hazard).  If the price of the device 
is $2,000, determine the largest monitoring cost 
the company would be willing to incur while 
still offering a large enough rebate to cover the 
cost of the device? How would your answer 
change if the price of the anti-theft device were 
$2,100?

14The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .
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If it moves,  tax it.  If it still moves,  regulate  it.  If it stops moving,  subsidize  it.

Ronald  Reagan

1 .  Explain  why inefficiency in  some markets provides a  rationale for government intervention.

2.  Show the effects of direct government intervention in  imperfectly competitive markets.

3.  Describe how antitrust laws and competition policies promote competition and reduce market failures.

4.  Explain  the market failure effects of externalities and  government responses to them.

5.  Show why open-access,  club,  and public goods cause market failures and how government responses 

help.

6.  Discuss why granting intel lectual  property rights promotes innovation.

Lea rn i n g  Ob jec t i ves

Government 
and Business1 6

Government patents grant intellectual property  rights to inventors of new products 

or processes.  The owner of such a  property right has an  exclusive right to produce 

the new product or use the new process covered by the patent for up to 20 years,  

but may sel l  the patent or l icense its use to others.  Sel l ing and l icensing patents and  

other forms of intel lectual  property is  big  business.  Global  payments for the use of 

intel lectual  property reached $31 0 bil l ion  in  201 3.  

The U.S.  share of these payments was $1 29 bil l ion,  of 

which $45 bil l ion  was for patent sales and l icenses.

Each patent applies only to the countries where 

it is  granted  so innovators often  apply for patents 

in  multiple jurisdictions.  Firms from al l  over the world  

seeking patent protection for major innovations usu-

al ly apply for U .S.  patents,  and  may also apply to 

the European Patent Office and elsewhere.  In  201 4,  

the United States granted 326,033 patents,  of which 

just over half (51 %)  were from applicants outside the 

United  States.  IBM is more active in  patenting than 

any other firm and received a  record 7,534 new U.S.  

patents in  201 4 alonenearly 21  a  day.  IBM earned 

$1 29 mil l ion in  201 4 from l icensing its patents to other 

firms.  However,  IBM and other successful  innovators 

keep many of their patents to themselves and  do 

not l icense them. U.S.  firms typically l icense less than 

1 0% of their patents to other firms.

Licensing  

Inventions

Manager ia l  
P rob l em

Surprisingly,  those robo-arms increase productivity substantially.
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B
ecause governments intervene in markets in many ways, almost all managers 
have to respond to a range of government policies.  In our earlier chapters, we 
often touched on various government interventions in the economy such as 

taxes and price ceilings and floors.  In this chapter, we examine many additional 
government policies that affect business, especially those designed to address market 
failures.

We start by discussing rules that a government might use to decide whether to 
intervene in a market.  This discussion is normative  or prescriptive  because it suggests 
or prescribes what governments should do  (a value judgment).  Then we examine posi-
tive  questions concerning what governments actually do  and how managers respond, 
issues that we can examine objectively or scientifically.

We examine government responses to market failures from noncompetitive mar-
ket structures and those that arise when the rights to  a  resource are not clearly 
defined.  We describe two basic approaches to dealing with market failures due to 
noncompetitive market structures.  A preventative approach is to regulate the behavior 
of firms with market power to avoid a market failure.  A remedial approach is to 
correct serious market power problems after  they emerge and to punish firms that 
fail to obey legal requirements regarding the creation and exploitation of market 
power.

We then look at market failures that arise due to incomplete property rights,  which 
lead to such problems as pollution.  We consider government policies that directly 
regulate the related problem and those that assign and enforce property rights.

Consider a  competitive market in  which al l  firms use the same technology,  but 

one firm invents a  new,  lower-cost process.  Should  that firm patent its  invention or 

keep it a  trade secret?  I f the innovating firm also manufactures the good,  under 

what conditions can it charge the monopoly price?  I f the innovating firm obtains 

a  patent,  wil l  the firm earn more if it produces the good itself or if it l icenses its  new 

process to other firms?

In  this chapte r, 

we  e xamine  six 

main topics

Main  top ic s
1 .  Marke t Failure  and  Gove rnme nt Pol icy:  The  fa i lu re  of some markets  to 

achieve economic efficiency provides an  important rationale for govern-

ment pol icies.

2.  re gu lation  of Impe rfe ctly Compe titive  Marke ts:  Governments  often 

d irectly control  price  or other variables  to  e l iminate  or reduce market 

 fa i lures   a rising  from market power.

3.  antitrust Law and  Compe tition  Pol icy:  When  markets  a re  not perfectly 

competitive,  authorities  may use antitrust laws or competition  pol icies  to 

promote competition  and  reduce market fa i lures.

4.  exte rnalitie s:  One type of market fa i lu re  resu l ting  from a  lack of c learly 

defined  property rights  is  external ities,  which  are  the costs  or benefits  that 

production  or consumption  activities  impose on  others  through  nonmarket 

channels.
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1 6.1  Marke t Failure  and Gove rnment Policy

A perfectly competitive market achieves economic efficiency:  It maximizes total sur-
plus, the sum of consumer and producer surplus (Chapter 8).  This property is one 
of the strongest arguments for relying on competitive markets without government 
intervention.  However, most markets fall short of perfect competition, and some 
exhibit a significant market failure, which substantially reduces economic efficiency 
and results in deadweight losses.  Thus, one important rationale for government 
policy is to reduce or eliminate market failure.  By eliminating a market failure, soci-
ety can recapture the deadweight loss.

In addition to wanting to reduce deadweight loss, society may care about who 
benefits and who loses from a government policy.  However, for some policies, no 
one loses.

the  Pare to Principle
Economist Vilfredo Pareto argued that society should favor a change that benefits 
some people without harming anyone else,  a  belief called the Pareto principle .  
According to this principle, if everyone shares in the extra surplus when a govern-
ment policy eliminates a market failure, then this change is socially desirable.  Even if 
only some people gain, as long as no one is harmed, the Pareto principle is satisfied.

A Pareto improvement  is  a change, such as a reallocation of goods or productive 
inputs, that helps at least one person without harming anyone else.  When two col-
lectors of baseball cards trade cards, both benefit and the exchange harms no one 
else.  Thus, this exchange is a Pareto improvement.

We cannot always use the Pareto principle to compare allocations.  Some changes 
that eliminate a market failure benefit one group while harming another.  For exam-
ple, a monopoly creates a market failure by charging a price above marginal cost, 
causing a deadweight loss to society (Chapter 9).  If the government breaks up the 
monopoly and replaces it with a competitive industry, the price falls to eliminate the 
deadweight loss from monopoly.  For example, during World War II, the U.S.  govern-
ment ended Alcoas aluminum monopoly to aid the war effort by increasing produc-
tion.  This change benefited consumers, but harmed the owners of the monopoly.

However, the government could modify such a policy to create a Pareto improve-
ment by compensating the former owners.  Because consumers gain more than the 
owners of the monopoly lose (Chapter 9),  the government could tax away some 
of the gain to consumers and use it to fully compensate the owners of the former 
monopoly.  This redistribution of income might be difficult to achieve politically, but 
this example illustrates that Pareto improvements are possible in principle when a 
market failure creates a deadweight loss.

5.  Ope n-acce ss,  Club,  and  Public  Goods:  Open-access,  c lub,  and  publ ic 

goods are  specia l  types of goods that may cause market fa ilures,  which 

governments  often  address.

6.  Inte lle ctual Prope rty:  Intel lectual  property rights such as patents and  copy-

rights promote innovation  in  various forms,  particularly new products,  new 

processes,  books,  and artistic creations.
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Once all possible Pareto improvements have occurred, the outcome is  Pareto 
 efficient:  Any possible change would harm at least one person.  A perfectly com-
petitive market is Pareto efficient.  Any possible reallocation that benefits someone 
without harming others occurs through voluntary exchange in a competitive market, 
so any additional reallocation must harm someone.  When assessing market transac-
tions, Pareto efficiency implies economic efficiency:  the maximization of surplus.1

Cost-Benefit analysis
When a policy benefits some people while harming others, we cannot use the Pareto 
principle to evaluate its desirability.  Instead, we can evaluate a policy using an alter-
native value judgment based on the cost-benefit principle:  A change is desirable if its 
benefits exceed the costs.  To do so, we may need to make interpersonal comparisons 
in which a gain of one dollar of surplus to one person has the same weight as a loss 
of one dollar of surplus to anyone else.  That is, if one person gains $1 ,000 in surplus 
and another loses $500, society has a net gain of $500 and the cost-benefit test is sat-
isfied.  Thus, the cost-benefit principle supports policies that increase total surplus.

Any policy that generates a Pareto improvement satisfies the cost-benefit prin-
ciple.  If some people gain from a policy and no one suffers a loss, then the aggregate 
benefit is  positive.  However, the converse is not true.  Many policies that pass the 
cost-benefit test by generating net benefits are not Pareto improvements because they 
produce both winners and losers.

While the vast majority of people would probably support eliminating a monop-
oly even though the monopolys owners suffer a loss, other policies that create win-
ners and losers are more contentious.  Consider a new tax policy that reduces the tax 
burden on people with incomes over $1  million a year by $50 billion, while increas-
ing the tax burden on those earning less than $50,000 per year by $49 billion.  In addi-
tion to producing a relatively small net benefit, this policy would have a large effect 
on the distribution of after-tax income, generating large gains for people who are 
already very well off and imposing a very large burden on people of modest means.  
Many people would oppose such a change, viewing it as unfair and inequitable.

As a practical matter, policies that have large net benefits and only small distri-
butional effects tend to generate broad support.  Policies whose distributional effects 
are large relative to the net benefits are likely to be more contentious, especially if 
the distributional effect is regressive,  making the distribution of income less equal.

1 6.2 regulation of Imperfectly Competitive Markets

Some government policies create market power, such as monopolies (Chapter 9) .  
However, other government policies reduce market power.  A government can take 
one of three approaches to eliminating a market failure caused by non-competitive 
pricing, such as by a monopoly.  The most direct approach is for the government to 

1Pareto efficiency is a more general concept than economic efficiency, which is based on maximiza-
tion of total surplus.  If a market exhibits Pareto efficiency, the market is efficient:  It maximizes total 
surplus.  Unlike the surplus concept, the Pareto concept can also be used in nonmarket situations.  
For example, if two people are happier after they marry, and no one else is harmed, then that mar-
riage is a Pareto improvement, even if we cannot reasonably define a related price or measure of 
consumer and producer surplus.
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own the monopoly and set relatively low prices.  For example, many governments 
own and operate electric power and water utilities.

A second approach is to change the market structure, as when the U.S.  govern-
ment increased the number of aluminum manufacturers during World War II, ending 
Alcoas monopoly.  We address other attempts to change the nature of competition 
in a market using antitrust or competition laws in the next section.

A third approach is to regulate the industry to prevent firms from setting exces-
sively high prices, which we examine now.  We show how regulations can correct 
market structure problems and then discuss why some regulators do not regulate 
effectively.

regulating to Corre ct a Marke t Failure
Today, the most commonly used approach to regulating monopoly pricing is  to 
impose a price ceiling, called a price cap.  For example, price cap regulation is used 
for telecommunications monopolies in 33 U.S.  states and in many other countries, 
including Australia, Canada, Denmark, France, Germany, Mexico, Sweden, and the 
United Kingdom (Sappington and Weisman, 2010).2

Optimal Price  re gulation.  A government can eliminate the deadweight loss 
of monopoly by imposing a price cap equal to the price that would prevail in a com-
petitive market, as we now illustrate.  Given the demand and marginal cost curves 
in Figure 16.1 , an unregulated monopoly maximizes its profit at em,  where marginal 
revenue equals marginal cost:  MR = MC.  The monopoly sells 6 units at a price of 
$18 per unit, and society suffers a deadweight loss, -C - E  (Chapter 9).  The optimal 
price cap is $16, which is the competitive price.

Because the price cap prevents the monopoly from charging a price greater than 
$16, the monopolys regulated demand curve is horizontal at $16 up to 8 units.  At 
larger output levels, the monopolys regulated demand curve is the market demand 
curve:  The monopoly can lower its price to sell extra units because it charges less 
than the maximum price of $16.  The regulated marginal revenue curve, MRr,  corre-
sponding to the regulated demand curve, is horizontal where the regulated demand 
curve is horizontal up to 8 units and equals the original marginal revenue curve, MR,  
at larger quantities.

To maximize its profit, the regulated monopoly sets its output at 8 units, where 
MRr  equals its marginal cost, MC,  and charges the maximum permitted price, $16.  
The regulated firm still makes a profit provided that its average cost is less than $16 
at an output of 8 units.  The regulated monopoly optimum, eo,  occurs where the MC  
curve intersects the market demand curve.  Thus, setting a price ceiling where the 
MC  curve and market demand curve intersect eliminates the deadweight loss of 
monopoly.

We know this outcome is economically efficient because it is  the same as the 
competitive market equilibrium.  It occurs where the marginal cost equals price so 
that total surplus is maximized (Chapter 8).  As the table accompanying Figure 16.1  
shows, the deadweight loss from unregulated monopoly, -C - E,  is eliminated by 
this economically efficient regulation.

2Governments also use price regulation in some oligopolistic markets.  Although we concentrate 
here on regulating a monopoly, similar principles apply to markets with oligopolistic firms.

M1 6_PERL7879_02_SE_C1 6. indd   548 21 /1 1 /1 5   7:34 am



5491 6.2 Regulation of Imperfectly Competitive Markets

Non-Optimal  Price  re gulation  Due  to Poor Information.  Well- 
intentioned government regulators often fail to  regulate monopolies optimally 
because of limited information about the monopolys demand and cost curves.  
Consequently, the regulators may mistakenly set the price cap above or below the 
competitive level.

If regulators rely on the monopoly or on industry experts for information, they 
may be misled.  For example, a regulated monopoly might deliberately overstate its 
costs so that regulators impose an excessively high price cap.

If the government sets the price ceiling below the optimal price but high enough 
that the firm does not shut down, a deadweight loss results.  The regulated firm 

F I Gu re  1 6 . 1  Optimal Price  re gulation

I f  the  government sets  a  price  ceil ing  at $1 6,  
where the monopoly s  marginal  cost curve h its 
the demand curve,  the new demand curve the 
monopoly faces has a  kink at 8 units,  and the cor-
responding marginal  revenue curve,  MR

r,   jumps  
at that quantity.  The regulated  monopoly sets its  

output where MR
r
= MC,  sel l ing  the same quan-

tity,  8 units,  at the same price,  $1 6,  as a  competi-
tive industry would.  The regulation  el iminates the 
monopoly deadweight loss,  C + E.  Consumer sur-
plus,  A + B + C,  and  producer surplus,  D + E,  are 
the same as under competition.

MyEconLab Video
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M1 6_PERL7879_02_SE_C1 6. indd   549 21 /1 1 /1 5   7:34 am



550 ChaPter 1 6   Government and Business

chooses to sell less than consumers want at the regulated price,  creating excess 
demand.  Consumers who are lucky enough to buy the good are better off because 
they can buy goods at a lower price than with optimal regulation.  However, other 
potential customers are frustrated because the monopoly will not sell them the good.  
Some of those frustrated consumers are willing to pay more than marginal cost, 
and their inability to buy the good is a loss of potential surplus or inefficiency, as 
Q&A 16.1  shows.

Q&a  1 6 . 1
Suppose that a government regulates a monopoly by setting a maximum price, 
p2,  that is  below the economically efficient level, which is p1  in the figure, but 
above the monopolys minimum average cost.  How do the price, quantity sold, 
quantity demanded, and total surplus under this regulation compare to those 
under optimal regulation?

answer

1.  Describe the optimally regulated outcome.  With optimal regulation, e1,  the price is 
set at p1,  where the market demand curve intersects the monopolys marginal 
cost curve on the accompanying graph.  The optimally regulated monopoly 
sells Q1  units.
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Regulated demand

Market demand

Q,  Units per day

MR

MRr
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p1 D
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BA
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Q2 Q1 Qd
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Consumer Surplus,  CS

Producer Surplus,  PS

Monopoly With

Optimal Regulation

A +  B

C + D + 

A + B + C + D + E

Monopoly with a

Low Regulated Price

E

A + C

A + C + E

Change

C  B = DCS

C  D = DPS

B  D = DTS = DWLTotal Surplus,  TS  =  CS  +  PS
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Non-Optimal Price regulation Due to Inability to Subsidize.  Because 
regulators generally cannot subsidize a monopoly, they cannot set the price as low 
as the marginal cost if the firm would lose money at that price and choose to shut 
down.  For example, if the production process exhibits economies of scale over all 
relevant levels of output, average cost falls with output and exceeds marginal cost 
everywhere (Chapter 9).  As a result, if the regulator sets the price equal to marginal 
cost, the price is less than average cost, so the firm cannot profitably produce and 
shuts down.  Unless the regulators are willing to subsidize the firm, the regulators 
must raise the price to a level where the firm at least breaks even or society loses the 
product altogether.  If the firm shuts down, societys deadweight loss is the loss in 
total (potential)  surplus.

This example illustrates the well-known saying that the perfect is  the enemy 
of the good.  Here, attempting to achieve perfectionusing efficient marginal cost 
pricingcauses a problem by forcing the firm to shut down.  A better regulation is 
to set the price cap equal to the average cost so that the firm continues to operate.  
Here, average-cost pricing is a Pareto improvement over (unsubsidized)  marginal 
cost pricing.  Both consumers and producers are better off under average cost pricing 
than if the firm is forced out of business.

2.  Describe the outcome when the government regulates  the price at  p2.  Where the 
market demand is above p2,  the regulated demand curve for the monopoly 
is horizontal at p2 (up to Qd).  The corresponding regulated marginal revenue 
curve, MRr,  is horizontal where the regulated demand curve is horizontal.  At 
the kink in the regulated demand curve where it starts sloping down, the MRr  
drops, as the dashed line shows, to the original, downward sloping marginal 
revenue line, MR.  The monopoly maximizes its profit by selling Q2 units at p2.  
The new regulated monopoly optimum is e2,  where MRr  intersects MC.  The 
firm does not shut down when regulated as long as its average variable cost 
at Q2 is less than p2.

3.  Compare the outcomes.  The quantity that the monopoly sells falls from Q1  to Q2 
when the government lowers its price ceiling from p1  to p2.  At that low price, 
consumers want to buy Qd,  so excess demand equals Qd - Q2.  Compared to 
optimal regulation, total surplus is lower by at least B + D .

Comment:  The total surplus loss is even greater if unlucky consumers waste 
time trying to buy the good unsuccessfully or if the good is allocated non-
optimally among consumers.  A consumer who values the good at only p2 may 
be lucky enough to buy it, while a consumer who values the good at p1  or more 
may not be able to obtain it.

Min i - Ca se Because U.S.  natural gas monopolies usually have significant economies of scale 
and regulators generally cannot subsidize them, the regulated price is set above 
marginal cost, creating a deadweight loss.  The figure uses the estimates of Davis 
and Muehlegger (2010).3 If unregulated, this monopoly would sell 12.1  trillion 
cubic feet of natural gas per year, where its marginal revenue and marginal cost 

Natural Gas 

regulation

3We use their most conservative estimate:  the one that produces the smallest deadweight loss.  We 
approximate their demand curve with a linear one that has the same price elasticity of demand of 
-0.2 at point b.  This figure represents the aggregation of state-level monopolies to the national level.
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curves intersect.  It would charge the corresponding price on the demand curve 
at point a.  Its profit is the rectangle labeled ,  with a length equal to the quantity, 
12.1  trillion cubic feet, and a height equal to the difference between the price at 
a  and the corresponding average cost.

To eliminate deadweight loss, the government should set the price ceiling 
equal to the marginal cost of $5.78 per thousand cubic feet of natural gas so 
that the monopoly behaves like a  price taker.  The price ceiling or marginal 
cost curve hits the demand curve at c,  where the quantity is 24.2 trillion cubic 
feet per yeardouble the unregulated quantity.  At that quantity, the regulated 
utility would lose money.  The average cost at that quantity is  $7.78 (slightly 
less than the average cost of $7.88 at a  quantity of 23  trillion cubic feet).  The 
regulated price, $5.78, is less than the average cost at that quantity of $7.78, so 
it would lose $2 on each thousand cubic feet it sells,  or $48.4 billion in total.  
Thus, it would be willing to sell this quantity at this price only if the govern-
ment subsidizes it.

Typically, it is  politically infeasible for a government regulatory agency to 
subsidize a monopoly.  On average, the natural gas regulatory agencies set the 
price at $7.88 per thousand cubic feet, where the demand curve intersects the 
average cost curve and the monopoly breaks even, point b.  The monopoly sells 
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regulatory Capture
So far, weve discussed situations in which the regulators try to achieve efficient 
regulation but may not succeed because either they lack complete information or 
they cannot subsidize a monopoly.  However, some regulators do not try to achieve 
efficiency, particularly if the industry has captured  them so that they regulate in the 
manner that the industry wants.  That is, they put the interests of the industry ahead 
of the public interest.

A captured regulator s objective might be to keep prices high rather than to lower 
them to competitive levels.  Such regulators may impose entry restrictions  to  keep 
potential competitors from entering an industry, which raises the price and the prof-
its of existing firms, as in the Mini-Case, Zoning Laws as a Barrier to Entry by Hotel 
Chains (Chapter 11).

In some countries, it is common for firms to capture regulators by directly bribing 
them.  In developed countries, such as the United States, direct bribery is not com-
mon, but regulators may be captured by more subtle means.  For example, many 
U.S.  regulators worked in the industry before they became regulators and hence are 
sympathetic to those firms.4 Other regulators want to obtain good jobs in the indus-
try after they leave the regulatory agency, so they act in ways that will not offend 
potential employers.  A regulated firm that invests resources (such as explicit bribes 
or taking regulators to dinner)  is rent seeking:  devoting effort and expenditures to 
gain a rent or profit from government actions.

applying the Cost-Benefit Principle to regulation
Imperfect competition that results in the price exceeding the marginal cost causes a 
market failure.  Therefore, most imperfectly competitive marketseverything from 
restaurants to jet aircraftsuffer from market failure.

Would regulating each of these markets increase total surplus?  No, because a 
regulation would not pass a cost-benefit test in some markets.  Regulation has its 
own costs.  It may be difficult or costly for regulators to gather the information they 
need, regulators may make honest mistakes, or the industry may capture regulators.  
Firms in the industry may engage in costly rent-seeking activities.  Price regulation, 
or regulation of any type, passes a cost-benefit test only when the market failure is 
large enough that the benefits from significantly reducing it exceed the cost associ-
ated with regulation.

23 trillion cubic feet per year.  The corresponding price,  $7.88,  is  36% above 
marginal cost, $5.78.  The deadweight loss is  $1 .26 billion annually, which is the 
small,  dark gray triangle labeled DWL.  Without regulation, the deadweight loss 
would be much greater:  this deadweight loss area plus area B .

4Overall,  40% of state oil and gas regulators have industry connections.  Indeed, five of nine mem-
bers of the Arkansas regulatory commission own drilling companies and two others are officers of 
such companies (Mike Soraghan, 40% of State Drilling Regulators Have Industry Ties,  Greenwire,  
December 19, 2011 .)
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1 6.3 antitrust Law and Compe tition Policy

Rather than regulate firms that set high prices, a government may forbid firms from 
collectively setting high pricesthat is, acting like a cartel (Chapter 11).  These laws 
are called antitrust laws  in the United States and competition policies  in many other 
countries.

In the late nineteenth century, cartels, which were then called trusts,  were legal 
and were common in the United States.  Oil,  railroad, sugar, and tobacco trusts 
raised prices substantially above competitive levels.5 In response to the trusts  high 
prices, the U.S.  Congress passed the Sherman Antitrust Act in 1890 and the Federal 
Trade Commission Act of 1914, which prohibited firms from explicitly  agreeing to 
take actions that reduce competition.6 In particular,  cartels that jointly set prices 
are strictly prohibited.  In legal jargon, price-fixing is a per se  violation:  It is strictly 
against the law and firms have no possible mitigating justifications.  By imposing 
penalties on firms caught colluding, government agencies seek to discourage cartels 
from forming.

The Antitrust Division of the Department of Justice (DOJ)  and the Federal Trade 
Commission (FTC)  divide the responsibility for U.S.  antitrust policy.  The Antitrust 
Division states that its mission is to promote economic competition through .  .  .  
promoting free and fair competition in the marketplace.  The FTCs objective is to 
prevent unfair methods of competition in commerce and to administer .  .  .  other 
consumer protection laws.  Both U.S.  agencies can use criminal and civil law to 
attack cartels, price fixing, and other anticompetitive actions.

Recently, the U.S.  Department of Justice, quoting the Supreme Court that collu-
sion is the supreme evil of antitrust,  stated that prosecuting cartels was its top 
enforcement priority.  However, cartels persist despite these laws for three reasons.  
First, some international cartels and cartels within certain countries operate legally.  
In 1960, five major oil-exporting countriesIran, Iraq, Kuwait, Saudi Arabia, and 
Venezuelacreated the Organization of Petroleum Exporting Countries (OPEC), 
which is an international cartel.7 In 1971, OPEC members agreed to take an active 
role in setting oil prices.

Second, some illegal cartels believe that they can avoid detection or that the 
 punishment will be insignificant.  At least until recently, they were often correct.  For 
example, in a cartel case involving the $9 billion U.S.  carpet industry, a firm with 
$150 million in annual sales agreed with the DOJ to plead guilty and pay a fine 
of $150,000.  It is difficult to imagine that a fine of one-tenth of 1% of annual sales 
 significantly deters cartel behavior.

Even larger fines fail to discourage repeated collusion.  In 1996, Archer Daniels 
Midland (ADM) paid fines to settle three civil price-fixing-related cases:  $35 million 

7As of 2015, OPEC had 12 member countries, including the 5  original members.

6U.S.  law does not prohibit all cartels.  For example, a bizarre Supreme Court decision largely 
exempted Major League Baseball from antitrust laws (http://www.slate.com/articles/news_and_

politics/history_lesson/2002/07/baseballs_con_game.html) .  Unions are explicitly exempt from 
antitrust laws.  Workers may act collectively to raise wages.  A historical justification for exempting 
labor unions was that the workers faced employers that could exercise monopsony power.

5Nineteenth-century and early twentieth-century robber barons  who made fortunes due to these 
cartels include John Jacob Astor (real estate, fur), Andrew Carnegie (railroads, steel), Henry Clay 
Frick (steel), Jay Gould (finance, railroads), Mark Hopkins (railroads), J.  P.  Morgan (banking), John 
D.  Rockefeller (oil),  Leland Stanford (railroads), and Cornelius Vanderbilt (railroads, shipping).
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in a case involving citric acid (used in many consumer products),  $30 million to 
shareholders as compensation for lost stock value after the citric acid price-fixing 
scandal became public, and $25 million in a lysine (an animal feed additive)  case.  
ADM paid a $100 million fine in a federal criminal case for fixing the price of lysine 
and citric acid in 1996, but only eight years later, ADM settled a fructose corn syrup 
price-fixing case for $400 million.

Third,  some firms are able to  coordinate their 
activities without explicitly colluding and thereby 
running afoul of competition laws.  To determine 
guilt,  U.S.  antitrust laws require evidence of con-
spiracy (such as  explicit agreements)  rather than 
 focusing on the economic effect of the suspected 
cartel.  Charging monopoly-level prices is not neces-
sarily illegalonly the bad behavior of explicitly 
agreeing to raise prices is against the law.  As a result, 
some groups of firms charge monopoly-level prices 
without violating competition laws.  These firms may 
tacitly collude  without meeting by signaling to each 
other through their actions.  If one firm raises its price 
and keeps it high only if other firms follow its lead, 
it is not necessarily violating the law if the firms did 
not explicitly communicate.

For example, shortly before Thanksgiving in 2012, 
United Airlines announced a fare increase.  However, 
when rivals  failed to match this increase,  United 
rolled back its fares the next day.  Shortly thereafter, 
the president of US Airways observed that if South-

west Airlines, the firm that carries the most passengers, fails to match an increase by 
other airlines, rivals cancel their increase.8

Canada enacted the worlds first antitrust statute in 1889, one year before the U.S.  
Sherman Act.  Canadas current Competition Act regulates most business conduct.  
It contains both criminal and civil provisions that prohibit anticompetitive practices 
and that are enforced by the Competition Bureau.  As under U.S.  law, price-fixing 
cartels are per se  illegal and are subject to civil and criminal punishment.  Australia 
and New Zealand have laws on cartels that are similar to those in Canada and the 
United States.

In the past, the German, Japanese, and British governments permitted some car-
tels to operate because these governments felt doing so would promote economic 
efficiency.  However, in recent years, most developed countries have followed  Canada 
and the United States in strictly prohibiting cartels.  The European Unions competi-
tion policy under the Treaty of the European Community (EC Treaty or Treaty of 
Rome)  in 1957 gives the European Union and member states substantial civil powers 
to prevent actions that hinder competition, including formation of cartels.  Price-
fixing is per se  illegal.

The DOJ, the FTC, the Canadian Competition Bureau, and the European Union 
authorities have become increasingly aggressive, prosecuting many more cases and 
increasing fines dramatically.  Following the lead of the United States, which imposes 

8Charisse Jones, United Airlines Hikes Fares; Will Rivals Follow? USA Today,  October 11 , 2012; 
US Airways President Talks about Southwest Fares,  Businessweek,  October 24, 2012.
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both civil and criminal penalties, the British government introduced legislation in 
2002 to criminalize certain cartel-related conduct.  In 2004, Japan started pursuing 
antitrust cases more aggressively.

In 1993,  the DOJ introduced the Corporate Leniency Program, guaranteeing 
that cartel whistle-blowers will receive immunity from federal prosecution.  Conse-
quently, the DOJ has caught, prosecuted, and fined several gigantic cartels.  In 2002, 
European authorities adopted a similar policy.

In addition to making price fixing strictly illegal, these competition laws restrict 
mergers between firms and ban abusive behavior by firms that dominate a market.  In 
addition, such laws limit various vertical relationships between firms (relationships 
governing how firms deal with their suppliers and their customers in the supply 
chain).9

Increasingly, antitrust authorities from around the world are cooperating.  Coop-
eration agreements exist between authorities in Canada, Mexico, Europe, Australia, 
New Zealand, and the United States, among others.  Such cooperation is critical given 
the increasingly global scope of the firms engaged in collusion and other anticom-
petitive activities.

Merge rs
If antitrust or competition laws prevent firms from colluding, firms could try to 
achieve the same end by merging to form a monopoly.  To prevent this potential 
problem, most antitrust and competition laws restrict the ability of firms to merge if 
the net effect is to harm society.

Large U.S.  firms that want to merge must submit their proposed merger to either 
the DOJ or the FTC for approval.  These agencies block mergers that they believe 
would harm society.  However, firms can appeal such a decision to the federal courts.  
Most other developed countries have similar merger review procedures.

Would banning all mergers increase economic efficiency? No, because some merg-
ers reduce production costs substantially.  Formerly separate firms may become more 
efficient because of greater scale, the sharing of trade secrets, or the closure of dupli-
cative retail outlets.  For example, when Chase and Chemical banks merged, they 
closed or combined seven Manhattan branches that were located within two blocks 
of other branches.

Whether a merger helps or harms society depends on which of its two offsetting 
effectsreducing competition and increasing efficiencyis larger.  Consider two 
extreme cases.  In one, the merger of the only two firms in the market does not lower 
costs, but it increases monopoly power, so the newly merged firm substantially raises 
prices to consumers.  Here, the merger hurts society.  At the other extreme, two of a 
large number of firms in the market merge, with substantial cost savings, but with 
no noticeable increase in market power or market price.  Here, the merger benefits 
society.

The contentious cases lie in the middle, where market power increases signifi-
cantly and  costs decrease.  However, if the price falls after the merger because the 
cost reduction effect dominates the increased market power effect, the merger is 
desirable.

9The FTC has a broader range of other responsibilities that include consumer protection,  such as 
preventing misleading advertising, which we do not discuss here.
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Predatory actions
Antitrust policy also seeks to prevent other actions that harm society such as preda-
tory pricing.  A firm engages in predatory pricing  if it charges a price below marginal 
(or average)  cost so as to drive its rivals out of business and then raise its price.

Presumably, if the firm that engages in predation has deep pockets and its rivals 
do not, it can absorb short-run losses until its rivals leave the market.  However, the 
firm does not benefit from predatory behavior if its  rivals or other firms reenter 
the market as soon as it raises its price.  Thus, for a firm to benefit from engaging 
in predation, something must prevent firms from reentering the market when the 
predatory firm eventually raises its price.  In 1993, the U.S.  Supreme Court agreed 
with this reasoning in Brooke Group Ltd.  v.  Brown and Williamson Tobacco Corp.  Since 
then, the federal government has brought few predation cases and has won none.

Vertical relationships
Laws that forbid price-fixing and predatory practices and limit mergers are directed 
at horizontal  interactions between firms that compete directly in a  given indus-
try.  Antitrust policy also addresses vertical interactions between a  firm and its 
customers or suppliers.  Vertical actions that competition authorities  investigate 
include resale  price  maintenance,  refusal to  deal,  exclusive dealing,  and price 
discrimination.

resale Price Maintenance.  A manufacturer engages in resale price mainte-
nance  (RPM) if it requires the retailers that sell its product to charge a price no lower 
than a price it specifies.  (Price ceilings are also possible, but not frequently observed.)  
The rule on RPM does not apply if the manufacturer only suggests  a  price and does 
not require it.

At one time, RPM was per se  illegal in the United States.  That is, this practice was 
strictly banned with no appeal to mitigating circumstances.  However, in 2007, the 
U.S.  Supreme Court changed to a rule of reason  (or cost-benefit)  approach where an 
RPM rule is illegal only if it has a net negative effect on competition.

Min i - Case Why should governments worry about mergers that create monopolies?  Wont 
the resulting higher price and profit attract new firms into the market?  That 
argument makes sense if firms do not have to incur substantial sunk costs to 
enter and the market has no other entry barriers.  But, if new firms are unlikely to 
enter, then governments should worry about mergers.  Thus, in judging whether 
to permit a merger, governments consider the difficulty of entry.

Collard-Wexler (2014)  provided an example of why entry is  important in 
the ready-mix concrete industry.  Although the United States has about 5,000 
ready-mix concrete plants, few of them directly compete.  Given high shipping 
costs, the country has at least 449 small,  local markets.  New plants must incur 
substantial,  sunk entry costs.  He found that it takes nine to ten years for a new 
firm to enter the market following a merger to monopoly.  Thus, if the only two 
firms in a local market merge, the resulting firm can earn monopoly profits for 
the better part of a decade, generating damages nearly eight times those from 
one year of monopoly.

are Monopoly 

Mergers harmful?
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This legal decision is consistent with an argument made by many economists.  
Usually, a  manufacturer wants its dealers to  add as small a  markup as possible 
to its  wholesale price to keep the price low to final consumers so that they buy 
many units.  That is, both the manufacturer and consumers prefer low markups by 
dealers.  However, for some products, the amount sold depends on promotional or 
informational activities by retailers as well as price, as when a camera store salesper-
son demonstrates a cameras features to potential customers.  If discounters such as 
Internet firms can sell the camera at lower prices without providing such services, 
few camera stores can afford to provide these services.  A store owner who tried to 
provide this service would find that many customers would come into the store to 
learn about the product but then would purchase the camera from a discount store.  
Therefore, the manufacturer wants all dealers to charge a relatively high price to 
encourage the provision of these valuable information services.

Today, restrictions on dealers  prices or other activities are usually legal if the 
manufacturer acts unilaterally.  However, if the manufacturer tries to coordinate its 
actions with other manufacturers, then RPM and related restrictions are an attempt 
to create a cartel.

re fusal  to De al.  Some firms integrate,  selling both the final product in the 
 downstream market  and the key input to this product in the upstream market.  An inte-
grated aluminum firm not only produces and sells aluminum, but also produces 
bauxite, the main input required to make aluminum.  If such a firm is dominanthas 
a very large sharein both markets, and it refuses to sell the input to other down-
stream rivals, it may be charged with a refusal to deal.  The law is still evolving in this 
area.  In general, a firm does not have an obligation to sell to another firm.  However, 
if a dominant firm such as a monopoly refuses to sell to one firm what it sells to oth-
ers, it needs to provide a sound business reason for its actions other than an attempt 
to destroy competition.

U.S.  courts are more likely to find a firm (or a group of firms)  guilty of illegally 
refusing to deal if the firm has an essential facility:  a  scarce resource that a rival 
needs to use to survive.  The classic example is a century-old case in which all the 
railroad bridges into St.  Louis were owned by a group of railroads.  The U.S.  Supreme 
Court was concerned that these railroad companies could keep rivals from serving 
St.  Louis.  The Court ruled that the owning group had to provide access to rival rail-
roads on reasonable terms.

exclusive  Dealing.  A concept similar to refusal to deal is exclusive dealing,  which 
arises when a firm will sell its product only to customers who agree to buy from that 
firm and not from its rivals.  Or the relationship can be reversed:  An upstream firm 
could be forced to sell to only one buyer and not to the buyer s rivals.  (Chapter 13 
discusses the theory of exclusive dealing.)

Exclusive contracts can promote efficiency and competition in the market by guar-
anteeing a source of supply, lowering transaction costs, or creating dealer loyalty.  
The courts have found that exclusive dealing contracts between a manufacturer and 
its dealers are lawful if they increase competition between this manufacturer and its 
rivals.  However, exclusive contracts are illegal if a monopoly uses them to prevent 
new firms from entering the market and, more generally, if competition is signifi-
cantly damaged.
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Price  Discrimination.  Under the U.S.  Robinson-Patman Act of 1936, price dis-
crimination  (Chapter 10)  is legal unless it harms competition.  For example, price 
discrimination is probably illegal if a manufacturer sells a good at a lower price to 
only one of several downstream firms, which may allow the favored customer to 
drive its rivals out of business.

A firm accused of a Robinson-Patman Act violation has two possible defenses.  
A price concession offered to one firm but not to its rivals can be justified if it is due 
to cost differences, such as a volume discount to a larger firm, or because it is offered 
in good faith to meet a competitor s price.

1 6.4 exte rnalitie s
An externality  occurs when a persons well-being or a firms production capability 
is directly affected by the actions of other consumers or firms rather than indirectly 
through changes in prices.  The effect is external  in the sense that it occurs outside a 
market and hence has no associated price.  A firm whose production process lets off 
fumes that harm its neighbors is creating an externality for which no market exists.  
In contrast, the firm is not causing an externality when it harms a rival by selling 
extra output that lowers the market price.

Externalities may either help or harm others.  An externality that harms someone 
is a negative externality.  You are harmed if your neighbors keep you awake by play-
ing loud music late at night.  A chemical plant creates a negative externality when 
it dumps its waste into the water, reducing the profits of a firm that rents boats on 
the lake and the utility of visitors to the lake.  A positive externality  benefits others.  
By installing attractive shrubs and outdoor sculpture around its building, a  firm 
provides a positive externality to its neighbors.

A single action may confer positive externalities on some people and negative 
externalities on others.  The smell of perfume pleases some people, but causes an 

Min i - Ca se In 2015,  a  federal court affirmed a  Federal Trade Commission ruling that 
McWane, Inc. ,  the dominant producer of domestic pipe fittings, violated the 
FTC Act when it engaged in exclusive dealing.  The primary purchasers of pipe 
 fittings, which join pipes and direct the flow of water,  are municipal water 
authorities and their contractors.

McWane was the only domestic supplier of pipe fittings until Star entered the 
market in 2009.  McWane responded by informing customers that it was imple-
menting a Full Support Program.  Essentially, if the customers did not buy 
exclusively from McWane, they could be cut off for 12 weeks and lose unpaid 
rebates.  McWanes internal documents showed that the purpose was to raise 
Star s cost and prevent it from becoming a viable competitor.  This policy kept 
Star s  market share small,  prevented another firm from entering the market, 
and allowed McWane to repeatedly increase its prices.  The Court held that the 
program had no procompetitive benefits.

McWane claimed that because its policy was non-binding and of short dura-
tion, the law did not apply.  They were wrong.

Piping up about 

exclusive  De aling
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unpleasant allergic reaction in others.  Some people think that their wind chimes 
please their neighbors, whereas anyone with an ounce of sense would realize that 
those chimes drive us crazy!  It was reported that efforts to clean up the air in Los 
Angeles, while helping people breathe more easily, caused harmful ultraviolet (UV) 
radiation levels to increase more rapidly as cleaner air filtered out less of the suns 
UV emissions.

the  Ine fficie ncy of Compe tition with exte rnalitie s
Competitive firms and consumers do not have to pay for the harm caused by nega-
tive externalities, so they create excessive amounts.  Similarly, if producers are not 
compensated for the benefits of a positive externality, too little of such externalities 
is produced.

Externalities create a market failure, causing economic inefficiency.  To illustrate 
why externalities cause such inefficiency, we examine a competitive market in which 
firms produce paper and emit by-products of the production processsuch as air 
and water pollutionthat harm people who live near paper mills.  (The paper indus-
try is a major industrial source of water pollution.)

To make the point as clearly as possible, we assume initially that each additional 
ton of paper produced increases these harmful emissions and that the only way to 
decrease the volume of emissions is to reduce the amount of paper manufactured.  
No alternative technologies that reduce pollution are available, and it is not possible 
to locate plants where the emissions harm no one.

Paper firms do not have to pay for the harm their emissions cause.  As a result, 
each firms private cost  includes its direct costs of production (such as the cost of 
inputs), but does not include costs imposed on others.  The true social cost  consists of 
all the costs incurred by society, including the private costs of firms and individuals 
and the harm from externalities.

We use a supply-and-demand diagram for the paper market in Figure 16.2 to 
illustrate that a competitive market produces excessive pollution because the firms private 
cost is  less  than the social cost.  In the competitive equilibrium, the firms consider only 
their private costs in making decisions and ignore the harm of the pollution external-
ity they inflict on others.  The market supply curve is the aggregate private marginal 
cost  curve, MCp,  which is the horizontal sum of the private marginal cost curves of 
each of the paper manufacturing firms.

The intersection of the market supply curve and the market demand curve for 
paper determines the competitive equilibrium, ec.  The competitive equilibrium quan-
tity is  Qc = 105 tons per day, and the competitive equilibrium price is  pc = +240 
per ton.

The firms private producer surplus  is the producer surplus of the paper mills based 
on their private marginal cost  curve:  the area F + G + H,  which is below the market 
price and above MCp  up  to the competitive equilibrium quantity, 105.  The com-
petitive equilibrium maximizes the sum of consumer surplus and private producer 
surplus.  In the absence of an externality, the sum of consumer surplus and private 
producer surplus equals total surplus, so competition maximizes total surplus.

When we introduced surplus measures in Chapter 8, we considered examples in 
which the total surplus associated with a particular market consisted of the sum of 
producer surplus and consumer surplus.  However, externalities impose additional 
costs that are not captured by total surplus if the producer surplus is  calculated 
using the supply curves based only on firms  private costs.  To properly measure 
total surplus, we need to calculate producer surplus based on the full social costs.
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5611 6.4 Externalities

Because the paper market produces pollution, the competitive equilibrium does 
not  maximize the correct measure of total surplus, which takes into account the harm 
from the externality.  Competitive firms produce too much pollution because they do 
not have to pay for the harm caused by the externality.  This market failure results 
from competitive forces that equalize the price and private marginal cost  rather than 
the social marginal cost,  which includes both the private costs of production and the 
external damage.

For a given amount of paper production, the full cost of one more ton of paper to 
society, the social marginal cost  (MCs),  is the cost of manufacturing one more ton of 
paper to the paper firms plus the additional external damage to people in the com-
munity from producing this last ton of paper.  Thus, the height of the social marginal 
cost curve, MCs,  at any given quantity equals the vertical sum of the height of the 

F I Gu re  1 6 . 2  We lfare  effe cts of Pollution in  a  Compe titive  Marke t

The competitive equil ibrium,  ec,  is  determined 
by the intersection  of the demand  curve and 
the competitive supply or private marginal  cost 
curve,  MCp,  which  ignores the cost of pol lution.  
The socia l  optimum,  es,  is  at the intersection  of 

the demand curve and  the social  marginal  cost 
curve,  MCs

= MCp
+ MCx,  where MCx  is  the mar-

ginal  cost of the pollution.  Private producer surplus 
is  based on the MCp  curve,  and  social  producer 
surplus is  based on the MCs  curve.
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MCp  curve (the private marginal cost of producing another ton of paper)  plus the 
height of the MCx  curve (the marginal external damage)  at that quantity.

The social marginal cost curve intersects the demand curve at the socially efficient 
quantity, Qs = 84.  At smaller quantities, the pricethe value consumers place on the 
last unit of the good soldis higher than the full social marginal cost.  The gain to 
consumers of paper exceeds the cost of producing an extra unit of output (and hence 
an extra unit of pollution).  At larger quantities, the price is below the social marginal 
cost, so the gain to consumers is less than the cost of producing an extra unit.

Total surplus  is  maximized where price equals  social  marginal cost.  At this output 
level no deadweight loss occurs so the result is Pareto efficient.  Total surplus equals 
A + B + F:  the area between the demand curve and the MCs  curve up to the optimal 
quantity, 84 tons of paper.

Total surplus at the competitive equilibrium, ec,  is  lower:  A + B + F - E,  the 
areas between the demand curve and the MCs  curve up to 105 tons of paper.  The area 
between these curves from 84 to 105, -E,  is a deadweight loss because the social cost 
exceeds the value that consumers place on these last 21  tons of paper.  A deadweight 
loss results  because the competitive market equates price with private marginal cost instead 
of with social marginal cost.

Total surplus is higher at the efficient output level than at the competitive equilibrium 
because the gain from reducing pollution from the competitive to the efficient level more 
than offsets the loss to consumers and producers of the paper.  The cost of the pollution to 
people who live near the factories is the area under the MCx  curve between zero and the 
quantity produced. By construction, this area is the same as the area between the MCp  
and the MCs  curves.  The total damage from the pollution is -C - D - E - G - H at 
the competitive equilibrium and only -C - G  at the efficient outcome.  Consequently, 
the extra pollution damage from producing the competitive output rather than the effi-
cient quantity is -D - E - H.  The main beneficiaries from producing at the competi-
tive output level rather than at the efficient level are the paper buyers, who pay $240 

rather than $282 for a ton of paper.  Their consumer 
surplus rises from A  to A + B + C + D .

The figure illustrates two main results with respect 
to negative externalities.  First, if production generates 
negative externalities,  then  a competitive market produces 
excessive negative externalities.  Because the price of the 
pollution to the firms is zero, which is less than the 
marginal cost that the last unit of pollution imposes 
on society, an unregulated competitive market pro-
duces more pollution than is socially optimal.

Second, the optimal amount of pollution is  greater 
than zero.  Even though pollution is harmful and wed 
like to have none of it,  we cannot wipe it out without 
eliminating virtually all production and consump-
tion.  Making paper,  dishwashers,  and televisions 
creates air and water pollution.  Fertilizers used in 
farming pollute the water supply.  Delivery people 
pollute the air by driving to your home.

reducing exte rnalitie s
Because competitive markets produce excessive negative externalities, government 
intervention may provide a social gain.  More than 60 years ago, in 1952, London 
suffered from a particularly thick peasouper fogpollution so dense that people 

Good news.  Productions up 13%!
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had trouble finding their way homefor five days.  This pollution-based fog killed 
an estimated 4,000 to 12,000 people and caused perhaps 100,000 more to experience 
significant illness.  Those dark days prompted the British government to pass its 
first Clean Air Act, in 1956.  Both the United States and Canada passed a Clean Air 
Act in 1970.

The Clean Air Act (CAA)  of 1970 and the Clean Air Act Amendments of 1990 
greatly improved U.S.  air quality.  Between 1980 and 2010, the national average atmo-
spheric concentration of sulfur dioxide (SO2)  plummeted 83%, carbon monoxide 
(CO)  fell 82%, nitrogen dioxide (NO2)  tumbled 52%, and ozone dropped 28%.  From 
1990 to 2010, particulate matter (PM10)  in the air decreased by 38%.10

The Environmental Protection Agency (2011)  estimated that the CAA saved over 
160,000 lives in 2010 and forecast that it will be responsible for saving over 230,000 
lives per year by 2020.  The main benefits come from reducing respiratory problems 
and heart disease, avoiding millions of lost workdays and over 100,000 hospital 
visits every year.  Using data from the pre-2011  period and forecasts up to 2020, the 
EPA estimated the costs of complying with the Clean Air Act at $65 billion for the 
19902020 period, but estimated the benefits at $2 trillion, implying a benefit to cost 
ratio of more than 30 to 1 .

Politicians around the world disagree about how and whether to control pollu-
tion.  In 2012 at the United Nations (U.N.)  Rio+20 meeting, 120 heads of state and 
50,000 environmentalists,  social activists, and business leaders met to encourage 
sustainable, green growth in poor countries.  They argued and accomplished little.  
Clearly, pollution control will be a  major cause of disagreement throughout the 
world for the foreseeable future.

If a government has sufficient knowledge about pollution damage, the demand 
curve, costs, and the production technology, it can force a competitive market to 
produce at the social optimum.  The government can control pollution directly by 
restricting the amount of pollution that firms may produce or by taxing them for 
the pollution they create.  A governmental limit on the amount of air or water pollu-
tion that may be released is called an emissions standard.  A tax on air pollution is an 
 emissions fee,  and a tax on discharges into waterways is an effluent charge.

Frequently, however, a government controls pollution indirectly, through quan-
tity restrictions or taxes on outputs or inputs.  Whether the government restricts or 
taxes outputs or inputs may depend on the nature of the production process.  It is 
generally more efficient to regulate pollution directly rather than to regulate output.  
Direct regulation of pollution encourages firms to adopt efficient new technologies 
to control pollution (a possibility we ignore in our paper mill example).

One alternative to direct government taxation or regulation is  for the govern-
ment or the courts  to  clearly assign property rights,  giving one party the right 
to pollute or the other party the right to be free from pollution.  With clear prop-
erty rights,  pollution can be priced and the externality problem can be reduced or 
eliminated.

emissions Standards.  We use the paper mill example in Figure 16.2 to illustrate 
how a government may use an emissions standard  to reduce pollution.  Here the gov-
ernment can maximize total surplus by forcing the paper mills to produce no more 
than 84 units of paper per day.  (Because output and pollution move together in this 
example, regulating either reduces pollution in the same way.)

10According to http://www3.epa.gov/airtrends/2011/report/fullreport.pdf  (viewed August 1 , 2012).
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emission Fe e s.  The government may impose costs on polluters by taxing their 
output or the amount of pollution produced.  (Similarly, a law could make a polluter 
liable for damages in a court.)  In our paper mill example, taxing output works as 
well as taxing the pollution directly because the relationship between output and 

Unfortunately, the government usually does not know enough to regulate opti-
mally.  For example, to set quantity restrictions on output optimally, the government 
must know how the marginal social cost curve, the demand for paper curve, and 
pollution vary with output.  The ease with which the government can monitor out-
put and pollution may determine whether it sets an output restriction or a pollution 
standard.

Even if the government knows enough to set the optimal regulation, it must 
enforce this regulation to achieve the desired outcome.  Though the EPA sets federal 
pollution standards for major pollutants, obtaining compliance is not easy.  The EPA 
posts online a (long)  list of areas that do not meet regulatory standards.  For example, 
in 2015, the large Los Angeles-South Coast Air Basin was in extreme noncompli-
ance with the ground-level ozone standard and in the serious category for carbon 
monoxide.11

Min i - Case Pulp and paper mills are major sources of air and water pollution.  Air pollution 
is generated primarily during the pulping process, in which the plant separates 
the wood fibers from the rest of the tree using various chemical and mechanical 
methods.  Additional pollution occurs during the paper-making process if the 
paper is chemically treated to produce smoother surfaces.

For simplicity in our example, we assumed 
that the amount of pollution emitted varied 
with only output.  However,  in reality,  firms 
may use less-polluting production technolo-
gies (such as pollution-abatement equipment)  
or  may change the  input mix to  lower the 
amount of pollution for a given level of output.

Gray and Shimshack (2011 )  and Alm and 
Shimshack (2014)  summarized many studies on 
regulating paper mill pollution and concluded 
that effective regulation can reduce pollution 
markedly.  A 10% increase in  pollution-reducing 
capital lowers emissions for a given amount of 
paper by 6.9% (Shadbegian and Gray, 2003) .  
Each dollar spent on extra capital stock pro-
vides an annual return of about 75  in pollu-

tion reduction benefits.  An additional fine for violating pollution laws induces 
about a  two-thirds reduction in the statewide water pollution violation rate 
of pulp and paper mills in the year following the fine (Shimshack and Ward, 
2005).  Inclusion on a public list of noncompliant pulp and paper mills in British 
Columbia, Canada, produced incentives for pollution control that were similar 
to a regulatory fine (Foulon et al. ,  2002).

Pulp and Pape r 

Mill  Pollution and 

re gulation

11See http://www3.epa.gov/airquality/greenbook/  for details on noncompliance with EPA stan-
dards, and go to http://scorecard.goodguide.com/ to learn about environmental risks in your area.
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pollution is fixed.  However, if firms can vary the output-pollution relationship by 
varying inputs or adding pollution-control devices, then it is more efficient for the 
government to tax pollution instead of output.

In our paper mill example, if the government knows the marginal cost of the emis-
sions, MCx,  it can set the output tax, t(Q),  which varies with output, Q,  equal to this 
marginal cost curve:  t(Q) = MCx.  Figure 16.3 illustrates the manufacturers after-tax 
marginal cost, MCs

= MCp
+ t(Q) .

The output tax causes a manufacturer to internalize the externalityto bear the cost 
of the harm that the firm inflicts on others.  The after-tax private marginal cost or 
supply curve is the same as the social marginal cost curve.  As a result, the after-tax 
competitive equilibrium is efficient.

Usually, the government sets a specific tax rather than a tax that varies with the 
amount of pollution, as MCx  does.  As Q&A 16.2 shows, applying an appropriate 
specific tax results in the socially efficient level of production.

F I Gu re  1 6 . 3  using taxe s to Control Pollution

Placing a  tax on  the firms equal  to the harm from 
the pollution,  t(Q) = MC

x,  causes them to internal-
ize the externality,  so their private marginal  cost is  
the same as the social  marginal  cost,  MC

x.  As a  
result,  the competitive after-tax equil ibrium is  the 

same as  the socia l  optimum,  es.  Al ternatively,  
applying a  specific tax of = +84 per ton of paper,  
which is  the marginal  harm at Qs = 84,  a lso results 
in  the social  optimum.
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Q&a  1 6 . 2
For the market with pollution in Figure 16.3, what constant, specific tax, ,  on 
output could the government set to maximize total surplus?

answe r Set the specific tax equal to  the marginal harm of pollution  at the optimal 
quantity.  At the optimal quantity, Qs = 84, the marginal harm from the emissions 
is $84, as Figure 16.3 shows.  If the specific tax is  = +84, the after-tax private 
marginal cost (after-tax competitive supply curve), MCp

+ ,  equals the social 
marginal cost at the  optimal quantity,  where total surplus is  maximized.  

MyEconLab Q&A

M1 6_PERL7879_02_SE_C1 6. indd   565 21 /1 1 /1 5   7:34 am



566 ChaPter 1 6   Government and Business

assigning  Prope rty rights.  Instead of controlling externalities  directly 
through emission fees or emission standards, the government may take an indirect 
approach by assigning a property right.  If no one holds a property right for a good 
or a bad, the good or bad is unlikely to have a price.  If you had a property right to 
be free from air pollution, you could get the courts to prevent a factory next door 
from emitting smoke.  Or you could sell your right, permitting the factory to emit.  

Consequently,  the after-tax competitive supply curve intersects the demand 
curve at the optimal quantity.  By paying this specific tax, the firms internalize 
the cost of the externality at the optimum quantity.  All that is required for optimal 
production is that the tax equal the marginal cost of pollution at the optimum 
quantity; it need not equal the marginal cost of pollution at other quantities.

Min i - Case Driving causes many externalities including pollution, congestion, and acci-
dents.  Taking account of pollution from producing fuel and driving, Hill et al.  
(2009)  estimated that burning one gallon of gasoline (including all downstream 
effects)  causes a carbon dioxide-related climate change cost of 37 and a health-
related cost of conventional pollutants associated with fine particulate matter 
of 34.

A driver imposes delays on other drivers during congested periods.  Parry 
et al.  (2007)  estimated that this cost is  $1 .05 per gallon of gas on average across 
the United States.

Edlin and Karaca-Mandic (2006)  measured the accident externality from 
additional cars by the increase in the cost of insurance.  These externalities are 
big in states with a high concentration of traffic but not in states with low den-
sities.  In California, with lots of cars per mile,  an extra driver raises the total 
statewide insurance costs of other drivers by between $1 ,725 and $3,239 per 
year, and a 1% increase in driving raises insurance costs 3.3% to 5.4%.  While the 
state could build more roads to lower traffic density and hence accidents, its 
cheaper to tax the externality.  A tax equal to the marginal externality cost would 
raise $66 billion annually in Californiamore than the $57 billion raised by 
all existing state taxesand over $220 billion nationally.  As of 2015, Germany, 
Austria, Slovakia, the Czech Republic, Poland, Hungary, and Switzerland have 
some form of a vehicle miles  traveled tax  (VMT), which is more clearly targeted 
at preventing congestion and accidents.

Vehicles are inefficiently heavy because owners of heavier cars ignore the 
greater risk of death that they impose on other drivers and pedestrians in acci-
dents (Anderson and Auffhammer, 2014).  Raising the weight of a vehicle that 
hits you by 1 ,000 pounds increases your chance of dying by 47%.  The higher 
externality risk due to the greater weight of vehicles since 1989 is 26  per gal-
lon of gasoline and the total fatality externality roughly equals  a  gas tax of 
between 97  and $2.17 per gallon.  Taking account of both carbon dioxide emis-
sions and accidents, Sheehan-Connor (2015)  estimates that the optimal flat tax 
is  $1 .14 per gallon.

To reduce the negative externalities  of driving, governments have taxed 
gasoline, cars, and the carbon embodied in gasoline.  However, such taxes have 
generally been much lower than the marginal cost of the externality and have 
not been adequately sensitive to vehicle weight or time of day.

Why tax Drive rs
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If you did not have this property right, no one would be willing to pay you a posi-
tive price for this right.

environmental  Corporate  Social  re sponsibility.  Most major corpora-
tions have active corporate social responsibility (CSR)  policies, particularly relating 
to the environment.  Ninety-five percent of the 250 largest global companies report 
their CSR activities (de Bettignies and Robinson, 2015).  Many companies assert 
that they are voluntarily reducing negative externalities.  A visit to the Web site of 
major oil producer BP shows that sustainability  is on its top menu, right after prod-
ucts and services  and before investors.  In 2015 food giant General Mills announced a 
planned 28% cut in greenhouse gas emissions and a commitment to use clean energy.  
CEO Ken Powell stated that we must do our part to protect and conserve natural 
resources.12

How much does environmental CSR reduce externality problems? CSR activities 
may be altruistic  or strategic:  intended to increase profit in the long run by creating 
a positive image for the firm (Chapter 7) .  Either type of CSR could affect a firms 
environmental performance.

Altruistic CSR includes actions firms undertake to help society even though these 
actions reduce both profit and the value of the firm.  In a study of agribusiness firms, 
Detre and Gunderson (2011)  found that a firms stock price typically falls in the short 
run when its CSR performance is strong enough for it to join the Dow Jones Sustain-
ability World Index.  Such an effect is consistent with altruistic CSR.

It is also possible that publicizing positive environmental practices could be stra-
tegic raising profit and stock prices in the long run, especially given the growth 
of social media.  Twenty years ago many small oil spills and other problems would 
go largely unnoticed.  Nowadays, many Twitter messages cover topics such as oil 
spills  and pollution and the problems of specific companies on a daily basis. 13 As 
a result, companies have stronger incentives to minimize environmental harm and 
pursue (apparently)  environment-friendly policies.  In effect,  Internet-based scru-
tiny induces companies to internalize some of the formerly external costs of their 
activities.

However,  many companies  with environmental CSR policies  quietly lobby 
governments to weaken environmental regulation.  Such lobbying works to offset 
the environmental benefits  arising from CSR activities  (de Bettignies and Robin-
son, 2015) .

the  Coase  the orem
According to the Coase Theorem (Coase, 1960), a polluter and its victim can achieve 
the optimal levels of pollution if property rights are clearly defined and they can 
bargain effectively.  The Coase Theorem is not a practical solution to most pollution 
problems.  Rather, it demonstrates that a lack of clearly defined property rights is the 
root of the externality problem.

12See General Mills Pledges to Slash Emissions, Spend $100M on Clean Energy,  September 8, 
2015, http://www.eenews.net/.
13For example, like many other companies, ExxonMobil provides its own Twitter feed, and claimed 
it had 197,000 followers as of August 2015.
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To illustrate the Coase Theorem, we consider two adjacent firms, the Fixit Auto 
Body Shop and the Secret Garden Tea House.  Fixit causes noise pollution, which 
hurts business at the Secret Garden, as Table 16.1  illustrates.  If the auto body shop 
works on more cars per hour, its profit increases, but the resulting extra noise reduces 
the tea houses profit.  The last column shows the total profit of the two firms.  Having 
the auto body shop work on one car per hour maximizes their joint profit.  Anything 
else is inefficient.

Initially, because property rights are not clearly defined, Fixit wont negotiate with 
the Secret Garden.  After all,  why would Fixit reduce its output and the associated 
noise if the Secret Garden has no legal right to be free of noise? Thus, Fixit works on 
two cars per hour, which maximizes its profit at 400.  The resulting excessive noise 
drives the Secret Garden out of business, so the joint profit is 400.

Now, suppose that the courts grant the Secret Garden the right to silence.  If it forces 
Fixit Auto Body to shut down, the Secret Garden makes 400 and their joint profit 
is 400.  However, if Fixit works on one car at a time, its gain is 300, while the Secret 
Garden earns 200, which is only 200 less than before.  The firms should be able to 
reach an agreement where Fixit pays the tea house between 200 and 300 for the right 
to work on one car.  Under such an agreement, their joint profit is maximized at 500.

Why doesnt Fixit buy the rights to work on two cars instead of one? Its gain of 
100 from working on a second car is less than the tea houses loss of 200, so the firms 
cannot rationally reach a deal to let Fixit work on the second car.

Alternatively, suppose that the court says that Fixit has the right to make as much 
noise as it wants.  Unless the tea house pays Fixit to reduce the noise, it has to shut 
down.  The gain to the tea house of 200 from Fixit working on only one car rather than 
two is greater than the 100 loss to Fixit.  They should be able to reach a deal where 
the tea house pays Fixit between 100 and 200, Fixit works on only one car, and the 
two firms maximize their joint profit at 500.

This example illustrates the three key implications of the Coase Theorem:

1.  Without clearly assigned property rights, one firm pollutes excessively and the 
firms earn less than the maximum possible joint profit.

2.  Clearly assigning the property rights maximizes joint profit, regardless of who 
gets the rights.

3.  However, who gets the property rights affects how they split the joint profit.  The 
property rights are valuable.  The party without the property rights compensates 
the party with property rights.

To achieve the efficient outcome, the two sides must bargain successfully with 
each other.  However, the parties may not be able to bargain successfully if transac-
tion costs are so high that it doesnt pay for the two sides to meet or if either side 
lacks information about the costs or benefits of reducing pollution.  Because these 

Fixits Output, Cars per Hour

Profit, $

Auto Body Shop Tea House Total

0 0 400 400

1 300 200 500

2 400 0 400

taB Le  1 6 . 1  Daily Profits Vary with Production and Noise MyEconLab Video
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impediments are common, Coasian bargaining is likely to occur in relatively few 
situations.  However, even if bargaining is not feasible, the allocation of property 
rights may affect the amount of pollution.  For example, if the tea house has the right 
to be free of noise pollution, it can shut down the auto body shop.

When the  EPA stated 
that  the  James  Gavin 
American Electric Power 
plant was  violating the 
Clean Air Act by pollut-
ing Cheshire,  Ohio,  the 
EPA effectively gave the 
residents  the right to  be 
free  from pollution.  To 
avoid the higher cost of 
litigation and installing 
new equipment and other 
actions to  reduce pollu-
tion at its plant, the com-
pany bought the town for $20 million, inducing the residents to pack up and 
leave.  Thus, once clear property rights are established, a manager may find it less 
expensive to  purchase those rights from others rather than incur endless  litigation 
and pollution- reduction costs.

Buying a town

Manager ial  
I mp l i cation

1 6.5 Open-access,  Club, and Public Goods

Previous chapters focused on private goods,  which have the properties of rivalry and 
exclusion.  A rival good  is  used up as it is  consumed.  If Jane eats an orange, that 
orange is gone so no one else can consume it.  Exclusion  means that others can be pre-
vented from consuming the good.  If Jane owns an orange, she can easily prevent oth-
ers from consuming that orange.  Thus, an orange is subject to rivalry and exclusion.

If a good lacks rivalry, everyone can consume the same good, such as clean air or 
national defense or the light from a streetlight.  If a market charges a positive price for 
that good, a market failure occurs because the marginal cost of providing the good 
to one more person is zero.

If the good lacks exclusion, such as clean airyou cant stop anyone else from 
breathing the clean airthen no one has a property right to the good.  Consequently, 
a market failure may occur if people who dont have to pay for the good exploit it 
excessively, as when they pollute the air.  If the market failure is severe, as it often is 
for open-access common property and for public goods, governments may play an 
important role in provision or control of the good.  For example, local governments 
normally provide streetlights.

We can classify goods by whether they exhibit rivalry and exclusion.  Table 16.2 
outlines the four possibilities:  private good (rivalry and exclusion), open-access com-
mon property (rivalry, no exclusion), club good (no rivalry, exclusion), and public 
good (no rivalry, no exclusion).
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Open-acce ss Common Prope rty
An open-access common property  is  a resource that is nonexclusive but rival, such 
as an open-access fishery.  Anyone can fish in an open-access fishery so it is nonexclu-
sive, but a fish is rival.  If one person catches a fish, that fish (and its future offspring)  
are not available for anyone else.

Open-access common property leads to the overexploitation of the resource due 
to incomplete property rights.  In an open-access ocean fishery, everyone has equal 
rights to a fish until it is caught, at which point it becomes private property.  Each 
fisher wants to catch a given fish before others to gain the property right to that fish, 
even if that means catching fish while they are still young and small.  The lack of 
clearly defined property rights leads to overfishing.

Like polluting manufacturers, fishing boat owners look at only their private costs.  
In calculating these costs, they include the cost of boats, other equipment, a crew, 
and supplies.  They do not include the cost that they impose on future generations by 
decreasing the stock of fish today, which reduces the number of fish in the sea next 
year.  The fewer fish in the sea, the harder it is to catch any, so reducing the population 
today raises the cost of catching fish for others, both now and in the future.

The social cost of catching a fish is the private cost plus the externality cost  from 
reduced current and future populations of fish.  Thus, the market failure arising from 
open-access common property is a negative externality.

Other important examples of open-access common property are petroleum, water, 
and other fluids and gases that firms extract from a common pool.  Owners of wells 
drawing from a common pool compete to remove the substance most rapidly, thereby 
gaining ownership of the good.  This competition creates an externality by lowering 
fluid pressure, which makes further pumping more difficult.  Iraq justified its invasion 
of Kuwait, which led to the Persian Gulf War in 1991, partly on the grounds that Kuwait 
was overexploiting common pools of oil underlying both countries.  In 2011, the State 
of Alaska proposed leasing land next to the Arctic National Wildlife Refuge (ANWR), 
which would allow the leasing companies to drill and potentially drain oil from ANWR.

If you own a car, you have a property right to drive that car, but public roads and 
freeways are common property.  Because you lack an exclusive property right to the 
highway on which you drive, you cannot exclude others from also driving on the 
highway and you must share it with them.  Each driver, however, claims a temporary 
property right to a portion of the highway by occupying it, thereby preventing oth-
ers from occupying the same space.  Competition for space on the highway leads to 
congestion, a negative externality that slows up every driver.

If many people try to access a single Web site at one time, congestion may slow 
traffic to a  crawl.  In addition, you can send e-mail messages freely, because the 
Internet allows open access, even though each message imposes a handling cost on 
its recipients.  This negative externality leads to excessive amounts of unwanted or 
junk e-mail.

Exclusion No Exclusion

Rivalry Private good:  apple, pencil, computer, 
car

Open-access common property good:   
fishery, freeway

No Rivalry Club good:  cable television, concert,  
tennis club

Public good:  national defense, clean  
air, lighthouse

taB Le  1 6 . 2  rivalry and exclusion
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Government regulation of Common Property.  Overuse of an open-
access common resource occurs because individuals do not bear the full social cost:  
They ignore the externality they impose on other users.  The government can restrict 
access to these common areas.  A typical approach is to grant access on a first-come, 
first-served basis, such as at some popular national parks.

Alternatively, the government can impose a tax or fee to use the resource so that 
only those users who value the resource more than that fee gain access.  Governments 
often charge an entrance fee to a park or a museum and collect tolls on highways 
and bridges.  By applying a tax or fee equal to the externality harm that each indi-
vidual imposes on others (such as the value of increased congestion on a highway), 
a government forces each person to internalize the externality.  Unfortunately, many 
governments subsidize fishing efforts rather than taxing or restricting fishing, which 
leads to even more fishing.

assigning Property rights.  An alternative approach to resolving the com-
mons problem is to assign private property rights.  Converting open-access common 
property to private property removes the incentive to overuse it.

Not all fisheries are open access.  The owners of fish farms and privately owned 
lakes have clearly defined property rights and therefore do not face an externality.  
These owners are careful not to overfish their private property, maintaining adequate 
numbers of fish to breed for the future.  Similarly, in many developing countries, 
common agricultural land has been broken up into smaller private farms to avoid 
excess exploitation of the resource.

Club Goods
A club good  is  a good that is nonrival but is subject to exclusion.  True clubs, such as 
swimming clubs and golf clubs, provide club goods.  These clubs exclude people who 
do not pay membership fees, but the services they provide, swimming or golfing, 

Min i - Case Spamunsolicited bulk e-mail messagesinflicts a major negative externality 
on businesses and individuals around the world by forcing people to waste time 
removing it, by inducing people to reveal private information unintentionally, and 
by infecting computers with malicious software.  Spammers take advantage of the 
open-access nature of e-mail.  A spammer targets people who might be interested 
in the information provided in the spam message.  This target group is relatively 
small compared to the vast majority of recipients who do not want the message 
and who incur the costs of reading and removing it.  (Moreover, many spam mes-
sages are scams.)  In the first half of 2015, 10.2 billion spam messages were sent 
daily, constituting 82% of global e-mail traffic according to appriver.com.

The worldwide cost of spam is enormous.  Firms incur large costs to delete 
spam by installing spam filters and using employees labor.  A study at a  German 
university found that the working time losses caused by spam were approxi-
mately 1 ,200 minutes or 2 days per employee per year (Caliendo et al. ,  2012).  
Various estimates of the cost range from $20 billion to $50 billion per year.  
Yahoo!  researchers Rao and Reiley (2012)  concluded that society loses $100 for 
every $1  of profit to a spammer, a  rate that is  at least 100 times higher than 
that of automobile pollution.

Spam
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are nonrival:  An extra person can swim or golf without reducing the enjoyment of 
others until these facilities become congested as capacity is reached.

However, the most significant club goods are not offered through actual clubs.  
An important example is cable television.  The cable company can provide any avail-
able channels to additional consumers at almost no extra cost to the cable company 
once the cable is in place.  The service lacks rivalry, as adding one more viewer for 
a given channel in no way impairs the viewing experience of others.  However, the 
company can easily exclude people.  Only customers who pay for the service receive 
the signal and can view the channel.  Unlike with swimming pools or golf courses, 
extra consumers can subscribe to cable television channels almost without limit.

Cable television channels are nonrival as a cable company can provide an exist-
ing channel to extra consumers at virtually no additional marginal cost and without 
harming current customers.  If the cable company charges a meaningful positive price 
for the channel, the price exceeds the near-zero marginal cost of providing the good, 
which causes a market failure.  If some cable subscribers are willing to pay a positive 
amount for the channel, but less than the current price, then failure to provide the 
channel to those people is a deadweight loss to society.

Although club goods create a market failure, government intervention is rare 
because it is difficult for the government to help.  As with regulation, an attempt to 
eliminate deadweight loss by forcing a cable television company to charge a price 
equal to its near-zero marginal cost would be self-defeating.  The company would 
not produce the service, and even more total surplus would be lost.  A government 
could cap the cable TV price at average cost, which would reduce but not eliminate 
the deadweight loss.

Min i - Case One of the most important examples of a good that is not rival but does allow for 
exclusion is computer software, such as Microsoft Word.  Software is nonrival.  
At almost no extra cost, Microsoft can provide a copy of the software program 
to another consumer.  Because Microsoft charges a (high)  positive price, a market 
failure results in which too few units are sold.

However, if Microsoft cannot enforce its property right by preventing pirating 
of its software (use of software without paying for it),  an even greater market 
failure may result:  It may stop producing the product altogether.  In countries 
where the cost of excluding nonpaying users is  high, computer software is 
pirated and widely shared, which reduces the profitability of producing and sell-
ing software.  In its 2014 report, the Business Software Alliance (BSA) estimated 
that the share of software installed on personal computers globally that was 
pirated was 43%.  Their estimate of the unlicensed share was 18% in the United 
States and 24% in Germany and the United Kingdom, but much higher in poorer 
countries:  54% in Mexico, 60% in India, 74% in China, and 88% in Venezuela.

The BSAs estimates of unlicensed use have risen in recent years.  However, 
their prediction is that the trend toward cloud computing will lower unlicensed 
software use slightly.

Piracy

Public Goods
A public good  is nonrival and nonexclusive.  Clean air is a public good.  One persons 
enjoyment of clean air does not stop other people from enjoying clean air as well, 
so clean air is nonrival.  In addition, if we clean up the air, we cannot prevent others 
who live nearby from benefiting, so clean air is nonexclusive.
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A public good reflects a special type of externality.  If a firm reduces the amount 
of pollution it produces, thereby cleaning the air, it provides a nonpriced benefit to 
its neighbors:  a positive externality.

Fre e  riding.  Unfortunately, public goods tend to be under-supplied by markets.  
As with other externality problems, the under-provision of a public good is due to a 
lack of clearly defined property rights.  Because people who do not pay for the good 
cannot be excluded from consuming it, the provider of a public good cannot exer-
cise property rights over the services provided by the public good.  This free-rider 
 problem  is  a situation in which people benefit from the actions of others without 
paying.  That is, they benefit from a positive externality.  Consequently, it is very dif-
ficult for firms to provide a public good profitably because few people want to pay 
for the good no matter how much they value it.

To illustrate why public goods are under-provided by markets, we first examine 
why the demand curve for a public good is different from that for a private good.  
The social marginal benefit of a private good is the same as the marginal benefit to 
the individual who consumes that good.  The market demand or social marginal 
benefit curve for private goods is the horizontal  sum of the demand curves of each 
individual (Chapter 2).

In contrast, the social marginal benefit of a public good is the sum of the marginal 
benefit to each person who consumes the good.  Because a public good lacks rivalry, 
many people can get pleasure from the same unit of output.  Consequently, the social 
demand curve  or willingness-to-pay curve  for a public good is the vertical  sum of the 
demand curves of each individual.

We illustrate this vertical summing by deriving the demand for guard services by 
stores in a mall that want to discourage theft.  Guards who patrol the mall provide a ser-
vice that is nonrival.  By regularly walking through the mall, they protect all the stores.  
Each stores demand for guards reflects its marginal benefit from a reduction in thefts 
due to the guards.  The television store stands to lose a lot if thieves strike.  Its demand 
curve for guards is D1  in Figure 16.4.  The ice-cream parlor, which has less to lose than the 
television store if a theft occurs, demands fewer guards at any given price, as D2 shows.

F I Gu re  1 6 . 4  Inade quate  Provision of a  Public Good

Security guards protect both  
tenants  of the  mal l .  I f  each 
guard  costs  $20 per hour,  the 
television  store,  with  demand 
D 1 ,  is  wil l ing to hire four guards 
per hour.  The ice-cream parlor,  
with  demand  D 2,  is  not wi l l -
ing  to hire any guards.  Thus,  if 
everyone acts independently,  
the equil ibrium is  ep.  The social  
demand  for th is  publ ic  good 
is  the vertical  sum of the indi-
vidua l  demand  cu rves,  D .  
Thus,  the social  optimum is  es,  
at which five guards are hired.
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Because a guard patrolling the mall protects both stores at once, the marginal 
benefit to society of an additional guard is the sum of the benefit to each store.  The 
social marginal benefit of a fifth guard, $20, is  the sum of the marginal benefit to 
the television store, $16 (the height of D1  at five guards per hour), and the marginal 
benefit to the ice-cream store, $4 (the height of D2 at five guards per hour).  Thus, the 
social demand curve, D,  is the vertical  sum of the individual demand curves.

A competitive market supplies as many guards as the stores want at $20 per hour 
per guard.  At that price, the ice-cream store would not hire any guards on its own.  
The television store would hire four.  If the stores act independently, they hire four 
guards at the private equilibrium, ep.  The sum of the marginal benefit to the two 
stores from four guards is  $26, which is  greater than the $20 marginal cost of an 
additional guard.  If a fifth guard is hired, the social marginal benefit, $20, equals the 
marginal cost of the last guard.  Therefore, the social equilibrium, es,  has five guards.

The ice-cream store can get guard services without paying because the guard ser-
vice is a public good.  Acting alone, the television store hires fewer guards than are 
socially optimal because it ignores the positive externality provided to the ice-cream 
store, which the television store does not capture.  Thus, the competitive market for 
guard services provides too little of this public good.  In more extreme cases, the 
competitive market fails to provide any of the public good.

reducing Fre e  riding.  One solution to the under-provision of a public good 
due to free riding is for the government to provide it.  Societies rely on  governments 
to provide public defense,  roads,  and many other common goods.  In addition, 
 governmental or other collective actions can reduce free riding.  Methods that may 
be used include social pressure, mergers, privatization, and compulsion.

Social pressure may reduce or eliminate free riding, especially for a small group.  
Such pressure may cause most firms in a mall to contribute voluntarily  to hire 
security guards.

A direct way to eliminate free riding by firms is for them to merge  into a single firm 
and thereby internalize the positive externality.  The sum of the benefits to the individ-
ual stores equals the benefit to the single firm, so it hires the optimal number of guards.

If the independent stores sign a contract that commits them to share the cost of the 
guards, they achieve the practical advantage from a merger.  However, the question 
remains why they would agree to sign the contract, given the prisoners dilemma 
problem (Chapter 12).  One explanation is that firms are more likely to cooperate in 
a repeated prisoners  dilemma game (Chapter 13).

Privatizationexclusioneliminates free riding.  A good that would be a public 
good if anyone could use it becomes a private good if access to it is restricted.  An 
example is clean water provided by a water utility, which monitors water usage and 
charges people using individual meters at each home or apartment.

Another way to overcome free riding is through mandates.  Some outside entity 
such as the government may mandate (dictate)  a solution to a free-riding problem.  
For example, the management of a mall with many firms may require tenants to 
sign a rental contract committing them to pay fees to hire security guards that are 
determined through tenants  votes.  If the majority votes to hire guards, all must 
share the cost.  Although a firm might be unwilling to pay for the guard service if it 
has no guarantee that others will also pay, it may vote to assess everyoneincluding 
itselffees to pay for the service.14

14MyEconLab  has a Public Goods Experiment  that illustrates that the provision of a public good suffers 
from a free rider problem.  To participate go to the MyEconLab  Multimedia Library, Single Player 
Experiment, and set the Chapter field to All Chapters.
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1 6.6 Intellectual Property

Inventions, music, art, literature, and even textbooks make our lives better.  The rate 
of innovation has been much more rapid in the past two centuries than at any other 
time in human history.  One major reason for the increased rate of invention is that 

society developed mechanisms to assign 
property rights to  knowledge,  making 
it intellectual property.  Without property 
rights, potential innovators have weaker 
incentives to innovate due to the public 
good nature of knowledge.

For example, when a chip manufacturer 
develops a new microchip, one particular 
chip is rival and exclusive.  However, with-
out intellectual property rights, the knowl-
edge of how to make the chip is a public 
good.  This knowledge is nonrival:  If one 
person uses that knowledge, it does not 
prevent others from also using it.  Moreover, 
it is nonexclusive if another company can 
buy a chip, reverse engineer it, and copy it.

Almost all of the cost of producing a 
new drug is the development cost of dis-
covering the new medicine and verifying 

its efficacy and safety.  If other firms can free ride on this knowledge and produce the 
same medicine, the innovator would have little chance of recovering its development 
cost.  The free riders only have to pay the small production cost of the pills.  Thus, this 
free-rider problem would greatly reduce private sector incentives to develop new drugs.

The innovation problem, as with other public good and externality problems, is 
due to a failure of property rights.  If an innovator is able to treat the new knowledge 
embodied in an invention or other innovation as intellectual property  and can prevent 
others from using it, then the ability of potential users to free ride is greatly dimin-
ished and the incentive to innovate is enhanced.  Governments provide protection for 
intellectual property in several ways, including by patents (which cover inventions)  
and copyrights (which protect original works such as books and music).15

Patents
The inventor of a  new product can apply for a  patent,  which provides the intel-
lectual property right underlying a new invention.  The patent grants the inventor 
or the inventor s designateoften a firmexclusive rights over the invention for 
20 years in the United States and in most other countries.16 Inventors can obtain 

15A firm can also protect its trademarks, which allows the firm to protect its investment in building 
a favorable reputation for its brand.
16Traditionally, U.S.  patents lasted 17 years from the date they were granted,  but the United States 
agreed in 1995 to an international agreement that standardized patent lengths and the rule as to 
when a patent starts.  U.S.  patents now last for 20 years after the date the inventor files  for patent 
protection.  The length of protection can be shorter under the new rules, because it sometimes takes 
more than three years after filing to obtain final approval of a patent.  According to the U.S.  Patent 
and Trademark Office, the average time between the date a successful patent application is filed 
and the date the patent is granted is about two years (http://www.uspto.gov/).
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patents for new and useful machines, new compositions of material (such as phar-
maceuticals),  new production processes, and improvements in any of these areas.

The owner of a patent may choose to be the sole producer of the product, license 
others to produce the good for a fee, or sell the patent.  In essence, the owner of a 
patent can treat the covered intellectual property like any other type of property.

advantage s and Disadvantage s of Pate nts.  The patent system greatly 
reduces the free-rider problem.  Because of the patent system, other companies can-
not legally free ride on the drug discovery process or on other innovative activi-
ties that receive patent protection.  Supporters of the patent system argue that firms 
would not have invented most new drugs developed in the last 50 years without pat-
ent protection.  As those drugs have provided enormous and frequently life-saving 
benefits to many people, the loss of total surplus from such a market failure would 
have been very large.

Patents apply to a wide range of potential innovations in all areas of the economy.  
In the United States, the U.S.  Patent and Trademark Office (USPTO) administers the 
patent process.  Other countries have similar patent agencies, many of which cooper-
ate closely with the USPTO under the terms of an international patent treaty called 
the Patent Cooperation Treaty.  Inventors can apply for patents in many jurisdictions 
relatively easily using a common application process.

The key disadvantage of the patent system is  that a patent creates monopoly 
power.  As the Botox example in Chapter 9  illustrates, the holder of a patent on a new 
drug may have considerable monopoly power and may charge a monopoly price 
that is substantially greater than its marginal cost.  Thus, in implementing a patent 
system, society reduces the social cost from reduced innovation due to the free-rider 
problem but incurs the deadweight loss of monopoly pricing.  Patent policy also 
causes other problems, such as patent holders using litigation or other methods to 
block others from building on their discoveries to create new inventions.

Q&a  1 6 . 3 
In a competitive market with identical firms, the inverse demand function is 
p = 100 - Q.  The supply curve is horizontal at a price of 70, which implies that 
each firm has a marginal cost of 70.  However, one firm believes that if it invests 1,000 
in research and development, it can develop a new production process that will 
lower its marginal cost from 70 to 20, and that it will be able to obtain a patent for 
its invention.  Would this profit-maximizing firm undertake the innovation (assum-
ing that the market lasts one period)? Does consumer surplus increase? Would 
consumers be better off or worse off if this firm could not obtain patent protection?

answer

1.  Solve for the monopoly outcome and show that this monopoly pricing is  feasible because 
no competitive firm can afford to undercut its  price.  If the firm is a monopoly, its 
marginal revenue function is MR = 100 - 2Q  (Chapter 9).17 It would produce 
where MR = MC  or 100 - 2Q = 20, or Q = 40.  The price at that quantity is 
p = 100 - 40 = 60.  This outcome is feasible because the monopoly price is 
less than the price of 70 that any other firm would need to charge.

17Its revenue is R = pQ = (100 - Q)Q = 100Q - Q2.  Differentiating, we find that the marginal 
revenue is MR = dR/dQ = 100 - 2Q.  See Chapter 9 for a non-calculus approach to finding the 
marginal revenue of a linear demand curve.
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18At the competitive equilibrium where p = 70 and Q = 30, the consumer surplus is a triangle with 
a height of 30 = 100 - p = 100 - 70 and a base of Q = 30, so CS =

1
2 * 30 * 30 = 450.  Under the 

patent monopoly, the consumer surplus is the triangle with a height of 40 = 100 - 60 and a base 
of 40, so CS =

1
2 * 40 * 40 = 800.

2.  Calculate the firms  profit net of its  investment to  determine if the investment is  
profitable.  The firms profit including the investment cost is = pQ - 20Q  -  
1 ,000 = (60 * 40) - (20 * 40) - 1,000 = 2,400 - 800 - 1,000 = 600.  Thus, 
it pays to innovate and become a monopoly.

3. Determine if consumer surplus increases by comparing price before and after the invention.  
The competitive price is 70, while the patent monopoly price is 60, so consumers 
benefit from the invention despite the exercise of monopoly power because the cost 
of production has fallen substantially.  That is, the consumer surplus increases.18

alternatives to Patents.  Some alternatives to patents encourage research while 
avoiding the creation of monopoly power by making the knowledge from the discov-
eries public or open source.  One important alternative is for the government to fund 
research by firms and universities.  In 2009, the U.S.  Congress allocated $2.4 billion 
to encourage development of plug-in vehicles and advanced batteries.  Between 2004 
and 2011, the U.S.  Energy Department along with state agencies granted $348 million 
in loans, grants, and tax exemptions to research centers, fuel producers, and refiners 
to develop biofuels for jetliners.

Another method is to offer a prize for a discovery.  Napoleons prize for finding a 
way that the army could safely transport food great distances led to the invention of 
canning.  More recent prizes have been offered to develop new light-weight batteries 
for military use (U.S.  government), energy-saving refrigerators (industry organiza-
tion), new rockets capable of moon exploration (Google), and new meat substitutes 
(People for the Ethical Treatment of Animals).

Managers do not necessarily patent new inventions to prevent free riding.  Some-
times the best way to protect intellectual property is to keep it secret.  A trade secret  
is a form of intellectual property, though it remains the exclusive property of the 
inventor only as long as it remains secret.

In the United States, the United Kingdom, and many other countries, govern-
ment policy supports trade secrets by allowing firms to enter into enforceable 
contracts with employees that prevent employees from revealing trade secrets to 
others.  Coca-Colas formula is one of the worlds most famous trade secrets.  Not 
only has Coca-Cola kept the formula secret, but it has used the existence of the 
secret formula as a marketing tool.

Cohen and Gutterman (2000)  surveyed 1 ,478 R&D labs at U.S.  manufacturing 
firms.  Firms reported protecting their inventions using patents, secrecy, lead time 
advantages, and other mechanisms.  When asked whether a method was effective 
in protecting a product innovation, 51% mentioned secrecy compared to only 35% 
for patents.  Secrecy was most frequently mentioned in miscellaneous chemicals 
(71%), textiles (64%), and petroleum (62%).  Thus, many managers believe that 
secrecy is one of the best ways to protect intellectual property.  In Britain, only 
22% of firms use formal intellectual property protection such as patents, while 
32% use trade secrets (Hall et al. ,  2012).

trade Secrets

Manage r ial 
I mp l i cation
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Copyright Prote ction
Copyrights provide intellectual property rights to creative arts, such as music, litera-
ture, and visual images.  The principles underlying copyright protection are generally 
the same as for patents.  For example, the composer of a popular song faces the same 
free-rider problem that the inventor of a new drug faces.  The song is essentially a 
public good:  One person can listen to it without preventing others from also listen-
ing, and it is very difficult to stop people from copying songs.

The owner of the copyright to a song has an intellectual property right.  Accord-
ing to U.S.  law, the owner can prevent anyone else from playing or listening to 
that song without paying for that right.  Without such protection, it would be dif-
ficult for an artist to earn a return from songwriting efforts.  It is  true that many 
people would produce music anyway for love, not money.  However, the incen-
tive for highly talented artists to produce music would be much reduced, and they 
might be diverted to areas where they could expect compensation, such as creating 
 advertising j ingles.

We now return to the three questions we posed at the beginning of the chapter.  
Should a firm patent its invention or keep it a trade secret?  If the innovating firm 
produces the product itself, under what conditions can it charge the monopoly 
price for its product? Given that it obtains a patent, will the innovating firm earn 
more if it produces the good itself or licenses its new process to other firms?

A firm may use trade secrets instead of patenting for at least three reasons.  
First, it is costly to apply for a patent.  Second, patents have a finite life, whereas 
a firm may be able to maintain a secret indefinitely (as Coca-Cola has done with 
its famous formula).  Third, another firm may use the information in a patent to 
invent around the patent and create another invention that is sufficiently differ-
ent that it does not violate the patent.  Nonetheless, many firms opt for a patent 
because of the extra protection it provides, especially if the firm wants to license 
its invention.

We illustrate the answer to the next two questions using an example.  Initially, 
a competitive market has many firms that produce at a constant marginal and 
average cost m,  so that the competitive market supply curve is horizontal at m.  As 
the figure shows, at the competitive equilibrium, ec,  the market price, p*, equals 
m,  and the quantity is Q*.

A firm invents a new process that lowers the cost of production by 20% to 0.8m.  
If the firm manufactures the good itself, under what conditions can it charge the 
monopoly price for its product?

If it were an unconstrained monopoly, the innovating firm would sell Qm  units 
at price pm.  The intersection of its red marginal cost line at 0.8m  and the light pur-
ple marginal revenue curve (which corresponds to the light blue market demand 
curve)  determines this outcome.  However, the competitive supply curve at m  
constrains the monopoly exactly as would a government price cap set at m :  It 
prevents the innovating firm from charging a price above m.  Thus, the innovat-
ing firm can charge the unconstrained monopoly price only if pm  is  less than m .  
Because m  is less than pm  in the figure, this firm charges a price less than pm.

Lice nsing 

Inve ntions

Manag e rial 

S o l u ti on
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Given that the competitive supply curve is horizontal at m, the residual demand 
curve facing the innovating firm is the dark blue line that is horizontal at m  until 
it hits the market demand curve, and then it equals the market demand curve at 
prices below m .  Consequently, the firms dark purple residual marginal revenue 
curve, MRr,  is horizontal at m  up to Q*, and then, at larger quantities, it equals the 
light purple marginal revenue curve that corresponds to the downward-sloping 
market demand curve.

The innovating firms marginal cost curve at 0.8m  cuts MRr  in the (dashed)  
vertical section at Q*.  Thus, the firms profit-maximizing output is Q*.  The firm 
charges a price that is slightly less than m  so that it undercuts the competitive 
firms and makes all the sales.  Thus, this equilibrium has (virtually)  the same price 
and quantity as the competitive equilibrium.  However, one firm sells the entire 
quantity and makes a  profit virtually equal to  = (m - 0.8m)Q* = 0.2mQ*,  
which equals the gold rectangle in the figure.

Should the firm manufacture the good itself or license its process? The com-
petitive firms are willing to pay a license fee up to 0.2m  for the ability to produce 
at a marginal cost of 0.8m.  If they had to pay more than that, their costs would rise 
above their current cost of m .  Given that the innovating firm sets this maximum 
possible license fee at 0.2m,  the competitive firms supply curve is unchanged and 
the competitive equilibrium remains the same.  The licensing firms total license 
payments equal = 0.2mQ*.  That is, the firm makes the same profit whether it 
produces itself or licenses its process.
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SuMMary

1 . Marke t Failure  and Gove rnment Policy.  A 
perfectly competitive market achieves economic 
efficiencyit maximizes total surplusso govern-
ment intervention can only reduce total surplus.  
In contrast, in markets that are not perfectly com-
petitive, market failures occurtotal surplus is not 
maximizedwhich provides an important ration-
ale for government action.  Ideally,  the govern-
ment intervenes to make a Pareto improvement:  
a change that helps some people without harming 
anyone.  An alternative approach to choosing gov-
ernment policies is the cost-benefit principle:  The 
government imposes a policy if it results in a net 
benefit to society because the winners gain more 
than others lose.  If the government can require that 
gainers compensate losers, then such policies pro-
vide a Pareto improvement.

2.  re gulation  of Impe rfe ctly Compe titive  
Marke ts.  Governments  often use direct con-
trols  on price or other variables to eliminate or 
reduce market failures  arising from monopoly 
power or other sources.  For example, to prevent 
a  profit-maximizing monopoly from charging a 
price above marginal cost, which creates a market 
failure,  the government can set a  price ceiling.  If 
the government sets the maximum allowed price 
equal to the marginal cost, it eliminates the market 
failure and associated deadweight loss, provided 
the firm stays in business.  If it sets the price ceil-
ing at a higher level,  but below the unregulated 
monopoly price, it reduces the harm of the market 
failure but does not eliminate it.  Well-intentioned 
regulators do not achieve economic efficiency if 
they have inadequate information about demand 
or marginal cost.  However, the regulated indus-
try captures other regulatorsfor example, they 
might be bribedwho work to enrich the industry 
rather than benefit society.

3.  antitrust Law and  Compe tition  Pol icy.  
Rather than regulate a  noncompetitive market, 
governments may use antitrust laws or competi-
tion policy to promote competition and to prevent 
a market failure from occurring.  The most impor-
tant competition policies are those that forbid price-
fixing and other cartel behavior.  Merger policies 
try to prevent harmful mergers, such as those that 
increase market power by more than any offsetting 
benefits from lower costs.  Other policies seek to 
prevent predatory actions where a dominant firm 
drops its  price to drive out other firms and then 
raises the price.  Several policies limit certain verti-
cal interactions such as resale price maintenance, 

refusal to deal, and certain types of price discrimi-
nation that have the effect of reducing competition.

4.  exte rnalitie s.  An externality occurs when a con-
sumer s well-being or a  firms production capa-
bilities are directly affected by the actions of other 
consumers or firms rather than being affected only 
through changes in prices.  Maintaining a beauti-
ful garden provides a positive externality to your 
neighbors.  Pollution is a negative externality that 
harms others.  Because manufacturers do not pay 
for the externalities they create by producing pol-
lution, their private costs of production are less 
than the full social cost,  which includes the pri-
vate costs and the externality cost.  Consequently, 
competitive markets produce more than the effi-
cient output due to a negative externality, causing 
a market failure.  If the government has sufficient 
information about demand, production cost, and 
the harm from the externality, it can use taxes or 
quotas to reduce or even eliminate the associated 
inefficiency or deadweight loss.  Alternatively, 
assigning property rights sometimes leads to the 
optimal reduction in an externality.

5.  Ope n-acce ss,  Club,  and Public  Goods.  
Private goods are subject to rivalrywhen one 
person consumes a unit of the good no one else can 
consume itand to exclusionthe owner can pre-
vent others from consuming the good.  Some goods 
lack one or both of these properties.  Open-access 
common property, such as a fishery, is nonexclu-
sive, but is subject to rivalry.  This lack of exclusion 
causes overfishing because users of the fishery do 
not take into account the costs they impose on oth-
ers (foregone fish)  when they go fishing.  A club 
good is  nonrival but exclusive.  For example,  a 
swimming club lacks rivalry up to capacity but can 
exclude nonmembers.  If a firm charges a positive 
price for such a good despite having extra capacity, 
a market failure results because the marginal cost 
of providing the good to one more person is zero, 
which is less than the price.  A public good such as 
public defense is both nonrival and nonexclusive.  
The lack of exclusion causes a free-rider problem in 
a market:  People use the good without paying for 
it.  As a result, potential suppliers of such goods are 
inadequately compensated so they under-provide 
the good.  Because private markets tend to under-
provide nonprivate goods, governments often pro-
duce or subsidize such goods.

6.  Inte lle ctual  Prope rty.  In the absence of gov-
ernment intervention, innovation is a public good.  
The resulting knowledge is  nonrival and lacks 
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exclusion.  The information about the new inven-
tion has  a  free-rider problem:  People who did 
not pay to develop the new product can copy the 
product and produce it.  Thus,  people may put 
little  effort into inventing because they are not 
fully compensated.  To avoid this problem, gov-
ernments provide patents (and copyrights for the 

arts)  that give the creator intellectual property 
rights to the invention for 20 years.  While patents 
encourage invention, they create monopoly power.  
 Alternatively, governments can subsidize research 
or provide other incentives to promote research.  
Some innovators rely on trade secrets rather than 
patents to protect their intellectual property.

Qu eS t I ON S

All exercises  are available on  MyEconLab;  * = answer  at  the back of this  book;  C = use of calculus  may be necessary.

1 .  Marke t Failure  and Gove rnment Policy

 *1 .1  If a policy change causes a Pareto improvement, is 
the outcome necessarily Pareto efficient?  If a  situ-
ation is  Pareto efficient,  are Pareto improvements 
possible?  If a  change occurs that causes a  Pareto 
efficient outcome, is the change necessarily a Pareto 
improvement? Explain.

 1 .2 Does a  Pareto improvement necessarily pass the 
cost-benefit test?  Is the converse true? Explain.

 1 .3 A town council is considering building a new bridge 
over a  small river that runs through the town to 
reduce congestion on the  existing bridge  and 
decrease commuting times.  Each of 1 ,000 commut-
ers who must cross the bridge would experience a 
benefit of $15 per day from saving commuting time.  
The government would finance the bridge through 
increased property taxes that amount to $1  per day 
for each of the 10,000 households in the town.  Would 
the bridge pass a cost-benefit test?  Would building 
the bridge be a Pareto improvement (relative to not 
having a bridge)?  Could using tolls instead of taxes 
to finance the bridge yield a Pareto improvement? 
Would using tolls be Pareto efficient? (Assume that 
the marginal cost of using the new bridge for an 
extra trip  is zero and assume the demand for trips 
across the bridge is downward sloping.)

 1 .4 Describe the market failures  analyzed in Chap-
ter 9  (monopoly)  and Chapter 1 5  (asymmetric 
information).

2.  regulation of Imperfectly Compe titive  Marke ts

 2.1  Illustrate and describe the effects  on output and 
welfare if the government regulates a monopoly so 
that it may not charge a price above p,  which lies 
between the unregulated monopoly price and the 
economically efficient price  (determined by the 
intersection of the firms marginal cost and the mar-
ket demand curve).  (Hint:  See Q&A 16.1 .)

 *2.2 A monopoly drug company produces a lifesaving 
medicine at a  constant cost of $10  per dose.  The 
demand for this  medicine is  perfectly inelastic at 

prices less than or equal to the $100 (per day) income 
of the 100 patients who need to take this drug daily.  
At a higher price, consumers buy nothing.  Show the 
equilibrium price and quantity, and the consumer 
and producer surplus, in a diagram.  Now the gov-
ernment imposes a price ceiling of $30.  Show how 
the equilibrium, consumer surplus,  and producer 
surplus change.  What is the deadweight loss, if any, 
from this price control?

 2.3 The price of wholesale milk dropped by 30.3% when 
the Pennsylvania Milk Marketing Board lowered 
the regulated price.  The price to consumers fell by 
substantially less than 30.3% in Philadelphia.  Why? 
(Hint:  Show that a  monopoly will not necessarily 
lower its price by the same percentage as its constant 
marginal cost drops.)

 2.4 Using the figure in the Mini-Case,  Natural Gas 
Regulation,  show how much consumer surplus 
increases  if regulators  require  the  producer to 
change from average cost pricing to marginal cost 
pricing.  Explain why, despite this difference in con-
sumer surplus, regulators generally prefer average 
cost pricing to marginal cost pricing.

3.  antitrust Law and Compe tition Policy

 *3.1  Suppose that the only two firms in an industry face the 
market (inverse)  demand curve p = 100 - Q.  Each 
has constant marginal cost equal to 10 and no fixed 
costs.  Initially, the two firms compete as Cournot rivals 
(Chapter 11)  and each produces an output of 30.  Why 
might these firms want to merge to form a monop-
oly? What reason would antitrust authorities have for 
opposing the merger? (Hint:  Calculate price, profits, 
and total surplus before and after the merger.)  C

 3.2 Modify Question 3.1  so that each firm has a fixed 
cost,  F,  of 300.  Merging would imply that the 
monopoly firm would pay fixed costs of 300.  How 
would your answer change?

 3.3 A maker of specialty soaps supplies a unique soap 
made from a cactus extract to the only two retail-
ers in a small town.  The producer sells the soap to 
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the retailers at the m arginal cost of production of 
the soap, $1  per bar, and receives 20% of the profit 
earned when the retailers sell the soap to custom -
ers.  Would the producer prefer that the retailers 
compete with each other on price or would the pro-
ducer rather set the retail price of the soap for both 
retailers?

 3.4 Why would an upstream  producer of som e product 
ever refuse to sell to downstream  buyers who wish 
to buy the product at the going price?

 3.5 The Mini-Case Are Monopoly Mergers Harm ful? 
states that there are about 5,000 ready-m ix concrete 
plants in the United States.  With so m any plants in 
operation, why is there concern about m ergers cre-
ating m onopoly power? Also, explain why speed of 
entry is im portant in assessing the cost of m ergers 
that create a m onopoly.

4.  exte rnalitie s

 4.1 .  According to a study in the New England Journal 
of Medicine,  your friendships or social networks 
are m ore likely than your genes to m ake you over-
weight (Jennifer Levitz,  Can Your Friends Make 
You Fat?  Wall Street Journal,  July 26, 2007, D1).  If 
it is true that people who have overweight friends 
are m ore likely to be overweight, is that an example 
of a negative externality? Why? (Hints:  Is this rela-
tionship a causal one, or do heavier people choose 
heavier friends?)

 4.2 When Star Wars  Episode III:  Revenge of the Sith  
opened at 12:01  a.m.,  Thursday, May 19, 2005, the 
m ost fanatical Star Wars  fans paid $50 m illion for 
tickets to stay up until 3:00 to 4:00 a.m.  Businesses 
around the country, especially those tied to high-
tech industries, suffered reduced productivity due 
to absent (suffering from  Darth Vader flu)  or groggy 
workers on Thursday and Friday.  By one estimate, 
fan loyalty cost U.S.  employers as m uch as $627 m il-
lion (Josie Roberts, Pittsburgh Tribune-Review,  May 
19,  2005).  On the other hand, this sum  is  chicken 
feed com pared to the estim ated $890 m illion loss 
during NCAA March Madness:  16 days of virtually 
nonstop  college basketball gam es (Jam es Paton, 
Hooky and HoopsMarch Rituals,  Rocky Moun-
tain News,  March 19, 2005, 3C).  Are these examples 
of a negative externality? Explain.

 *4.3 Why is  zero pollution not the best solution for 
 society?  Can we have too little pollution? Why or 
why not?

 4.4 A number of countries have either banned incandes-
cent light bulbs already or have begun phasing out 
such lighting in favor of m ore fuel-efficient compact 
fluorescent bulbs.  These restrictions are intended 
to prom ote energy conservation and therefore to 

reduce greenhouse gas em issions and global warm -
ing.  What alternative approaches could a govern-
m ent use to achieve the sam e goals?  What are the 
advantages and disadvantages of a ban relative to 
the alternatives?

 4.5 The State of Connecticut announced that commer-
cial fleet operators would get a tax break if they con-
verted vehicles from  ozone-producing gasoline to 
what the state said were cleaner fuels such as natu-
ral gas and electricity.  For every dollar spent on the 
conversion of their fleets or on building alternative 
fueling stations, operators could deduct 50  from  
their corporate tax.  Is  this approach likely to be a 
cost-effective way to control pollution?

 4.6 Let H = E - E  be the am ount that em issions, E ,  
are reduced from  the competitive level, E.  The ben-
efit of reducing em issions is B(H) = AH.  The cost 
is  C(H) = H .  If the benefit is  increasing but at a 
dim inishing rate in H,  and the cost is  rising at an 
increasing rate, what are the possible ranges of val-
ues for A,  ,  and B? C

 4.7 In the m odel in Question 4.6, use calculus to deter-
m ine the optimal level of H.  C

 *4.8 Suppose that the inverse demand function for paper 
is p = 200 - Q,  the private marginal cost (unregu-
lated competitive market supply)  is MCp

= 80 + Q,  
and the m arginal external harm  from  em issions is 
MCx

= Q.  Determ ine the unregulated competitive 
equilibrium  and the social optim um  (where total 
surplus is m axim ized).  What specific tax (per unit 
of output)  would achieve the social optimum ? (Hint:  
See Q&A 16.2.)

 4.9  In the m odel in Question 4.8, what is the unregu-
lated m onopoly equilibrium ?  How would you 
optimally regulate the m onopoly to m axim ize total 
surplus? What is the resulting equilibrium ? C

 4.10 Suppose that the only way to reduce pollution from  
paper production is to reduce output.  The govern-
ment im poses a tax equal to the marginal harm  from  
the pollution on the m onopoly producer.  Show that 
the tax m ay or m ay not raise welfare.

 4.11  Austin, who is going on holiday, sits in a first-class 
airline seat holding his infant daughter in his arm s.  
He values being in first class instead of coach at 
$300.  A CEO, who sits in the adjacent seat, is  con-
sidering offering to pay Austin to m ove to one of the 
em pty seats in coach.

a.  The CEO values quiet at $600.  Can Austin and 
the CEO reach a m utually agreeable price for 
Austin to m ove to coach?

b.  If instead the CEO values quiet at $200, can 
Austin and the CEO reach a m utually agree-
able price for Austin to m ove to coach?
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c.  Assuming efficient bargaining, for what range 
of the CEOs value of quiet will Austin move 
to coach?

 4.12 Many jurisdictions strictly limit sales of hard liq-
uor (liquor with a significantly higher alcohol con-
tent than wine)  in an effort to limit the associated 
negative externalities.  (De Melo et al. ,  2013).  One 
approach is to impose a high tax on sales of such 
products.  Another approach is to require sellers to 
obtain licenses and to limit the number of licenses to 
the socially desirable number.  Often these licenses 
are sold to the highest bidder.  Frequently, the price 
of such licenses is  set at a  low enough level that 
extensive excess demand for licenses occurs at that 
price.

a.  Under what circumstances would auctioning 
licenses be equivalent to a tax?

b.  Why might regulators or politicians favor 
underpricing of liquor licenses? (Hint:  Such 
licenses often end up in the hands of political 
donors or of friends and associates of donors.)

5.  Open-access,  Club, and Public Goods

 5.1  Are heavily used bridges,  such as  the Brooklyn 
Bridge and the Golden Gate Bridge, commons? If 
so, what can a government do to mitigate conges-
tion problems?

 5.2 To prevent overfishing, could regulators set a tax on 
fish or on boats? Explain and illustrate with a graph.

 5.3 Spam imposes significant negative externalities 
on e-mail users (see the Mini-Case, Spam).  If a 
small charge were applied to every e-mail message, 
would the extent and impact of this negative exter-
nality decline?  What effect would such a  charge 
have on the net benefits arising from non-spam mes-
sages? How would the charge affect the proportion 
of spam in overall e-mail traffic?

 *5.4 Are broadcast television and cable television pub-
lic goods? Is exclusion possible? If either is a public 
good, why is it privately provided?

 5.5 Do publishers sell the socially optimal number of 
managerial economics textbooks? Discuss in terms 
of public goods, rivalry, and exclusion.

 5.6 Guards patrolling a  mall protect the mall s  two 
stores.  The television stores  demand curve for 
guards is  strictly greater at all prices than that of 
the ice-cream parlor.  The marginal cost of a guard 
is  $20 per hour.  Use a diagram to show the equi-
librium, and compare that to the socially optimal 
equilibrium.  Now suppose that the mall s  owner 
will provide a $s  per hour subsidy per guard.  Show 
in your graph the optimal s  that leads to the socially 
optimal outcome for the two stores.

 5.7 In 2009,  when the world was worried about the 
danger of the H1N1  influenza virus (swine flu), 
Representative Rosa DeLauro and Senator Edward 
Kennedy proposed the Healthy Families  Act in 
Congress to guarantee paid sick days to all work-
ers (Ellen Wu and Rajiv Bhatia,  A Case for Paid 
Sick Days,  San Francisco Chronicle,  May 15, 2009).  
Although the  Centers  for  Disease Control and 
 Prevention urges ill  people to  stay home from 
work or school to keep from infecting others, many 
 workersespecially those who do not receive paid 
sick daysignore this  advice.  Evaluate the effi-
ciency and welfare implications of the proposed law, 
taking account of externalities.

 5.8 Receiving flu shots  provides private benefits  to 
recipients.  However, pandemic influenza spreads 
between cities through the international airline net-
work and between cities and rural areas through 
ground transport.  Thus, it may be in the self-interest 
of rich countries to pay for flu shots in poor coun-
tries (Bobashev et al. ,  2011).  Discuss this issue using 
the concepts of externalities, public goods, and free 
riders.

 5.9  You and your roommate have a stack of dirty dishes 
in the sink.  Either of you would wash the dishes if 
you were the only one who could wash the dishes; 
however, neither will do it in the expectation (hope?)  
that the other will deal with the mess.  Explain how 
this example illustrates the problem of public goods 
and free riding.

 5.10 Potentially, 240 automobile drivers per minute may 
use the EZPass lanes of the Interstate 78 toll bridge 
over the Delaware River that connects  Easton, 
Pennsylvania, and Phillipsburg, New Jersey.  Con-
gestion occurs if that many autos cross even with 
a 5  mph speed restriction through the E-ZPass sen-
sors.  We can divide the drivers of these cars into 
four groups:  A, B, C, and D.  Each group has 60 driv-
ers.  Each driver in Group i  has the following value 
of crossing the bridge:  vi  if 60 or fewer autos cross, 
vi - 1  if between 61  and 120 autos cross,  vi - 2 if 
between 121  and 180 cross, and vi - 3 if more than 
180 cross.  Suppose that vA = +4, vB = +3, vC = +2, 
and vD = +1 .  The marginal cost of crossing the 
bridge, not including the marginal cost of conges-
tion, is zero.

a.  If the price of crossing equals a driver s mar-
ginal private costthe price in a competi-
tive markethow many cars per minute will 
cross? Which groups will cross?

b.  In the social optimum, which groups of drivers 
will cross? That is, which collection of groups 
crossing will maximize the sum of the drivers  
utilities?
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 5.11  Under federal laws,  firms in many agricultural 
industries can force all industry members to con-
tribute  to  collective activities  such as  industry 
advertising if the majority agrees.  Under the Beef 
Promotion and Research Act,  all  beef producers 
must pay a $1 -per-head fee on cattle  sold in the 
United States.  This fee raises $80 million annually, 
which finances research, educational programs on 
mad cow disease, and collective advertising such as 
the 2012 campaign, Stay Home.  Grill Out.  Explain 
the logic of this law using the concepts of free rid-
ing and public goods.  Supporters of this collective 
advertising estimate that producers receive $5.67 in 
additional marginal revenue for every dollar they 
contribute.  If so,  does this result suggest that the 
producers had a public good problem? Is the indus-
try advertising optimally? (Chapter 9)

6.  Inte lle ctual Prope rty

 6.1  Woz Enterprises specializes in electrical compo-
nents.  The market for one particular component is 
perfectly competitive and in long-run equilibrium.  
Marginal cost is  constant at 30.  Woz can develop 
a much cheaper process for producing this compo-
nent, lowering its marginal cost to 10.  The R&D cost 
of developing the new process would be F, and Woz 
would be able to obtain a patent for it and become 
a monopoly supplier of this component.  Demand 
for the product over the relevant period is given by 
p = 50 - 2Q.  Show that the R&D investment would 
be worthwhile (raise profit)  for Woz if F = 150 but 
not if F = 250.  What is the critical value for F  that 
determines whether R&D is worthwhile for Woz? 
(Hint:  See Q&A 16.3.)

 *6.2 In Question 6.1 ,  assume that the R&D cost is  150.  
Are consumers made better off by the action taken 
by Woz? Does total surplus rise?

 6.3 In Question 6.1  with an R&D cost of 150, suppose 
that the government waits until Woz works out the 
new process and then changes patent rules, requir-
ing Woz to charge a price no greater than 12.  Does 
Woz stay in business? What happens to consumer 
surplus and to total surplus?  Why dont govern-
ments  impose such price  controls  on patented 
 processes and products?

 6.4 For trade secrets to effectively protect intellectual 
property, it is important that the innovation cannot 
be easily reverse engineered, a process by which a firm 
can take a rivals product and determine how it was 
produced.  Patents are important when reverse engi-
neering is easy.  In the chemical business, firms try to 

develop lower-cost processes for producing chemi-
cal products, but the chemical product itself does 
not change.  Therefore, examining the product does 
not reveal the new process, so reverse engineering 
is not feasible.  With a computer chip, on the other 
hand, the innovation is  embodied in the chip, so 
rivals can copy the chip.  Which industry would you 
expect to rely more on trade secrets? Explain briefly.

7.  Manage rial Problem

 7.1  In the Managerial Solution example, who benefits 
and who loses from the invention? Does the inno-
vating firm capture the full value of its innovation?

8.  MyEconLab Spreadsheet Exercises1 9

 8.1  A monopolists  inverse  demand function is 
p = 100 - 2Q,  so  i ts  marginal  revenue  is 
MR = 100 - 4Q.  Its  cost function is  C = 25 +
4Q + 2Q2  and  its  marginal  cost is  therefore 
MC = 4 + 4Q.

a.  Create a spreadsheet with column headings 
Q,  p,  MR,  MC,  R,  C,  profit, and CS  (consumer 
surplus).  Enter the values 1  to 25 in one-unit 
increments in the quantity column and enter 
the appropriate formulas in all the other cells.  
Determine the profit maximizing output and 
price for an unregulated monopoly.  What is 
the monopolys profit and the consumer sur-
plus at this output and price?

b.  Now use your spreadsheet to determine the 
price, quantity, profit, and consumer surplus 
if the regulator imposes a price cap (ceiling)  
of 70.

c.  Which of the two pricing structures yields the 
highest total surplus? If the regulator wants 
to use price cap regulation and  wants to maxi-
mize total surplus, what price cap should the 
regulator choose?

 8.2 A competitive fertilizer market has  many small 
firms.  The inverse demand function for fertilizer is 
p = 40 - 2Q,  where Q  is  a  ton of fertilizer and p  
is  the price per ton of fertilizer.  The market supply 
curvethe sum of the private marginal cost curves 
of all  the firmsis MCp

= Q + 4.  The fertilizer 
industry is  a major source of water pollution and 
the marginal external damage, MCx,  caused by the 
industry to the communities near the fertilizer firms 
is $6 per ton of fertilizer produced.

a.  Create a spreadsheet with column headings 
for output Q,  price p,  private marginal cost 

19The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .
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MCp,  marginal cost of pollution MCx,  and 
social marginal cost MCs

= MCp
+ MCx.  Fill 

in the spreadsheet for Q = 1, 2, 3, p 20.

b.  Determine the equilibrium output and price 
in the competitive fertilizer market if firms do 
not have to pay for the pollution they create.

c.  Determine the socially optimal amount of 
fertilizer.

d.  What per unit tax can the government impose to 
generate the socially optimal amount of output?

 8.3 In a  perfectly competitive  market,  the  inverse 
demand function is  p = 50 - Q.  Market supply, 
Qs,  is perfectly elastic at a price of 40, because each 
firm has a constant marginal cost MC = 40.

a.  Create a spreadsheet with column headings Q, 
p,  MC,  and CS  (consumer surplus).  Fill in the 

spreadsheet for Q = 1, 2, 3, p 25.  Calculate 
the competitive markets equilibrium output 
and price.

b.  One firm invests 200 in a successful R&D proj-
ect that allows it to lower its marginal cost of 
production from 40 to 10.  The firm gets a pat-
ent for its new process.  Create a new spread-
sheet showing the situation under this patent 
monopoly, with no competitive firms.  The 
column headings are Q, p,  MR, MC, CS,  and 
Profit (including the investment of 200).  Calcu-
late the patent monopolys profit-maximizing 
output, price, and profit.  Did the R&D invest-
ment pay?

c.  How does consumer surplus change if the 
market changes from competition to a patent 
monopoly?
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Global Business1 7
Traditionally,  most imports come from other countries.

Lea rn i n g  Ob jec t i ve s

1 .  Use the concept of comparative advantage to explain  why countries trade.

2.  Characterize the effects of a  change in  the exchange rate on trade between countries.

3.  Describe the effects of tariffs,  quotas,  and subsidies on  international  markets.

4.  Show how multinational  enterprises take advantage of international  tax rate differences to raise profits.

5.  Discuss why firms outsource production to foreign firms,  and evaluate the criticisms of outsourcing.

Business is  now global.  Virtual ly every country in  the world  exports  and  imports 

goods and services and invests in  assets in  other countries.  Most major corporations 

actively trade and invest internationally.

The United States is  the world s largest exporter of wheat.  In  201 5,  its exports were 

over 1 6% of world  exports even though U.S.  production was only about 8% of the 

world s total.  Wheat exporting is  so important that Cargil l ,  Inc.,  the U.S.  

agribusiness giant,  and CHS,  the largest U .S.  farm co-op,  have a  major 

joint venture,  Temco LLC,  which  built an  export facil ity in  the Pacific 

Northwest to ship wheat to Asia.

Rolls-Royce Motors,  the maker of the world s most famous luxury cars,  

sold  4,063 of its  British-built cars worldwide in  201 4,  a  small  number com-

pared to the mil l ions sold  by General  Motors,  Toyota,  and other large 

producers.  Nonetheless,  Rol ls-Royce s sales revenue is  large because 

it charges astronomical  prices.  The 201 5 Rol ls-Royce Phantom Drop-

head Coup,  sel ls  for $500,000 in  the United States and for 360,000 in  

Great Britain.  Managers of these firms must make crucial  pricing deci-

sions when an exchange rate changes.  An exchange rate  is  the num-

ber of units of one currency it takes to buy a  unit of another currency.  

For example,  in  October 201 5 the exchange rate between the U .S.  

 dol lar ($)  and the Japanese yen ()  was about 1 1 9,  so that one dollar 

bought 1 1 9  yen.

How do firms  prices change around the world  when exchange rates 

change?  In  particular,  is  the responsiveness of prices to exchange rates 

greater for h ighly competitive wheat or for Rol ls-Royce automobiles,  

which are not sold  in  a  competitive market?

Responding to 

Exchange Rates

Manager ia l  
P rob l em
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N
ot long ago international business issues were of only modest significance 
in countries such as the United States,  China,  and India, each of which had 
large domestic markets and engaged in little trade.  However,  international 

trade has increased significantly in recent years.  From 1990 to 2013, exports  rose 
from 19% of the worlds  total output as  measured by gross  domestic  product 
(GDP)  to 30%.1  The increase was particularly dramatic for India as exports more 
than tripled in importance,  going from 7% of GDP in 1990 to  25% in 2013.  For 
China,  exports  grew from 16% to 23% of GDP, and U.S exports grew from 9% to 
14% of GDP.

Simply quoting exports as a share of GDP fails to adequately portray the remark-
able increase in trade that has occurred in much of the world, especially in countries 
where GDP has been growing rapidly.  The real value of U.S.  imports (measured 
in 2014 U.S.  dollars)  from China increased from $8.6 billion in 1985 to $467 billion 
in 2014.  That is, for every freighter taking goods from China to the United States in 
1985, 54 freighters made the trip  in 2014!

Effectively, the world has grown smaller, with countries becoming more intercon-
nected and more interdependent than ever.  This increasing integration of the world 
economy is due in large part to improvements in communications technology, which 
have reduced the effect of distance, and to policy changes that have allowed for freer 
trade and investment flows between countries.

The increased integration of the world economy creates  both opportunities 
and challenges for businesses.  Gaining increased access to  foreign markets is  an 
important means of expanding demand for many firms.  A more integrated global 
economy also provides managers  with the opportunity to  use an international 
supply chain,  obtaining materials,  components,  and other inputs to  production 
from many countries.  For example,  IBM uses inputs from about 20,000 suppliers 
in close to 100 different countries in producing its  products and sells  its  output in 
almost all of the worlds more than 190 countries.2 However,  increasing competi-
tion from foreign rivals  is  a  potential problem for managers,  as  is  the difficulty 
of dealing with a  range of different legal and policy environments from country 
to country.

In this chapter, we start by considering why countries and firms engage in inter-
national trade by exporting and importing goods and services, and then address the 
role of exchange rates in international trade.  Next, we examine how international 
trade policy affects managerial decisions regarding trade flows.  We then turn to trade 
and investment by multinational enterprises  (MNEs), which are firms that control pro-
ductive assets in more than one country.  We show how managers of an MNE must 
take international differences in law and economic policy into account.  For example, 
we show how an MNE reacts to differential corporate tax rates in the countries where 
it operates.  Finally, we discuss a very contentious issue:  international outsourcing.  
In many developed countries, labor unions and other groups have protested when 
a firm lays off domestic employees and shifts production to foreign countries where 
labor costs are lower.

1Data in this  paragraph and the next are  from the  World  Bank Development Indicators  
http://data.worldbank.org/products/wdi  and the United States Census Bureau:  http://www.census  

.gov/foreign-trade/balance/c5700.html.
2See http://www.ibm.com/ibm/responsibility/2014/supply-chain/our-supply-chain.html  (viewed 
August 26, 2015).
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1 7.1  Reasons for International trade
Everyone consumes many imported products.  A typical American breakfast might 
include bread made from Canadian wheat, jam imported from England, fruit from 
Mexico, and tea from India or coffee from Brazilalong with perhaps some corn 
flakes produced in the United States.

Why do we rely on other countries for the goods that we consume? Why doesnt 
each country produce everything it needs domestically?

Trade between countries occurs for many reasons.  The most important is  that 
international trade allows countries to specialize in producing goods and services for 
which they have a comparative advantage:  the ability to produce a good or service 
at lower opportunity cost than other countries.

Comparative advantage
According to the principle of comparative advantage, a country exports goods it can 
produce at relatively low cost and imports goods that are relatively costly to produce 
domestically.  For example, Sweden and Spain benefit from such trade.  Sweden has a 
climate and geography that enable it to produce forest products such as timber, pulp, 
and paper.  Spain has a climate well suited to producing many types of fruit.  Neither 
country is good at producing the other countrys product.  Thus, it is not surprising 
that Sweden exports forest products to Spain while Spain exports fruit to Sweden 
and that both countries benefit from such trade.

Gains from trade Between Countries.  We use an example to illustrate 
why participants gain from trade.  Suppose that the United States and Japan initially 

In  this chapter,  

we examine five 

main topics

Main  top ic s
1 .  Reasons for International  trade:  Nations trade for many reasons,  the most 

important of which  is  comparative  advantage :  A country exports  goods 

it  can  produce at relatively low cost and  imports  goods that are  relatively 

costly to  produce domestica l ly.

2.  Exchange Rates:  A change in  the exchange rate affects  trade in  goods 

and  services and  leads to  adjustments  that bring  prices in  d ifferent coun-

tries  closer together.

3.  International  trade Pol icies:  Governments  have  trad itiona l ly restricted 

imports  by setting  tariffs ,  which  are  taxes  on  imports,  and  quotas ,  which 

d irectly l imit the quantity of imports,  and  often  use  subsid ies  to  encourage 

exports.

4.  Multinational  Enterprises:  Multinational  enterprises  are responsible  for the 

majority of the world  s  international  trade and  investment and  are greatly 

affected  by variations in  tax rates across nations and  changes in  exchange 

rates.

5.  Outsourcing:  Firms shift from domestic  production  of needed  inputs to buy-

ing  them from foreign  firms  to  lower their costs,  but the resu l ting  sh ifts  in  

employment patterns  have generated  criticism by domestic  workers  who 

lose  their jobs.
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do not trade and each country is in competitive equilibrium, in which the prices of 
goods equal their marginal costs of production.  The United States produces and 
sells a bag of rice for $1  and a silk scarf for $10.  Japan produces and sells a bag of 
rice for 200 and a scarf for 1 ,000.  If the United States were to reduce the number 
of silk scarves it produces by one, it could afford to produce 10 extra bags of rice.  
In contrast, Japan could produce one more scarf at the cost of only five bags of rice.  
Therefore, the two countries could produce the same number of scarves and have 
five extra bags of rice if they reallocated their resources.  In the absence of transporta-
tion costs, both countries could gain if the United States shipped rice to Japan and 
Japan shipped scarves to the United States.

The reason for this gain is that the United States has a comparative advantage 
in producing rice and Japan has a comparative advantage in producing scarves.  
The cost of producing a scarf is  10 bags of rice in the United States and only 5  in 
Japan, so it is  relatively inexpensive to produce a scarf in Japan.  Similarly, the cost 
of producing a bag of rice is  one-tenth of a scarf in the United States and one-fifth 
of a  scarf in Japan, so it is  relatively inexpensive to produce a  bag of rice in the 
United States.

Gains from Intra-Firm trade.  This basic idea of comparative advantage also 
works for intra-firm tradewhere a single firm is on both sides of an international 
transactionexporting the output from its operation in one country to an affiliated 
business unit in another country.  Lanz and Miroudot (2011)  show that intra-firm 
trade is an important part of overall trade flowsabout one-third of total trade for 
OECD countries.

We illustrate the gains from intra-firm trade with an example concerning General 
Electric (GE),  a  major producer of kitchen appliances and many other products, 
which has production facilities in many countries, including Hungary and Romania.  
Suppose that GE is considering how to organize its production of refrigerators in 
Eastern Europe.  To produce a refrigerator, GE must manufacture the basic parts or 
components and assemble those components into a finished product.  A production 
employee might work in either component production or assembly.

We assume that Hungarian workers are more productive at both component 
production and assembly than workers in Romania.  (This difference in productiv-
ity might reflect factors such as the quality of equipment and training.)  That is,  a 
Hungarian worker has absolute advantage  over a Romanian worker:  With the same 
amount of effort, the Hungarian worker can produce more of both outputs than can 
the Romanian.  As Table 17.1  shows, a Hungarian worker can produce enough com-
ponents (parts)  for four refrigerators per day or can assemble four refrigerators in a 
day.  A Romanian worker can produce enough parts for two refrigerators per day or 
can assemble one refrigerator per day.

However,  both plants have a comparative advantage.  If a  Romanian worker 
assembles one refrigerator, that worker does not have the time to produce two sets 
of parts,  so the opportunity cost of assembling a refrigerator is  the value of the 

Components Assembly

Hungary 4 4

Romania 2 1

taB LE  1 7 . 1  Output per Worker per Day MyEconLab Video
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labor it takes to produce two sets of parts.  In contrast,  if a  Hungarian assembles 
one refrigerator, the opportunity cost is that the worker does not produce one set 
of parts.  Thus, the cost to GE of having a Romanian working in assembly is twice 
that of a Hungarian.  Therefore, the Hungarian plant should specialize in assembling 
refrigerators.  Similarly, it is more efficient to have the Romanian plant produce parts, 
because producing a set of parts has an opportunity cost of assembling one refrigera-
tor in Hungary, but only half a refrigerator in Romania.

Suppose that GE has 120 workers in its Hungarian plant and 240 in its Romanian 
plant.  If GE cannot lay off any workers in the short run, how should GE allocate 
activities in Hungary and Romania to maximize total output?

One approach is for each plant to act independently, producing complete refrig-
erators by manufacturing the parts and then assembling them.  Under this plan, the 
Hungarian plant allocates 60 workers to parts and 60 to assembly.  Because a compo-
nent worker produces 4 sets of parts per day, these workers produce 4 * 60 = 240 
sets of parts.  The 60 Hungarian assembly workers can assemble all 240 sets of parts 
because each worker can assemble 4 refrigerators per day.  This allocation of work-
ers to tasks yields 240 refrigerators per day in Hungary.  Any other allocation would 
yield less output.

In Romania, 80 workers work on parts and 160 on assembly, yielding an output of 
160 refrigerators per day.  Thus, the two plants working independently can produce 
400 refrigerators per day240 in Hungary and 160 in Romaniaas the first row of 
Table 17.2 shows.

A better alternative is to have Romania specialize in producing parts and Hungary 
specialize in production.  If all 240 workers in Romania produced parts, they could 
manufacture enough for 480 refrigerators each day.  If these parts were then sent to 
Hungary, the 120 Hungarian workers could assemble all 480 refrigerators in a day, as 
the second line of Table 17.2 shows.3 This allocation of labor, involving specialization 
and trade, maximizes output.  The gain from trade is 80 refrigerators.

If instead GE has its Romanian plant specialize in assembly, only 360 refrigerators 
would be produced (third row of Table 17.2),  as Q&A 17.1  explains.  Such an out-
come is worse than no trade as 40 fewer refrigerators are produced.  As summarized 
in Table 17.2, the best outcome is for the Romanian plant to produce parts and for 
the Hungarian plant to assemble these parts into refrigerators.  This allocation of 
resources produces the most output because each plant specializes in the activity in 
which it has a comparative advantage.

Refrigerators per day

No trade:  Plants work independently 400

Trade:  Plants specialize

Romania specializes in components, Hungary in assembly 480

Romania specializes in assembly, Hungary in components 360

taB LE  1 7 . 2  total Production of Refrigerators MyEconLab Video

3We assume the cost of transporting components or assembled products is small enough so that we 
do not need to consider it explicitly.
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Q&a  1 7 . 1
In our GE example, if the Romanian plant specializes in assembly and the Hun-
garian plant in producing components, what is the largest number of refrigerators 
that GE can produce per day?

answer

1.  Determine how many Hungarian workers must produce components to keep the 240 
Romanian workers fully occupied assembling refrigerators and how many refrigerators 
are produced.  The Romanian workers can assemble 240 refrigerators a day.  To 
keep all the Romanian workers busy, only 60 Hungarian workers are needed 
to make 240 sets of parts each day.

2.  Explain how the remaining 60 Hungarian workers must be allocated to produce the 
most additional refrigerators and determine how many refrigerators they make.  The 
remaining 60 Hungarian workers can produce the largest number of refrig-
erators by having 30 workers each producing 4 sets of components a day and 
30 assembling 4 refrigerators per day, thereby producing an additional 120 
refrigerators.

3.  Determine GEs  total production with this  allocation of workers  and compare it to 
GEs other two options.  Because 240 refrigerators are assembled in the Romanian 
plant and 120 more refrigerators are completely produced in the Hungarian 
plant, this approach yields a total of only 360 refrigerators.  This quantity is less 
than the 400 GE produces if the plants do not trade or the 480 they produce if 
they trade and the Romanian plant specializes in components and the Hungar-
ian plant in assembly.

The principle  of comparative  advantage  is  important in making decisions, 
even in the rock music  business.  Brian May had completed most of his  PhD 
in astrophysics  at Imperial College in London by 1974.  In that year,  his  band, 
Queen, launched its  second album, Queen II,  which became internationally 
successful.  Discovering that his  comparative advantage was  in rock music, 
he  stopped working on his  PhD and  toured the  world  with Queen.  After 

the death of its  lead singer,  Freddie Mercury, 
in 1 991 ,  the  band became less  active.  Its  last 
major  world  tour  as  Queen + Paul   Rodgers 
ended in 2006,  though the band remains spo-
radically active.

In 2007, as the opportunity cost of spending 
his time in studying dropped, May returned to 
complete his PhD, as implied by the principle of 
comparative advantage.  Since then, hes worked 
at least part time as an astrophysicist, including 
collaborating on NASAs New Horizons space 
probe in 2015.

Brian Mays 

Comparative 

advantage

Manager ial  
I mp l i cat ion
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Increasing Returns to Scale
Trade occurs for many reasons in addition to comparative advantage.  One of the 
other major motives for trade is to take advantage of increasing returns to scale 
(Chapter 5).  With an increasing returns to scale (IRS)  production function, doubling 
all the inputs more than doubles output.  Thus, all else the same, having one IRS plant 
produce a given amount of output is less costly than spreading the production over 
two IRS plants.

In our GE refrigerator example, the production process exhibits constant returns 
to scale.  Production involves only one input, labor.  Doubling the number of workers 
doubles the output.  We showed that with constant returns to scale, GE benefits from 
trade due to comparative advantage.

Suppose instead that GEs production function exhibits increasing returns to scale, 
so that doubling labor triples output.  Initially, GE has two plants in Hungary, each 
with 50 workers.  The workers in both plants are equally productive in all activities.  
Operating independently, each plant can produce 200 refrigerators, so total produc-
tion is 400 refrigerators.  GE could increase its output by closing one plant and shift-
ing all its workers to the remaining plant, where the 100 workers could produce 600 
refrigerators due to increasing returns to scale.

Indeed, if GE increases its labor force at this one plant even more, its production 
will grow more than in proportion, so that its cost per refrigerator would drop fur-
ther.  If GE can only sell its refrigerators in Hungary, the limited demand for refrigera-
tors there would cap the number of refrigerators GE wants to produce at this plant.  
However, if GE can export refrigerators to other countries, it can increase production 
at this one plant and lower its cost of production.  Thus, increasing returns to scale 
provides an incentive to trade by selling in other countries.

Country Size.  Relatively small countries in particular may benefit from taking 
advantage of returns to scale.  Consider Canada, whose population and gross domes-
tic product (GDP)  are about one-tenth that of the United States.  If Canada were 
unable to trade with other countries, its relatively small market would prevent it 
from cost-effectively producing and consuming commercial jet aircraft, which are 
produced with substantial increasing returns to scale.

However, if a Canadian producer can export its products all over the world, it 
can take advantage of increasing returns to scale by producing a large quantity of 
jet aircraft.  For example, by taking advantage of international trade, Bombardier 
Aerospace, a Canadian firm, has become the worlds third-largest commercial jet 
producer,  specializing in light jets, including the business jets favored by senior 
executives and rock stars.  Canada exports these light commercial jets and imports 
large commercial jets manufactured by the two major producers, the United States  
Boeing Company and Europes Airbus S.A.S.  All the countries involved gain from 
trade due to increasing returns to scale.

Product Variety.  Increasing returns to scale play an even greater role in a mar-
ket with substantial product variety, such as toys, than in a market with a homoge-
neous product, such as DRAM memory chips for computers.  The more varieties in a 
market, the fewer units of any one variety a firm can sell.  Thus, without international 
trade, it is very difficult for the manufacturer of a highly differentiated product to 
benefit from returns to scale.

The toy industry produces an incredible variety of products, and adds new variet-
ies every year (usually in time for the winter holiday season).  Toy producers could 
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lower their average cost by producing fewer toy varieties and using longer produc-
tion runs for the toys they do produce, so that they could spread the design, setup, 
and marketing fixed costs over more units of output.  However, children love variety 
and new toys.  Even a single category of toys, such as dolls or trucks, has hundreds 
of different varieties.  Because children demand variety, a manufacturer that decides 
to sell only one product year after year so as to lower its average cost will quickly 
find that it can sell very few units and will likely go out of business.

How can a toy manufacturer produce differentiated toys and yet take advantage 
of increasing returns to scale? The only practical way is to sell its product to children 
in many countries instead of only in its home country.

Min i - Ca se
Barbie,  produced by the U.S.-based Mattel,  Inc. ,  is  perhaps the worlds best-
known toy.  While other toy fads come and go, Barbie has had remarkable stay-
ing power.  She was introduced in 1959 and is  still a  hot product.  Although 
 Barbie was invented and first produced in the United States, Mattel has pro-
duced  Barbie  dolls  in many other countries,  including Indonesia,  China, 
 Malaysia, Thailand, and Mexico.  In 2014, Barbie was the top toy import  into the 
United States for the winter holiday season, and was the second most popular 
toy overall for girls (after Frozen  merchandise)  during the 2014 holidays.

One key to Barbies success is  product variety.  Mattel s Barbie Web site lists 
over one hundred dolls and closely related products.  Most products are varia-
tions on the original Barbie doll.  Mattel also produces many versions of her 
various friends, including Ken, her on-again, off-again boyfriend.4

Barbie dolls come in many different price ranges.  The basic dolls are pink-
label dolls, but there are also silver-label, gold-label, platinum-label, and black-
label dolls in sequentially higher price ranges.  Each label has many different 
versions, and every year many new versions are introduced while older ones 
are retired and become collectibles that often increase in value over time.  Well 
over two thousand Barbie doll varieties have been produced since Barbie first 
appeared.  Because of the great variety of Barbie dolls,  many consumers have 
large collections, often numbering in the hundreds.  Many Barbie collectors are 
in their 30s, 40s, and 50s, and the higher-priced dolls are targeted primarily at 
adults.

This  success-based-on-variety model is  made possible  by international 
trade.  Each variety requires  a  significant fixed cost in product design and 
manufacturing setup, so the manufacturer must produce a  huge number of 
each variety of doll to benefit from increasing returns to scale.  Due to interna-
tional trade, a  single factory in Indonesia can produce gigantic quantities of 
a  particular variety of Barbie for the entire world market and take advantage 
of scale economies.  A factory in China can do the same thing for a  different 
version of Barbie.

Barbie Doll  

Varieties

4In 2004, Mattel sent out a news release indicating that Barbie and Ken had decided to spend some 
time apart  after being together for 43 years,  although they would remain the best of friends 
(http://investor.shareholder.com/mattel/releasedetail.cfm?ReleaseID=128705) .  In 2011 , they got 
back together.
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1 7.2 Exchange Rates
How willing people are to trade one type of currency for another affects trade in 
goods and services.  An exchange rate  is  the price of one currency (such as the euro)  
in terms of another currency (such as the dollar).  Most countries or groups of coun-
tries have a unique currency, which can be traded or exchanged for the currencies of 
other countries.  The euro ()  is the currency of 23 European countries that belong to 
the Eurozone.5 It can be traded for U.S.  dollars ($), Japanese yen (), British pounds 
(), or many other currencies.  In October 2015, one euro could be exchanged for $1 .14 
in U.S.  currency.  That is, the exchange rate between the dollar and the euro was 1 .14.

Determining the Exchange Rate
Because currency is exchanged in a competitive market, we can use a supply-and-
demand model to determine the exchange rate or price of one currency in terms of 
another.  In Figure 17.1, the quantity on the horizontal axis is the number of euros that 
Americans want to buy using dollars.  As X  increases, the price of a euro in terms of 
dollars increases, or equivalently, the price of the dollar in terms of euros falls.  The 
price on the vertical axis is the exchange rate, X,  which is the number of dollars it 
takes to buy one euro.

The initial demand curve for euros in the United States is D1.  The demand curve 
slopes down because the quantity of euros demanded by Americans increases as the 
exchange rate falls:  The euro costs fewer dollars.  The supply curve of euros, S,  slopes 
up because Europeans are willing to trade more euros as the exchange rate increases.

5The euro was created by the European Union (EU) and is the currency of 19  of 28 EU  countries, 
including France,  Germany, and Italy.  The EU country with the largest GNP that is  not using 
the euro is the United Kingdom, which still uses its traditional currency, the pound ().  Non-EU 
 countries using the euro include Andorra, Kosovo, Monaco, Montenegro,  San Marino, and the 
Vatican City.

F I Gu RE  1 7 . 1  Supply and Demand Curves Determine the Exchange Rate

The interaction between supply and  demand 
curves determines the exchange rate or price 
of one currency in  terms of another.  I f  U .S .  
consumers and firms want more euros at any 
given exchange rate so that the U.S.  demand 
curve for euros shifts  to the right from D 1  to 
D

2 while  the supply curve of euros remains 
unchanged,  then the equil ibrium exchange 
rate rises from X1  to X2.
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The intersection of the supply and demand curves determines the initial equilib-
rium:  the number of euros exchanged, Q1,  and the exchange rate, X1,  which was 1 .14 
in late 2015.  If U.S.  consumers and firms want more euros at any given exchange 
rate, so that the demand curve for euros shifts to the right to D2,  then the equilibrium 
quantity increases to Q2 and the equilibrium exchange rate rises to X2.  That is, the 
price of a euro in U.S.  dollars increases.

Many factors affect the supply and demand for a particular currency, including 
financial and macroeconomic conditions.  For example, if investment opportunities 
increase in the United States relative to those in Europe, the exchange rate for the 
euro falls.

Exchange Rates and the Pattern of trade
If the exchange rate for the euro falls,  U.S.  consumers and firms increase their 
demand for European goods as they can now buy more goods for a given number of 
dollars.  Similarly, the demand of European consumers and firms for U.S.  goods falls.  
Thus, a change in exchange rates affects the incentives to trade between countries.

The Brazilian currency is the real, denoted BRL.  Suppose that initially one U.S.  
dollar is worth four Brazilian reals.  A volleyball sells for $10 in the United States or 
40 BRL in Brazil.  Now suppose that the exchange rate changes so that $1  is worth 
5 BRL.  If transaction and shipping costs are negligible, Brazilian retailers can increase 
their profits by selling the product in the United States for $10 (now worth 50 BRL), 
rather than in Brazil for 40 BRL.  As the quantity sold in the United States increases, 
the U.S.  price of the ball falls if the U.S.  demand curve slopes down.  Similarly, as the 
number of balls sold in Brazil falls, the price in Brazil rises.

This process, called arbitrage,  equates the prices of the ball in the two countries in 
the absence of transaction costs.  If the transaction cost is t,  arbitrage moves the price 
in one country to within t  of the price in the other country because further arbitrage 
is unprofitable.

Managers can often increase profits by engaging in international price discrimi-
nation (Chapter 10):  charging higher prices in countries where consumers have a 
greater willingness to pay.  However, for international price discrimination to be 
profitable, firms must limit resale or arbitrage across countries.  Managers have 
to be particularly concerned about increased arbitrage opportunities as exchange 
rates change.

If arbitrageurs can buy the good in the low-price country and sell it at a higher 
price in other countries without incurring transaction costs, their actions eliminate 
the price differential.  Arbitrage will not completely eliminate price differentials if 
arbitrageurs incur transaction costs.  If the price differential between countries for 
some product is $5 while the transaction cost (including transportation)  is $10 per 
unit, then no arbitrage occurs.  Thus, a price difference of $10 or less could persist.

For many goods, the Internet has greatly facilitated arbitrage.  A student in the 
United States can save money by buying textbooks from Amazons sites in lower-
price countries.  People around the world use eBay to trade a wide variety of 
goods from one country to another.  The Internet has reduced but not eliminated 
international price differences in such products.

One way that a  firms managers try to prevent arbitrage is  to permit only 
authorized dealers to handle their products.  Any authorized dealer that imports 

Limiting arbitrage 

and Gray 

Markets

Manager ial  
I mp l i cation
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Managing Exchange Rate Risk
Managing risk (Chapter 14)  is  particularly important for firms doing business in 
multiple countries because exchange rate movements increase risk, as we now illus-
trate.  Martin, the manager of a small U.S.  producer of medical equipment, signs a 
contract to provide custom equipment to a hospital in India for 60 million Indian 
rupees (INR), to be paid in 6 months when the equipment is delivered.  At the cur-
rent exchange rate, 50 rupees can be exchanged for one U.S.  dollar, so the equipment 
would cost the Indian firm +1 .2 (=  60/50)  million if paid today.

Martin is very worried about the risk from a change in the exchange rate.  Martins 
firm is going to incur $1 .1  million in expenses to build and ship the equipment.  Thus, 
at the current exchange rate, his firm stands to make a profit of $100,000.  However, if 
the exchange rate falls to 60 rupees per dollar in 6 months, Martins firm will receive 
only +1  (=  60/60)  million and suffer a loss of $100,000, which may be enough to 
bankrupt the firm.

Of course, if the exchange rate moves in the other direction, Martins firm will 
earn additional profit.  If the rupee appreciates to INR 48 per dollar, Martins firm 
will earn +1 .25 (=  60/48)  million, and make a profit of $150,000.  Nonetheless, this 
exchange rate risk, which may lead to bankruptcy, is unacceptable to Martin.

the product from another country instead of buying it from the manufacturer 
could lose its authorization.

Foreign goods shipped to the high price country and sold outside of autho-
rized channels of distribution are called gray market  goods.  Although Apples iPad 
was the top-selling tablet in China in 2011, nearly half (49%) of these tablets were 
purchased overseas and then resold by nonauthorized, local vendors in Chinas 
gray market.  Initially, the 3G iPad 2 with 64GB storage sold for $829 in the United 
States but 6,288 yuan or $990 in China, which allowed arbitrageurs to undercut 
Apples price in China while still making a profit.  Thus, even though Apple sold 
the iPad only through authorized dealers, it failed to prevent arbitrage in China.  
However, it may have reduced the extent of the arbitrage.

Managers use a variety of other techniques to successfully prevent gray mar-
kets.  Managers of perfume firms have called upon governments to enforce their 
rights under patent, trademark, and copyright laws to prevent arbitrageurs from 
importing their products.  A 2011  ruling in favor of the French cosmetics manu-
facturer LOreal held that European Union trademark law applies to sales on 
eBay, and that eBay must help  identify gray market sellers who do not com-
ply.  However, a federal court ruled in 2015 that Costcos importation of gray- 
market watches did not infringe on Omegas copyright, consistent with the 2013 
Supreme Courts textbook decision (see the Mini-Case, Reselling Textbooks in 
Chapter 10).

One technique that most camera and electronic equipment manufacturers use 
is to provide a country-specific warranty.  A gray market camera purchased in the 
United States that was imported from Europe comes with a warranty that is good 
only in Europe and hence less attractive to U.S.  customers.  Of course, arbitrageurs 
responded.  Today, many stores offer nonmanufacturer warranties on gray market 
cameras and electronic equipment.  The main lesson for managers in firms selling 
branded products internationally is that investments in preventing or reducing 
arbitrage are often profitable.
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Martin has a couple of options.  First, he could try to insist that payment be made 
in U.S.  dollars so that the Indian firm bears the exchange rate risk.

Second, Martin can hedge  the risk by purchasing a forward contract  or a  futures 
contract.  Such a contract is  an agreement to exchange one currency for another in 
the future at a specified rate.  For example, Martin could contract to exchange INR 
60 million for $1 .2 million in 6 months.  Such a contract is called a forward contract if 
it is a private agreement with another party, such as a bank.  The bank would charge 
a fee for the contract, say $10,000.  Effectively, the bank is selling Martin an insurance 
policy for $10,000.

Futures contracts are similar, except that they are standardized contracts, often 
called Forex  contracts,  that sell on organized exchanges.  The Chicago Mercantile 
Exchange is the major trading venue for such contracts in the United States.

1 7.3 International trade Policies
Although firms and consumers in one country want to trade with people in other 
countries, governments often prevent free trade between nations.  A government may 
prevent trade so as to protect domestic suppliers from competition by foreign firms.  
For example, a government may ban trade or set a quota  that limits the amount of a 
good that can be imported.  Alternatively, a government may tax imports or exports 
to raise government revenue.  Commonly, governments collect an import tariff (some-
times called a duty),  which is a tax on only imported items.

Historically, governments have concentrated on restricting imports rather than 
limiting or encouraging exports.  Consequently, we focus on the effects of a countrys 
trade policies that restrict imports based on prices, government revenue, and total 
surplus in a competitive, domestic market.

Quotas and tariffs in  Competitive Markets
Quotas and tariffs are usually applied to imports by the government of the importing 
country.  A government chooses one of four import policies:

 allow free trade.  Foreign firms may sell in the importing country without 
restrictions.

 Ban all  imports.  The government sets a quota of zero on imports.

 Set a tariff.  The government imposes a tariff on imported goods.

 Set a positive quota.  The government limits imports to Q.

Quotas, including bans, change the supply curve.  As we showed in our analysis of 
taxes in Chapter 2, we can think of a tariff or tax as either shifting the supply curve 
up or shifting the demand curve down.

To illustrate the effects of these various policies,  we examine the U.S.  market 
for crude oil.  For simplicity, we assume that transportation costs are zero and that 
the United States is small enough to be a price taker in world markets.  We further 
assume that the supply curve of oil is  horizontal at the world price,  which is  the 
market-clearing price in the world market.  Given these assumptions, the importing 
country, the United States, can buy as much crude oil as it wants at the world price.

Free trade Versus a Ban on Imports.  Preventing imports into the domestic 
market raises the price.  In Figure 17.2, the estimated U.S.  domestic supply curve, Sa,  
is  upward sloping and the foreign supply curve is  horizontal at the world price, 
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which averaged $60 per barrel (an average for the first half of 2015).6 The total U.S.  
supply curve, S1,  is the horizontal sum of the domestic supply curve and the foreign 
supply curve.  Thus, S1  is the same as the upward-sloping domestic supply curve for 
prices below $60 and is horizontal at $60.  With free trade, the United States imports 
crude oil if its domestic price in the absence of imports would exceed the world price.

The free-trade equilibrium, e1,  is  determined by the intersection of S1  and the 
demand curve, where the U.S.  price equals the world price, $60, and the quantity is 
17.5 million barrels per day.  At the equilibrium price, domestic supply is 9.6 on S2.  
Imports are therefore 17.5 - 9.6 = 7.9  million barrels.  U.S.  consumer surplus is 
A + B + C,  U.S.  producer surplus is D, and the U.S.  total surplus is A + B + C + D.  
(Throughout our discussion of trade, we ignore welfare effects in other countries.)

If imports are banned, the total U.S.  supply curve, S2,  is the American domestic 
supply curve, Sa.  The equilibrium is at e2,  where S2  intersects the demand curve.  

6The figures are based on Baumeister and Peersman (2013).

F I Gu RE  1 7 . 2  the Loss from Eliminating Free trade

Because the world  supply curve is  horizontal  at the 
world  price of $60,  the total  U .S.  supply curve of 
crude oil  is S1  with  free trade. The free-trade equil ib-
rium is e1 .  With  a  ban on imports,  the equil ibrium e2 
occurs where the domestic supply curve,  Sa = S

2,  

intersects D .  The ban increases producer surplus 
by B $1 .606 bil l ion  per day and decreases con-
sumer surplus by B + C $2.045 bil l ion per day,  so 
the deadweight loss is  C = $439  mil l ion  per day or 
$1 60 bil l ion  per year.
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Free trade Versus a  tariff.  Two common types of tariffs are specific tariffst  
dollars per unitand ad valorem tariffs a percent of the sales price.  In the modern 
era,  tariffs have been applied throughout the world,  most commonly to agricul-
tural products.8 For most of the postWorld War II period, the United States has 

The new equilibrium price is $199.34, and the new equilibrium quantity, 13 million 
barrels per day, is produced domestically.  Consumer surplus is A,  producer surplus 
is B + D,  and total surplus is A + B + D .

The ban helps U.S.  crude oil producers but harms consumers.  Because of the 
higher price,  domestic firms gain producer surplus of PS = B  +1 .606 billion 
per day.7 The change in consumers surplus is CS = -B - C  - +2.045 billion 
per day.  Consumers lose +1 .27 (=  2.045/1.606)  for every $1  that producers gain from 
a ban.

Does the ban help the United States? No.  The deadweight loss is the change in 
total surplus, TS :  the sum of the gain to producers and the loss to consumers, 
TS = PS + CS = -C  - +439 million per day or - +160 billion per year.

Min i - Ca se
Starting in 2014, many Western nations imposed a variety of sanctions on Russia 
because of its military activities in Ukraine.  In retaliation, Russia banned imports 
of many agricultural products from the United States, the European Union, Aus-
tralia, Canada, and Norway.

Russians,  particularly in prosperous cities 
such as Moscow, depend heavily on imported 
foods from the West.  The previous year, 2013, 
Russian agricultural imports  were about $1  
billion from the United States and 11 .8 billion 
euros ($15.7 billion)  from the European Union.

The ban imposes substantial costs on Russian 
consumers.  In 2014, food prices soared 11 .5%, 
which was 5.8% higher than the overall infla-
tion rate.  Prices for some types of food increased 
even more.  Meat and poultry prices rose 18% 
over the previous year, while the price of but-
ter shot up by 17%.  In early 2015, the  Russian 
Finance Minister said that  Russias losses from 
the Western sanctions were $50 billion.

The ban had less effect on firms in exporting nations, which could sell their 
products elsewhere.  And Russian food-producing firms benefited.  For example, 
in the first quarter after the ban went into effect,  the profit of Cherkizovo, a 
 Russian producer of meat, rose eightfold from the previous year.

Russian Food Ban

7Because the demand and supply curves are nonlinear, we calculated the surplus measures using 
areas of shapes other than rectangles and triangles.
8After World War II,  most trading nations signed the General Agreement on Tariffs and Trade 
(GATT), which limited their ability to subsidize exports or limit imports using quotas and tariffs.  
The rules prohibited most export subsidies and import quotas, except when imports threatened 
market disruption (a term that was left undefined).  Modifications of the GATT and agreements 
negotiated by its successor, the World Trade Organization, have reduced or eliminated many tariffs.
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had a tariff on oil to  raise government revenue or to reduce U.S.  dependence on 
foreign oil.

You may be asking yourself, Why should we study tariffs if weve already looked 
at taxes (Chapter 2)?  Isnt a tariff just another tax? Good point!  Tariffs are just taxes.  
If the only goods sold were imported, the effect of a tariff in the importing country 
would be the same as we showed for a sales tax.  We study tariffs separately because 
a tariff is applied only to imported goods, so it affects domestic and foreign produc-
ers differently.

Because tariffs are applied to only imported goods, they do not raise as much tax 
revenue or affect equilibrium quantities as much as taxes applied to all goods in a 
market.  For example, De Melo and Tarr (1992)  calculated that almost five times more 
tax revenue would be generated by a 15% additional ad valorem  tax on petroleum 
products than by a 25% additional import tariff on oil and gas.

To illustrate the effect of a tariff, suppose that the government imposes a specific 
tariff of t = +40 per barrel of crude oil.  Given this tariff, firms will not import oil into 
the United States unless the U.S.  price is at least $40 above the $60 world price.  The 
tariff creates a wedge between the world price and the U.S.  price.  This tariff causes 
the total supply curve to shift from S1  to S3 in Figure 17.3.  As the world supply curve 
for oil is horizontal at $60, adding a $40 tariff shifts this supply curve upward so that 
it is horizontal at $100.  That is, the rest of the world will supply an unlimited amount 
of oil at $100 inclusive of the tariff.  As a result, the total U.S.  supply curve with the 
tariff, S3,  equals the domestic supply curve for prices below $100 and is horizontal 
at $100.

The new equilibrium, e3,  occurs where S3  intersects the demand curve.  At this 
equilibrium, price is $100 and quantity is 15.4 million barrels of oil per day.  At this 
higher price, domestic firms supply 10.9 million barrels of oil per day, so imports are 
15.4 - 10.9 = 4.5 million barrels of oil per day.

The tariff protects  American producers from foreign competition.  The larger the 
tariff is, the less crude oil is imported; hence the higher is the price that domestic 
firms charge.  (With a large enough tariff, nothing is imported, and the price rises to 
the no-trade level, $199.34.)  With a tariff of $40, domestic firms producer surplus 
increases by area B +412 million per day.

Because the  U.S.  price  rises  from $60 to  $100,  consumer surplus  falls  by 
B + C + D + E +654 million per day.  The government receives tariff revenues, 
T,  equal to  area D +180 million per day, which is  t = +40 times the quantity 
imported, 4.5 million.

The deadweight loss is the loss of consumer surplus, B + C + D + E,  minus the 
tax revenue, D,  minus the producer surplus gain, B .  That is, the deadweight loss is 
C + E = +62 million per day, or $22.6 billion per year.  This deadweight loss is 15% 
of the gain to producers.  Consumers lose $1 .59 for each $1  that domestic producers 
gain.  Because the tariff doesnt completely eliminate imports, the loss of total surplus 
is smaller than it is if all imports are banned.

This deadweight loss has two components.  First, C  is  a production distortion lost  
from U.S.  firms producing 10.9 million barrels per day instead of 9.6 million barrels 
per day.  Domestic firms produce this extra output because the tariff drives up the 
price from $60 to $100.  The cost of producing these extra 1 .3 million barrels of oil per 
day domestically is C + G,  the area under the domestic supply curve, Sa,  between 
9.6 and 10.9.  Had Americans bought this oil at the world price, the cost would have 
been only G.  Thus, C  is the additional cost of producing the extra 1 .3 million barrels 
of oil per day domestically instead of importing it.
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Second, E  is  a consumption distortion loss  from U.S.  consumers  buying too little 
oil, 15.4 instead of 17.5  million barrels, because the tariff increases the price from 
$60 to $100.9 U.S.  consumers place a value on this extra output of E + H,  the area 
under their demand curve between 15.4 and 17.5.  The cost of buying this extra oil 

F I Gu RE  1 7 . 3  Effects of a  tariff or a  Quota

A tariff of t = $40 per barrel  of oil  imported  or a  
quota  of 4.5 mil l ion  barrels  per day drives the U .S.  
price of crude oil  to $1 00,  which  is  $40 more than 
the world  price.  Under the tariff,  the equil ibrium,  
e3,  is  determined  by the  intersection  of the  S3 
total  U .S.  supply curve and  the D  demand curve. 
Under the quota,  e3  is  determined  by a  quantity 
wedge of 4.5  mil l ion  barrels  per day between 
the quantity demanded,  1 5.4 mil l ion  barrels  per 

day,  and  the quantity suppl ied  by domestic firms,  
1 0.9  mil l ion  barrels  per day,  at a  price of $1 00 per 
barrel .  Compared  to  free trade,  domestic  pro-
ducers  ga in  area  B  and  consumers  lose  areas 
B + C + D + E  from either a  tariff  or a  quota.  I f 
the government gives the quota  rights  to foreign 
producers,  the deadweight loss is  C + D + E.  With  
a  tariff,  the government s  tariff revenue increases 
by D ,  so  the deadweight loss is  only C + E.
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9This analysis ignores the effect of oil consumption on the environment.
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from the world market is  only H,  the area below the line at $60 between 15.4 and 
17.5.  Thus, E  is  the difference between the value at the world price and the value 
U.S.  consumers place on this extra 1 .3 million barrels per day.

Free trade Versus a Quota.  The effect of a  quota is  similar to that of a 
tariff.  In Figure 17.3, if the government limits oil imports to 4.5 million barrels per 
day, the quota is binding because 7.9 million barrels per day were imported under 
free trade (see Figure 17.2).  In Figure 17.3, if the price equals $100, the gap between 
the quantity demanded, 15.4 million barrels per day, and the quantity supplied by 
domestic firms, 10.9 million barrels per day, is 4.5 million barrels per day.  Thus, a 
quota on imports of 4.5 million barrels per day leads to the same equilibrium, e3,  as 
a tariff of $40.

With a  quota,  the gain to  domestic  producers,  B,  and the loss to  consumers, 
C + E,  are the same as with a tariff.  The key difference between a tariff and a quota 
concerns who gets D .  With a tariff,  the government receives tariff revenue equal 
to area D .  With a quota, the government does not receive any revenue.  Instead, if 
the government gives the rights to sell the quota to foreign producers, they earn 
an extra arbitrage profit of D  because they buy the oil quota, 4.5  million barrels 
per day, at the $60 world price,  but sell it for $100.  Thus, the deadweight loss is 
C + E = +62 million per day with a tariff but C + D + E = +242 million per day 
with a quota.

Therefore, the importing country fares better using a tariff than it does setting a 
quota that reduces imports by the same amount, assuming the quota rights are given 
away to foreigners.  However, the government does not have to give away the quota 
rights.  It can sell the quota rights to either foreign producers or domestic importers 
for $40 per barrel.  Such a quota would have the same effect as the tariff on govern-
ment revenue and on domestic deadweight loss.

Q&a  1 7 . 2
How does a quota set by the United States on foreign sugar imports affect the 
total American supply curve for sugar given the domestic supply curve, Sd  in 
panel a of the graph, and the foreign supply curve, S  f  in panel b?
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Rent Seeking
Given that tariffs and quotas hurt the importing country, why do the Japanese, U.S., 
and other governments impose tariffs, quotas, or other trade barriers?  One reason is 
that domestic producers stand to make large gains from such government actions; 
hence, it pays for them to organize and lobby the government to enact these trade 
policies.  Although consumers as a  whole suffer large losses,  the loss to  any one 
consumer is usually small.  Moreover, consumers rarely organize to lobby the gov-
ernment about trade issues.  Thus in most countries,  producers are often able to 
convince (cajole, influence, or bribe)  legislators or government officials to aid them, 
even though consumers suffer more-than-offsetting losses.

If domestic  producers can talk the government into a  tariff,  quota,  or other 
policy that reduces imports,  they gain extra producer surplus, such as area B  in 
 Figures 17.2 and 17.3.  Economists call efforts and expenditures to gain a rent or a 
profit from government actions rent seeking.  If producers or other interest groups 
bribe legislators to influence policy, the bribe is  a transfer of income and hence does 
not directly increase deadweight loss.  However, if this rent-seeking behaviorsuch 
as hiring lobbyists and engaging in advertising to influence legislatorsuses up 
resources, the deadweight loss from tariffs and quotas understates the true loss to 
society.  The domestic producers may spend an amount up to the gain in producer 
surplus to influence the government.10

answer

1.  Determine the U.S.  supply curve without the quota .  The no-quota  total supply 
curve, S  in panel c, is the horizontal sum of the U.S.  domestic supply curve, 
Sd,  and the no-quota foreign supply curve, S  f.

2. Show the effect of the quota on foreign supply.  At prices below p,  foreign  suppliers 
want to supply quantities less than the quota, Qf,  as panel b shows.  As a result, 
the foreign supply curve under the quota, S  f,  is the same as the  no-quota  foreign 
supply curve, S  f,  for prices less than p.  At prices above p,  foreign suppliers 
want to supply more but are limited to Qf.  Thus, the foreign supply curve  
with a quota, S  f,  is vertical at Qf  for prices above p.

3.  Determine the U.S.  total supply curve with the quota.  The total supply curve with 
the quota, S,  is  the horizontal sum of Sd  and S  f.  At any price above p,  the 
total supply equals the quota plus the domestic supply.  For example, at p*, 
the domestic supply is Q *d  and the foreign supply is Qf,  so the total supply is 
Q*d + Qf.  Above p,  S  is  the domestic supply curve shifted Qf  units to the right.  
As a result, the portion of S  above p  has the same slope as Sd.

4.  Compare the U.S.  total supply curves with and without the quota.  At prices less than 
or equal to p  the same quantity is supplied with and without the quota, so S  is 
the same as S .  At prices above p  less is supplied with the quota than without 
it,  so S  is  steeper than S ,  indicating that a given increase in price raises the 
quantity supplied by less with a quota than without one.

10Tullock (1967)  and Posner (1975)  made this argument.  Fisher (1985)  and Varian (1989)  contended 
that the expenditure is typically less than the producer surplus.
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11This section uses game theory Chapter 12; however, the rest of this chapter does not assume 
knowledge of this material.  The following analysis is based on Brander and Spencer (1985)  and 
Krugman (1987).

Lopez and Pagoulatos (1994)  estimated the deadweight loss and the additional 
losses due to rent-seeking activities in the United States in food and tobacco prod-
ucts.  They estimated that the deadweight loss was $18.3  billion (in 2015 dollars), 
which was 2.6% of the domestic consumption expenditure on these products.  The 
largest deadweight losses were in dairy products and sugar manufacturing, which 
primarily use import quotas to raise domestic prices.  The overall gain in producer 
surplus was $66.2 billion.  In addition, the government gained $2.7 billion in tariff 
revenues.  If all of producer surplus and government revenues were expended in 
rent-seeking behavior and other wasteful activities, the total loss was $68.9 billion, 
or 12.5% of consumption, which is 4.75 times larger than the deadweight loss alone.  
In other words, the loss to society is  somewhere between the deadweight loss of 
$18.3 billion and +68.9 + +18.3 = +87.2 billion.

Noncompetitive Reasons for trade Policy
A government intervenes in international trade for many reasons beyond raising 
revenues from tariffs or from selling quotas.  Often, trade policy is used to create or 
eliminate market failures that result from noncompetitive markets.  First, the govern-
ment may use trade policy to create market power and capture some of the extra 
profit.  Second, the government may use strategic trade policies to help its domes-
tic industry compete more effectively with foreign firms when selling in a world 
 market.  Third, it may use contingent protection policies to prevent predation by 
foreign firms or to protect domestic firms from foreign competition.

Creating Market Power.  A government can exploit monopoly power by using 
tariffs or quotas, even if the underlying industry is highly competitive.  By restricting 
supply in a competitive market, the government can drive the price to the monopoly 
level.

The Philippines supplied four-fifths of the worlds coconut oil,  so it was large 
enough to affect the world price of coconut oil.  However, because its growers, refin-
ers, and exporters operated in competitive markets, the world price was a competi-
tive price.  To create market power, the government imposed a tariff or tax on copra 
(the part of the coconut used to create coconut oil).  Doing so not only increased the 
world price, but it allowed the government to capture the increased profit as tariff 
revenue.  The government could have achieved the same outcome by limiting exports 
using quotas that it would sell to the highest bidder.

Strategic trade Policy.11  A governments trade policy can increase the share 
of the profits in imperfectly competitive industries that goes to its domestic indus-
try.  To illustrate this idea, we consider a vaccine market that is  large enough to sup-
port one producer but not twoa market with a natural monopoly.  Each disease 
requires a different vaccine, and each vaccine is  costly to develop.  Many vaccines 
in a  given region are produced and sold by a  monopoly supplier (Danzon and 
Pereira,  2011).

Ajinomoto (a major Japanese vaccine producer)  and Novartis (a Swiss producer)  
choose whether to enter and produce a  particular vaccine for the U.S.  market.  
Table 17.3 shows their profits from the resulting entry game (Chapter 12).
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12The game also has a mixed-strategy equilibrium, in which each firm chooses to enter with a posi-
tive probability less than one (Chapter 12).

If both firms enter, both lose, making a profit of -5.  Therefore, if its rival enters, 
a firm prefers to stay out of the market.  If Novartis enters and Ajinomoto does not, 
then Novartis earns 90 and Ajinomoto earns nothing.  If Ajinomoto also enters, its 
profit is -5, so it regrets entering.  Similarly, if Ajinomoto enters, then Novartis pre-
fers not to enter.  Neither firm has a dominant strategy.  However, using the game 
theory analysis from Chapter 12, we see that this game has two pure strategy Nash 
equilibria:  Novartis enters while Aj inomoto stays out or Aj inomoto enters and 
Novartis stays out.12

Can a government act to increase the profit of its domestic firm? If only the Japa-
nese government acts by offering a subsidy of 10 to Ajinomoto if it enters, then the 
profit matrix changes to Table 17.4.  This subsidy makes entering a dominant strategy 
for Ajinomoto.  If Novartis enters, Ajinomoto earns 5, which is greater than the zero 
profit it earns if it does not enter.  If Novartis does not enter, Ajinomotos profit is 
100 if it enters and 0 otherwise.  Thus, Ajinomoto should enter regardless of what 
Novartis does.  Knowing that Ajinomoto wants to enter,  Novartis decides not to 
enter, because to do so would cause it to lose 5.  Thus, the subsidy results in a Nash 
equilibrium in which Ajinomoto enters and earns 100, and Novartis stays out.

As a consequence, Japan obtains a net surplus of 90 (=  Ajinomoto >s profit of 100 
minus the subsidy of 10).  This surplus is  much more than Japan gets if Novartis 
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13This decision is described on the U.S.  Department of Commerce Web site at http://enforcement 
.trade.gov/download/factsheets/factsheet-prc-hpsc-adcvd-final-20120501.pdf.

enters and Ajinomoto does not, or if both firms enterboth of which are possibilities 
without a subsidy.  Using this strategic trade policy, Japan has shifted an uncertain 
situation in its favor.

Both strategic trade policy tools and the trade policies that create market power 
are beggar-thy-neighbor  policies.  One country gains at the expense of other countries.  
Therefore, an important component of international trade agreements is to prevent 
or limit the use of such trade policies.  Consequently, the trade agreements underly-
ing the World Trade Organization specify that signatory countries agree not to use 
export subsidies.

Contingent Protection.  Contingent protection  is  a  trade policy that protects 
domestic producers from certain actions by foreign firms or governments.  The World 
Trade Organization allows member countries to impose contingent protection using 
antidumping laws and countervailing duty policies.

Many countries have contingent protection laws against dumping,  which occurs 
if a foreign producer sells a product at a price that is below the price that it sets in 
its home country or at a price that is  lower than its cost of production.  Under its 
antidumping law, the United States imposes a tariff (or duty)  on the dumped good.

A common justification for this law is to prevent a foreign firm from engaging in 
predation (Chapter 16), keeping its U.S.  price low until it drives U.S.  firms out of the 
industry and then raising its U.S.  price.  Such a story is implausible unless something 
prevents firms from entering the market after the price rises.  Apparently the primary 
use of antidumping laws is to protect domestic industries from lower-price foreign 
competition and to prevent foreign firms from price discriminating when such dis-
crimination would favor domestic consumers.

Under a countervailing duty policy, a government may impose a duty if an imported 
good is subsidized by a foreign government through direct cash payments, cred-
its against taxes, below-market rate loans, or in other ways.  For example, in 2012, 
the U.S.  Department of Commerce imposed both antidumping and countervailing 
duties on imports of high-pressure steel cylinders from China in response to a com-
plaint by the Norris Cylinder Company of Texas.  The antidumping duties ranged 
across Chinese suppliers from 6.6% to 31 .2%.  In addition, the countervailing duties, 
intended to offset government subsidies in China, were set at 15.8% of the import 
price.  These duties resulted from a legal determination that the price of the Chinese 
firms cylinders was low due to dumping and subsidies, thereby materially injuring, 
or threatening material injury to, the U.S.  domestic industry.13

Min i - Case In 2011, seven U.S.  solar panel makers asked the U.S.  Department of Commerce 
to conduct antidumping and countervailing duties investigations of Chinas 
crystalline silicon solar panel industry.  SolarWorld Industries America Inc.  
(a branch of a German firm), the largest U.S.  producer of crystalline silicon solar 
cells and panels, filed the petition on behalf of this group of U.S.  manufacturers.  
SolarWorld contended that the Chinese government provided its industry with 
massive subsidies, which were about 20 times the total of U.S.  solar subsidies in 
the past year.  As a consequence, the U.S.  firms contended, Chinese firms flooded 
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trade Liberalization and the World trading System
The World Trade Organization (WTO), an organization comprised of most of the 
worlds trading nations, coordinates international trade and limits trade policies 
that create distortions, such as tariffs and quotas used to create market power.  The 
WTO was created by several international agreements.  The most important of these 
agreements is the General Agreement on Tariffs and Trade (GATT).  The GATT was 
originally drafted and signed in 1947, partly in reaction to the costly trade wars 
of the 1930s and partly to reestablish commercial relations among the nations that 
were disrupted during World War II.  The WTO was established in 1995, although it 
was, in essence, a formalization of the administrative structure that had developed 
around the GATT.

The most important aspect of the GATT and the WTO has been to promote trade 
liberalization, which allows firms and consumers to benefit from trade.  The WTO 
imposes various requirements on member countries that facilitate international 
trade, including limits on tariffs and quotas.  Over time, countries gradually accepted 
the WTO free-trade principles.  Only 23 nations signed the first GATT agreement in 
1947.  At present, over 150 countries are members of the WTO and signatories to the 
GATT.  These countries are responsible for almost all of the worlds trade.  Most of 

the U.S.  market with silicon products that sold at low prices, which drove U.S.  
firms out of business.  According to Gordon Brinser, president of the U.S.  Solar-
World branch, Our domestic industry is under siege.  Lets be clear, China has 
a plan for our market:  to gut it and own it.

These U.S.  firms were concerned because Chinese exports of crystalline sili-
con solar cells and panels to the United States increased by more than 350% from 
2008 to 2010, while worldwide panel prices tumbled 40% during that period.  
Seven U.S.  manufacturers shut down or downsized from 2010 to mid-2011 .

Not all U.S.  firms supported this request.  Growth is a  result of declining 
prices,  said Arno Harris, CEO of Recurrent Energy.  Were not going to shift 
a bunch of jobs to the U.S.  by putting in tariffs.  All were going to do is  shrink 
the market and slow the growth.  He went on to say that One manufacturer 
who cant compete with todays solar panel prices is  basically looking to put in 
place trade barriers to make the U.S.  a safe market for their own more expensive 
solar panels.  Indeed, although the firms represented in the SolarWorld suit lost 
money and many had to close, other solar firms did well enough that the U.S.  
solar industry was a net exporter to China in 2010.  Harris concluded that Its 
not in any way in the interest of American consumers .  .  .  and its certainly not 
in the interest of slowing global climate change.

In 2012, the U.S.  International Trade Commission (ITC)  ruled that Chinese 
solar manufacturers had received illegal subsidies from their government and 
sold products in the United States at prices 18.32% to 249.96% below the fair 
market value.  The ITC imposed tariffs that ranged from 24% to 255% on Chinese 
solar modules.  However,  the tariffs apply only to solar modules and panels 
made with Chinese-origin cells,  so Chinese companies can avoid the tariffs by 
assembling the modules in China using cells from other countries.  Another ITC 
decision in 2015 cut the tariff on most Chinese PV (photovoltaic)  panel manu-
facturers to about 15%.
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the other countries in the world have observer  status in the WTO and hope to become 
full members.

Reducing trade barriers, particularly tariffs and quotas, has been the most sig-
nificant achievement of the GATT and the WTO.  When the GATT was first created, 
many countries had prohibitive trade barriers, which prevented any trade with a 
wide range of potential trading partners.  The immediate contribution of the GATT 
during its early years was to enable any trade at all between many countries.  How-
ever, even as late as the 1980s,  tariffs, quotas,  and other trade barriers were still 
significant impediments to trade.  Since then, trade barriers have continued to fall.  
From 1986 through 2010 the world average tariff rate fell from 26.3% to 8.1%.  In high-
income countries, the average tariff fell from about 10% to under 3%.14

Countries that belong to the WTO are allowed to establish preferential trading 
arrangements  between groups of WTO member countries, including free trade agree-
ments that eliminate tariffs and quotas altogether.  The United States participates 
in the North American Free Trade Agreement (NAFTA) with Canada and Mexico, 
and the Dominican Republic-Central America-United States Free Trade Agreement 
(CAFTA-DR)  with Costa Rica, El Salvador, Guatemala, Honduras, Nicaragua, and 
Dominican Republic.  In addition, the United States has bilateral free trade agree-
ments with Australia,  Bahrain, Chile,  Colombia, Israel,  Jordan, Morocco, Oman, 
Panama, Peru, Singapore, and South Korea.

Not surprisingly, trade liberalization has increased the amount of international 
trade.  However, perhaps less obviously, trade liberalization has made it easier for 
firms to use inputs from many different countries to produce their final products.  
General Motors, Westinghouse, Sony, and other companies can manufacture parts 
in one country and assemble them in another because tariffs and other trade barriers 
are low or nonexistent.  High tariffs would make such supply chain arrangements 
much less attractive.  Thus, a major effect of trade liberalization has been to increase 
the globalization of supply chains.  Many efforts have been made to assess the costs 
and benefits of trade liberalization.  Virtually all such studies find that these trading 
nations gain significantly from liberalization (Feenstra, 2010).  Trade liberalization 
has been a major driving force behind the recent dramatic improvements in the 
standard of living in China, India, and other developing countries.

trade Liberalization Problems

Critics of freer trade raise concerns about a variety of negative effects, particularly 
relating to environmental standards and to wages and labor standards.  Freer trade 
might exacerbate environmental problems caused by environmental externalities 
or open-access common property (Chapter 16).  Because most developing countries 
have weaker environmental laws than do the United States and other high-income 
countries, critics predict that freer trade will cause these developing countries to 
become pollution havens:  Firms based in developed countries will move their manu-
facturing to these developing countries,  save money due to avoiding the cost of 
environmental regulation, and then export their products to their home countries.  
Such issues were important when Mexico joined Canada and the United States in 
the North American Free Trade Agreement (NAFTA) in 1994, which removed tar-
iffs on goods traded by these countries.  Many U.S.  companies moved operations 
across the Mexican border, including major auto producers such as Ford and General 

14These tariffs are unweighted averages (http://go.worldbank.org/LGOXFTV550).
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Motors and major producers of electrical equipment such as Honeywell and General 
Electric.15

Analysis of the Mexican experience following its entry into NAFTA indicates nei-
ther a notable increase in environmental problems nor a notable decrease (Gallagher, 
2004; Lipford and Yandle, 2011).  Some areas close to the U.S.  border experienced an 
increase in pollution problems, but improvements occurred in other areas.

Critics of freer trade similarly argue that U.S.  firms might move operations to 
developing countries with low wages and weak labor standards.  However, these 
cases differ in a critical manner.  The pollution haven problem is based on market 
failure, and liberalizing trade and investment can make this market failure worse
reducing total surplus in the global economy.  Low wages do not, in themselves, 
imply a market failure.  Freer trade should be faulted only if it results in lower wages 
or labor standards in developing nations.  So far, little evidence exists showing such 
a negative effect (Salem and Rozental, 2012).

1 7.4 Multinational Enterprises

The managers of companies that produce in many countries must decide how much 
to trade and what prices to use when trading internationally between their units.  
These decisions turn critically on differences in tax laws across countries.

Most of the worlds  largest companies are multinational  enterprises  (MNEs):  
enterprises that control productive assets in more than one country.16 MNEs play 
a  dominant role in world trade flows, accounting for approximately 90% of U.S.  
exports and imports (Antrs and Yeaple 2014).

Multinationals normally have a parent company and a number of foreign affili-
ates.  According to the definitions used by international agencies including the United 
Nations Conference on Trade and Development (UNCTAD) and the International 
Monetary Fund (IMF), any company in which the parent has an ownership share 
of 10% or more is  regarded as an affiliate.  An affiliate in which the parent has an 
ownership share of 50% or more is called a subsidiary.  Many subsidiaries are wholly 
owned by the parent.

Toyota is one of the worlds largest MNEs.  The parent Toyota Motor Corporation 
is based in Japan and has subsidiaries throughout the world, including in the United 
States.  Typically, a multinational enterprise is not a single corporation.  Rather, the 
parent company is a corporation and each subsidiary is itself a corporation, with its 
own CEO and senior managers.  The only shareholder of a wholly owned subsidiary 
is  the parent corporation.  Thus, a multinational enterprise, such as Toyota, is  an 
interlocking network of corporations connected through ownership.

The management of each subsidiary normally has discretion over business deci-
sions such as how much to produce, what prices to charge, and how much and where 
to advertise.  Each subsidiary is normally treated as an independent profit center:  The 
managers of each subsidiary seek to maximize the profits of their subsidiary and do 

15Proponents of NAFTA noted that it incorporated specific agreements on environmental regula-
tion that were intended to improve environmental policy in Mexico.  They also argued that because 
NAFTA would raise incomes in Mexico, Mexico would be more likely to institute greater environ-
mental protections.
16MNEs are sometimes called transnational corporations (TNCs)  or multinational corporations 
(MNCs).
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not consider the profits of other subsidiaries.  However, the parent corporation may 
intervene in business decisions of subsidiaries to achieve better performance for its 
bottom line, even if that imposes costs on particular subsidiaries.

Very few firms start as multinational enterprises.  A start-up firm typically initially 
focuses only on its domestic market.  After it is well established, it may export its 
products.  After its exports become numerous enough, the firm may decide that it is 
more cost-effective to produce its good or services in another country, and it becomes 
a multinational enterprise.

Becoming a Multinational
A firm becomes a multinational through foreign direct investment (FDI).  The two 
types of FDI are greenfield investments  and the purchase of foreign assets.

A greenfield investment  creates a new production facility in a  foreign country, 
such as  in an undeveloped, green field.  For example,  in 2015,  Ford announced 
two greenfield investments in Mexico, including a new $1 .1  billion engine plant in 
Chihuahua and a new $1 .2 billion transmission plant in Guanajuato.  These plants 
were expected to export engines and transmissions to Ford assembly plants in the 
United States, Canada, South America, and Asia.

The other type of FDI is the acquisition of existing productive assets such as a 
plant or a firm.  When a foreign firm acquires 10% or more of a domestic companys 
voting stock, the purchase is categorized as a direct investment, and is sufficient to 
classify the parent company as a multinational in official statistics.  For example, in 
2014, Japans Suntory Holdings, a major producer of alcoholic beverages in Japan, 
paid $16 billion to purchase Beam Inc., the U.S.-based producer of Jim Beam bourbon 
and other alcoholic beverages.  The acquired company was renamed Beam Suntory 
and operates as a wholly owned U.S.  subsidiary of Japanese parent company Sun-
tory Holdings.

Traditionally, a major motive for a firm to acquire or build foreign productive 
assets is to lower its cost of supplying that foreign market by producing in that mar-
ket rather than exporting to it.  Toyota originally built plants in the United States to 
produce for the American market largely because it was less expensive than shipping 
cars from Japan.  Producing locally allows the company to reduce transport costs and 
avoid tariffs or quotas on imported goods.

However, as tariffs and transportation costs have fallen in recent years, and inter-
national communication has become easier, a second motive has become relatively 
more important:  comparative advantage in the supply chain.  Increasingly, multi-
nationals have found it efficient to produce various components or other inputs to 
production around the world, selecting the best location for each component.

Min i - Case U.S.  car manufacturers and labor unions regularly lobby the U.S.  government for 
trade policies that favor their cars over imports.  However, one might ask which 
firms are the true all-American manufacturers.

No car is  entirely built in the United States using only U.S.  parts.  In 2015, 
nine cars and trucks tied for having the most American content at 75%.  Three of 
these were manufactured by the Japanese firms Toyota and Honda, including 
the Toyota Camry, which is assembled in Georgetown, Kentucky, and Lafayette, 
Indiana.  Of the major U.S.  auto manufacturers, General Motors had five of the 
nine, Fiat Chrysler had one, and Ford had none.

Whats an 

american Car?
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International transfer Pricing
An MNE can gain many tax and other advantages by having its subsidiary in one 
country sell its goods or services to a subsidiary in another country.  Typically, an 
MNE lets its subsidiaries make most decisions independently.  However, the parent 
firm may lose profit if it lets one subsidiary set a very high transfer price:  the price 
used for an intra-firm transfer of goods or services.

Toyota provides an example of such intra-firm transfers.  Toyota Motor Engineer-
ing & Manufacturing North America (TEMA), a subsidiary of the parent firm, Toyota 
Motor Corporation, produces most of the Toyota motor vehicles sold in the United 
States.  The cars are marketed and sold primarily by Toyota Motor Sales, U.S.A., Inc.  
(TMS), another subsidiary of the parent Toyota Motor Corporation.  TEMA sells cars 
to TMS, which in turn sells and distributes them to Toyota dealerships.  The price at 
which TEMA sells cars to TMS is a domestic transfer price.

Toyota subsidiaries also engage in international transfer pricing.  For example, 
Toyota Motor Manufacturing Canada Inc.  (TMMC) is  another Toyota subsidiary, 
based in Canada, which sells vehicles to TMS for sale in the United States using an 
international transfer price.

We illustrate the key issues in international transfer pricing by examining how 
TMMC sets its transfer price to TMS for a Toyota RAV4 crossover SUV, which is pro-
duced by TMMC.  For simplicity, we assume that the RAV4 is essentially a monopoly 
product (the only such vehicle in its class).

Profit-Maximizing  transfer Pricing.  How should TMMC set its  transfer 
price? We consider two possibilities.  First, we ask how TMS would set its monopoly 
price if it were a vertically integrated firm (Chapter 7)  that both manufactured and 
sold cars.  Second, we examine how TMS would price the car if TMMC sets a monop-
oly transfer price to TMS, which then sets a monopoly price to final consumers.

If TMS were vertically integratedif it produced the RAV4 instead of obtaining 
it from TMMCit would apply a monopoly markup M  based on the demand curve 
of its U.S.  customers to its marginal cost of producing a car, m,  to obtain its profit-
maximizing monopoly price, p1 = M * m . 17 We know that the markup M  exceeds 
1  because a profit-maximizing monopoly sets its price above its marginal cost.

17Equation 9.5 shows that the monopolys marginal revenue is MR = p(1 + 1/e),  where e  is  the 
elasticity of demand.  Thus, as  Equation 9.8  shows, the monopoly sets  MR = p(1 + 1/e) = m.  
Therefore,  its  profit-maximizing monopoly price  is  p = m/(1 + 1/e) .  That is,  its  markup  is 
M = 1/(1 + 1/e) .  For simplicity in this section, we assume that e  is  constant, so that M  is a con-
stant.  It does not change even if a change in m  causes the firm to move to a different point on its 
demand curve.  If e  is  not constant (such as with a linear demand curve), M  varies as m  varies.  We 
use a linear demand curve in Q&A 17.3.

For all manufacturers, the share of U.S.  parts in their vehicles varies annu-
ally in response to changes in relative prices, disruption of supply lines due to 
natural disasters, and other factors.  The U.S.  content of the Ford F-150 was 60% 
in 2011 ,  but 75% in 2012 (after Japans major 2011  earthquake and tsunami).  
The 2015 Ford Focus, which is  supposed to be a poster car for Fords global 
One Ford strategy, had only 40% domestic parts.  Moreover, many of the main 
U.S.  auto manufacturers  models are assembled in Canada or Mexico, in large 
part due to the North American Free Trade Agreement, which eliminates tariffs 
when the assembled vehicles are shipped to the United States.
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However, the two subsidiaries are not vertically integrated.  They act indepen-
dently.  Because TMMC is the monopoly supplier of the RAV4 to TMS, TMMC maxi-
mizes its profit by setting a monopoly transfer price for the cars it manufactures 
and sells to TMS.  TMMC applies a  markup of M* to its  marginal cost, m ,  setting 
its transfer price to TMS at p* = M* * m .  TMS views this transfer price, p*, as its 
marginal cost (rather than m) .  TMS applies its markup, M,  to its marginal cost p* 
to determine the final price to consumers:  p2 = M * p* = M * M* * m .  Thus, the 
final price reflects a double markup, M * M*,  instead of the single markup, M,  if 
the companies were vertically integrated.  Because both markups are larger than one, 
the double markup price, p2,  is  greater than the price of the vertically integrated 
company with a single markup, p1.  As a result,  TMS sells  fewer cars at a  higher 
price than if it were a vertically integrated firm.  Because p1  is the profit-maximizing 
monopoly price, charging a higher-than-monopoly price reduces the parent com-
panys total profit.

For this reason, the parent company would not want TMMC to set a monopoly 
transfer price.  The transfer price that maximizes combined profits of TMMC and 
TMS equals TMMCs marginal cost of production.  This price maximizes combined 
returns to the two subsidiaries.

However, Toyota might have a  tax-based incentive to use a different transfer 
priceone that does not equal marginal cost.  Using an alternative transfer price can 
help Toyota avoid taxes.18

18Toyota might also want to make sure that TMMC does not incur a loss, which occurs if TMMC 
incurs fixed costs such that a transfer price equal to marginal cost does not cover its total costs.  Car 
production has high fixed costs (plant, equipment, and managerial staff).

Q&a  1 7 . 3
Reebok Vietnam (RV)  is  a subsidiary of the German multinational corporation 
Adidas.  RV makes shoes in Vietnam and sells  some of these shoes to Adidas 
Japan (AJ), another Adidas subsidiary, at the transfer price p*.  AJ sells the shoes to 
Japanese consumers.  For simplicity, we assume AJ has a monopoly in Japan.  Sup-
pose that the inverse demand function in Japan for Reebok shoes is p = 100 - Q,  
where Q  is  measured in tens of thousands of pairs per month and p  is  the price 
per pair of shoes.  RVs cost of production is CR

= 20Q,  so its marginal cost of pro-
ducing shoes is $20 per pair in Vietnam.  If the parent Adidas Corporation directs 
RV and AJ to maximize their combined profit, what are the price, quantity, and 
resulting profit?  What happens if, instead, RV sets its transfer price at p* = 60?

answer

1.  Determine the profit-maximizing quantity and price for shoes if RV and AJ act like a  
single profit-maximizing firm, and calculate the profit.  Because the demand curve 
is  linear,  the marginal revenue curve has the same intercept and twice the 
slope of the inverse demand function:  MR = 100 - 2Q.  To maximize its profit, 
Adidas operates where its marginal cost, 20, equals its MR:

MR = 100 - 2Q = 20 = MC.

By solving this equation for Q,  we find that the firms optimal Q = 40.  Sub-
stituting that quantity into the inverse demand function, we learn that Adidas 

MyEconLab Q&A
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tax avoidance.  If corporate tax rates differ across countries, Toyota prefers 
to earn most of its profit in the low-tax country.  The transfer price determines the 
allocation of profits between TMMC and TMS.  As the price increases from marginal 
cost toward the monopoly price, TMMCs profit rises and TMSs profit falls.

If the Canadian corporate income tax, which is paid by TMMC, is 20%, while the 
U.S.  corporate tax rate, which is paid by TMS, is 30%, then Toyota prefers to earn its 
profits in Canada rather than in the United States.20 Accordingly, the Toyota parent 
prefers a relatively high transfer price.

Suppose that TMMC initially produces a vehicle at a marginal cost of $30,000 and 
transfers that vehicle to TMS at a transfer price of $30,000, so that TMMC earns no 
profit in Canada.  TMS resells the vehicle to an independent locally owned American 
dealership at a (wholesale)  price of $32,000, so that its before-tax profit margin on 
this car is $2,000.  Given that the U.S.  corporate tax rate is 30%, TMS pays 30% of its 
profit on the vehicle$600 to the U.S.  tax authoritiesyielding an after-tax profit of 
+1,400 (=  +2,000 - +600),  which goes to the parent, Toyota.

Now suppose that the transfer price on the vehicle is raised to $32,000.  TMMC 
earns a before-tax profit of $2,000, on which it pays taxes of $400 at the Canadian rate 
of 20% per vehicle, yielding a net profit of $1 ,600.  TMS earns no profit and therefore 

20Corporate tax rates in the United States vary from state to state and in Canada from province 
to province.  The actual amount paid depends on a host of special deductions and other tax code 
provisions.  Consequently, U.S.  firms often locate offices in low-tax states to reduce state taxes.  
For example, although Apples corporate headquarters are in California, it set up a small office in 
Nevada to collect and invest its profits because Californias corporate tax is 8.84% and Nevadas 
is zero.

sets  a  price in Japan of p = 100 - 40 = 60.  Its  profit,  ,  is  the difference 
between its revenue and cost:  = R - C = (60 * 40) - (20 * 40) = 1,600.

2.  Determine AJs  profit-maximizing quantity and price for shoes  and the  profits  
of RV and AJ if RV sets  a  transfer price of p* = 60.  The transfer price is  AJs 
new marginal cost.  It  operates  where  its  marginal  revenue equals  its 
marginal  cost:  MR = 100 - 2Q = 60.  Thus,  the  quantity that maxi-
mizes  AJs  profit is  Q = 20.  Substituting that quantity into the inverse 
demand function,  we  find  that AJs  price  is  p = 80.  AJs  profit  is 
J
= RJ

- CJ
= pQ - (p* * Q) = (p - p*)Q = (80 - 60) * 20 = 400.  RVs 

profit is  R
= RR

- CR
= (p* * Q) - 20Q = (60 * 20) - (20 * 20) = 800.  

The sum of the profits of AJ and RV is 400 + 800 = 1,200.  This sum is consid-
erably less than the profit of 1 ,600 that they earn if they act like a single firm.

Comment:  The transfer price p* = 60 maximizes RVs profit given that the sub-
sidiaries act independently.19

19Because AJ views the transfer price p* as its marginal cost, it sets its marginal revenue equal to 
p*:  MR = 100 - 2Q = p*  or Q = 50 - 0.5p*.  That is,  for any transfer price p*,  AJ will purchase 
Q = 50 - 0.5p*  from RV.  This relationship is the demand function facing RV.  It is  referred to as a 
derived demand  because it is derived from the downstream consumer demand for shoes.  RVs cor-
responding marginal revenue function is MR = 100 - 4Q,  which it equates to its marginal cost of 
20:  100 - 4Q = 20.  Thus, it maximizes its profit when Q = 20.  Substituting this quantity into RVs 
derived demand function, we know that 20 = 50 - 0.5p*,  so p* = (50 - 20)/0.5 = 60.  Thus, RVs 
profit-maximizing transfer price is p* = 60.
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pays no U.S.  corporate income tax on this vehicle.  Toyota now earns an after-tax 
profit of $1 ,600 on this vehicle instead of the $1 ,400 it earned with the lower transfer 
price in place.

Thus, the higher transfer price has the effect of shifting profit from the U.S.  to 
the Canadian subsidiary, where the profit is  taxed at a  lower rate.  As the parent 
Toyota Motor Corporation is the owner of both TMMC and TSM, it benefits from 
this increased transfer price, other things equal.

But other things are not equal.  A trade-off exists between the tax advantage of 
high transfer prices and the inefficiency of having a transfer price above marginal 
cost.  The after-tax profit per vehicle transferred rises with the higher transfer price, 
but TMS imports fewer vehicles.  If the marginal benefit of raising the transfer price 
from avoiding taxes exceeds the marginal cost from a non-optimal price signal to a 
subsidiary, the firm should raise the transfer price.  The profit-maximizing transfer 
price would be where the marginal cost and marginal benefit of increases in the 
transfer price were just equal.

An MNE might be able to avoid this distortion.  For example, it could use a mar-
ginal cost transfer price as the real  price between the subsidiaries, but tell the tax 
authorities that the price was higher so as to reduce its tax liability.  However, such 
a practice is not legal.

Tax authorities pay careful attention to transfer pricing to restrain the ability of 
companies to reduce tax liabilities.  Specific rules vary from country to country, but 
the general rule is that transfer prices must reflect normal pricing practices that apply 
in the absence of tax incentives.  Presumably because of an inability to determine a 
single correct  transfer price, tax authorities set a reasonable range.  Within that 
range, companies have some ability to use transfer price variations to reduce taxes.  
Such a practice is called tax avoidance:  a legal way of reducing taxes.  Illegal methods 
of reducing tax payments, such as keeping fraudulent financial records, are called 
tax evasion.

Min i - Case A U.S.  parent firm that uses transfer pricing to avoid paying taxes in the United 
States may face a serious problem that much of its profit is overseas.  If it brings 
the money back to the United States, it would normally have to pay taxes on this 
transfer as the United States, unlike most other countries, taxes its multinational 
corporations on their repatriated foreign earnings (earnings brought back to 
the United States).  U.S.  companies can avoid these taxes as long as the profits 
remain overseas.

Sophisticated managers use transfer pricing to shift profits to low-tax coun-
tries and then invest these profits offshore.  Goldman Sachs estimated that cor-
porations held $2.5 trillion outside the United States in 2015.  As of 2015, Apples 
overseas cash hoard was $158 billion, General Electric  has $110 billion,  and 
Microsoft has $82 billion.

Periodically, large U.S.  corporations lobby for a repatriation holiday, where 
the federal income tax owed on returned profits  would fall  from the usual 
35% to something much lower, in the range of 5% or 6%, for one year.  These 
firms argue that the tax break would stimulate the economy by inducing mul-
tinational corporations to inject $1  trillion or more into the economy, creating 
hundreds of thousands of jobs.

Profit Repatriation
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1 7.5 Outsourcing

Probably no international trade issue has been more controversial than international 
outsourcing,  where a firm buys goods and services from foreign suppliers that the 
firm would otherwise provide internally.  In extreme cases,  a  manager who out-
sources abroad to reduce costs may face a boycott by consumers, which can hurt 
the firms bottom line.

Less controversial and more common is domestic outsourcing.  For example, a 
restaurant may outsource its cleaning needs to a company that provides janitorial 
services rather than hire its own cleaning staff.  No firm produces all its own inputs 
and provides all the necessary services to sell its  product.  All firms outsource to 
some degree.

International outsourcing used to be rare.  However, trade liberalization under the 
World Trade Organization and other international agreements has made it much eas-
ier for firms to outsource internationally.  Manufacturing firms import inputs rather 
than producing them in their home countries, and call centers in India and other 
nations provide phone support service for many U.S.  firms.

Multinational enterprises often engage in foreign outsourcing by shifting produc-
tion of a needed input from a subsidiary in one country to one in another country.  
For example, Toyotas wholly owned U.S.  production subsidiary imports some parts 
from Toyota affiliates in China rather than produce them domestically.  However, a 
firm does not need to be a multinational enterprise to engage in foreign outsourc-
ing.  Some firms with purely domestic production operations import inputs that they 
previously produced themselves.

When a firm starts outsourcing abroad, it lays off domestic workers who pro-
duced a needed input and instead imports that input from another country, where 
new workers are hired.  Many U.S.  groups are upset by this outsourcing of U.S.  jobs, 
particularly workers in the service sector.  By some reports, U.S.  financial services 

Many doubt this claim because the American Jobs Creation Act of 2004 pro-
vided a temporary repatriated profits tax rate of 5.25% but did not result in sig-
nificant domestic investment.  In 2005, 800 firms repatriated $312 billion back to 
the United States, paid $16 billion in taxes, but returned 92% of the repatriated 
money to shareholders in dividends and stock buybacks rather than use this 
money to expand domestic operations.  Indeed, 15  of the largest MNEs repatri-
ated 60% of the returning money, and many of these firms laid off domestic 
workers,  closed plants,  and shifted even more of their profits and resources 
abroad, presumably waiting to cash in again on the next repatriation holiday.  
Merck, the pharmaceutical giant,  retrieved $15.9  billion in profits but cut its 
workforce and reduced capital spending in this  country over the next three 
years.  Similarly, Hewlett-Packard repatriated $14.5 billion, and then announced 
that it was eliminating 14,000 domestic jobs.

President Obamas 2016 budget proposal called for raising $238 billion by 
imposing a one-off, 14% tax on U.S.  company earnings sitting overseas.  He also 
proposed assessing 19% on future overseas earnings.  So far, Congress has not 
seen fit to enact these proposals.
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firms save $2 billion per year by outsourcing to India, giving this sector a strong 
incentive to outsource.

The U.S.  government does not systematically report the number of jobs outsourced 
overseas.  It is widely believed that most international outsourcing is by information 
technology firms.  Deloittes 2012 survey of large corporations reported that 76% of 
information technology firms outsourced, but that only 11% of firms in sales or mar-
keting support did.  Deloittes 2014 survey found that only 16% of large firms had 
moved or planned to move work back to their home country.  The preferred locations 
for outsourcing were (in order)  India, the United States, China, and Poland.21

Brown et al.  (2013),  which surveyed U.S.  full-time workers,  suggests that the 
debate exaggerates the degree of outsourcing.  Half the surveyed employees worked 
in organizations that have some domestic outsourcing for a major business function 
and almost one-quarter work at organizations that outsource internationally.  How-
ever, the share of business costs from domestic outsourcing and offshoring is small:  
Nearly all (93%) of the costs for major business functions continue to be within the 
firm or organizations operations in the United States.

By one estimate (see Mankiw and Swagel,  2006),  every dollar of outsourcing 
results in an increase of U.S.  income of $1 .12 to $1 .14.  Ultimately, outsourcing is a 
consequence of comparative advantageparticular tasks get shifted to locations 
where they have the lowest opportunity cost.

While the debate rages in the United States about jobs moving to India and other 
foreign countries, Europeans are protesting that high-paying R&D jobs are being out-
sourced to the United States from Europe.  Indeed, insourcing,  where foreign compa-
nies buy U.S.  servicesparticularly legal serviceshas grown increasingly common.

Most economics textbooks dealing with international trade emphasize that trade, 
including outsourcing, leads to more efficient market outcomes due to comparative 
advantage.  Does it follow that people who attack free trade and outsourcing are 
simply ignorant or venal?  No.  Once a nation starts trading, it reduces the produc-
tion of some goods and services so that it can concentrate on those in which it has a 
comparative advantage.  As a consequence, some people gain and some people lose 
from free trade.  Firms in noncompetitive sectors may lose sunk capital.  Their work-
ers may suffer from at least temporary unemployment.  The gains in the other sectors 
are large enough to compensate the losers.  However, if society fails to compensate 
them, they will be adamantly (and reasonably)  opposed to free trade.

As the Doonesbury  cartoon illustrates, we can see the gains from trade in services 
by imagining that domestic workers rather than firms outsource.  Suppose that you 
are hired to design a Web page for $25 an hour.  You know that Ivan, a very com-
petent, reliable Russian worker, can do the job as well as you can, and he is willing 
to work for $10 an hour.  You can subcontract with Ivan, pocket $15 an hour, and, 
with your free time, take on an additional job or enjoy your extra leisure.  Clearly, 
you would favor this plan.  However, if your firm fired you and outsourced your job 
to Ivan, you would be outraged over your loss.  This example illustrates that much 
of the debate on outsourcing jobs concerns who reaps the benefits and who suffers 
the losses rather than whether or not society has a net gain.  As with any desirable 
trade, the winners can in principle compensate the losers so that everyone benefits, 
although such compensation often does not take place.22

21The 2012  report can be  downloaded from http://www.barebrilliance.com/deloittes-2012- 
global-outsourcing-and-insourcing-survey.  The 2014 report is at http://www2.deloitte.com/ content/

dam/Deloitte/us/Documents/strategy/us-2014-global-outsourcing-insourcing-survey-report- 
123114.pdf.
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Rather than giving up the benefits of free trade, both domestic proponents and 
opponents of free trade are now calling for more compensation for the losers.  The 
U.S.  Trade Adjustment Assistance program provides up to $220 million to train 
workers who lost their jobs due to foreign competition for new jobs.  However, the 
United States spends only 0.5% of its gross domestic product to assist displaced 
workers, compared to 0.9% in the United Kingdom, 3.1% in Germany, and 3.7% in 
Denmark (Farrell, 2006).

Responding to 

Exchange Rates

Manage r ia l  

S o l u t i on

How does the price of wheat or a Rolls-Royce change in response to a change in 
exchange rates? Does the change depend on the competitiveness of the market?

Earlier in the chapter, we discussed why arbitrage causes a price to react com-
pletely to changes in exchange rates.  Wheat is  a nearly perfectly competitive 
market.  Japan receives 15% of U.S.  exports.  If the U.S.  supply curve of wheat 
is  horizontal at a  dollar price of p  in the United States and the exchange rate 
is  122 yen per dollar,  then arbitrage forces the yen price in Japan to be 122p.  
If the exchange rate goes to 150 yen to the dollar, the U.S.  price remains con-
stant and the Japanese price shifts in proportion to 150p.  Consequently, the yen- 
denominated price and the dollar-denominated price are equivalent.

It is not much of a stretch to think of Rolls-Royce as a monopoly.  Obviously 
no one needs a Rolls-Royce, but it is perhaps the worlds best-known luxury 
product and is a must for people who want the best of everything.

New vehicles are sold in Britain and the United States at only a handful of 
authorized dealers.  Given the desire for warranty protection among customers 
and the high cost of shipping a Rolls across the Atlantic Ocean, the company does 
not worry excessively about resale or international arbitrage.  As a consequence, 
the U.S.  and the U.K.  prices may differ.

22An Amazon employee, Dina Vaccari, reported that she used her own money to pay a freelancer 
in India to enter data so that she could get more done.  Kantor, Jodi, and David Streitfeld, Inside 
Amazon:  Wrestling Big Ideas in a Bruising Workplace,  New York Times,  August 15, 2015.

Doonesbury  2003 G. B.  Trudeau.  Reprinted with permission of Universal  Uclick.  All  rights reserved.
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The figure shows the U.S.  demand curve 
for a Phantom Coup.  Rolls-Royce acts like 
a monopoly, equating its marginal revenue, 
MR, to its marginal cost, MC1

= +150 thou-
sand, to determine its  profit-maximizing 
quantity,  Q1.  At that quantity, the dollar-
denominated price  is  $500  thousand. 23 
This  price is  equivalent to  about 333.3 
thousand at an exchange rate of 1 .5 dollars 
to a pound.  This U.S.  price is less than the 
 British price, which was 360 thousand in 
2015.

Now suppose that the dollar becomes 
less valuable relative to the pound so that 
the exchange rate changes to 2  dollars to 
a pound.  The change in the exchange rate 
causes the U.S.  marginal cost to rise by a 
third  (=  [2 - 1 .5]/1 .5)  to  MC2

= +200 
thousand.  In the figure, this increase in the marginal cost causes the profit- 
maximizing U.S.  price to rise to $525 thousand, or 262.5 thousand.24 Thus, when 
the exchange rate increases by a third, the dollar-denominated price increases 
by only 5,  (  [525 - 500]/500)  and the pound-denominated price falls  by 
21 .2,  (  [262.5 - 333.3]/333.3).

In the competitive wheat example and in the Rolls-Royce example, the price in 
the exporting country remains constant in response to a change in the exchange 
rate.  In the wheat market, the foreign (Japanese)  price adjusted fully to a change 
in the exchange rate.  In contrast, in the noncompetitive Rolls-Royce example, 
the foreign, U.S.  price only partially adjusted to a change in the exchange rate.  
Indeed, if the Rolls were manufactured in the United States as well as in Britain 
(as is the case for a Rolls-Royce jet engine), then the exchange rate change would 
have no effect on the U.S.  price.

SuMMaRy

1 . Reasons for International  trade.  One key 
reason for international trade is  comparative 
advantage.  If producers in Country A  can produce 
relatively more of Good 1  than Good 2 from a 
given amount of input, while producers in Coun-
try B  are  relatively better at producing Good 2, 
both countries can benefit from trading.  A second 

important reason for trade is  increasing returns 
to  scale.  Rather than producing everything at a 
small scale in a single country, producers can take 
advantage of increasing returns to scale by produc-
ing a large quantity of some good in one country 
and exporting much of the output to other coun-
tries.  Increasing returns to  scale are particularly 

24Continuing our example from the last footnote, if the exchange rate increases to 2 dollars to the 
pound, the dollar-denominated marginal cost increases to MC = 200.  Thus, the profit-maximizing 
solution is determined by MR = 850 - 2Q = 200 = MC,  so Q = 325 and p = +525 thousand.
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23This figure is based on the assumption that the U.S.  inverse demand function (in thousands of 
dollars)  is  p = 850 - Q.  Thus, the marginal revenue function is MR = 850 - 2Q.  Given that the 
marginal cost is  MC = 150,  then profit is  maximized where MR = 850 - 2Q = 150 = MC,  or 
Q = 350.  Substituting this quantity into the inverse demand function, we find that the price is 
p = +500 thousand.  At the exchange rate R1 = 1.5, the price in pounds is p* 333.3  thousand.
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important in industries where product variety is 
important.  Allowing each country to produce and 
export a few varieties while its consumers enjoy a 
wide range of variety based on production in many 
countries underlies much of the trade we see.

2.  Exchange Rates.  An exchange rate  is  the 
price of one currency, such as the euro, in terms of 
another currency, such as the dollar.  An increase in 
an exchange rate can cause large changes in which 
goods and services are traded and at what prices.  
After an exchange rate changes, arbitrage causes 
the prices  across countries for a  given good to 
move closer together.  The possibility of exchange 
rate fluctuations creates additional risk for firms 
engaged in international trade and investment.  
Such risks can be reduced by using forward or 
futures contracts.

3.  International  trade Policies.  Governments 
intervene in the movement of goods across bor-
ders.  The most important types of intervention are 
tariffstaxes on imports (or,  rarely, on exports), 
and quotas,  which limit the quantity of a  good 
that can be imported (or exported).  Tariffs  pro-
duce government revenue,  as  do quotas  if the 
government sells  them to  importers  or export-
ers.   Governments sometimes intervene to create 
market power for domestic exporters or to help 
domestic  firms compete  with foreign firms in 

world markets.  Trade policy is also often used to 
protect domestic firms from certain contingencies, 
such as  dumping (selling at unreasonably low 
prices)  by foreign firms.

4.  Multinational  Enterprises.  Multinational 
enterprises are firms that own production facili-
ties in more than one country.  Such enterprises are 
responsible for the majority of the worlds interna-
tional trade and investment flows.  Most firms that 
become multinationals initially produce in a single 
country and then expand into other countries by 
purchasing productive assets in those countries 
or by building new production facilities in those 
countries (greenfield investments).  Trade between 
units of a multinational enterprise is significantly 
affected by variations in tax rates across nations.  
These firms may reduce their taxes by adjusting 
the transfer price that one unit charges another for 
a good shipped internationally.

5.  Outsourcing.  A firm outsources if it buys an 
input from another firm rather than producing 
it internally.  Although most outsourcing occurs 
within a  single  country,  global outsourcing is 
increasing and is controversial.  Critics complain 
that sending work overseas causes a loss of domes-
tic jobs.  Firms outsource to lower their production 
costs.  International outsourcing reflects compara-
tive advantage.

Qu ES t I ON S

All exercises  are available on  MyEconLab;  * = answer  at  the back of this  book.

1 .  Reasons for International trade 

 *1 .1  Suppose that auto workers in South Korea can pro-
duce components used to make cars at the rate of 
six sets of components per worker per day and can 
assemble cars at the rate of four cars per worker per 
day.  In North Korea auto workers can produce com-
ponents at the rate of one set of components per day 
and can assemble cars at the rate of three cars per 
worker per day.  What is the opportunity cost of car 
assembly in terms of component production in each 
country? If one economy exports components and 
the other exports assembled cars,  which economy 
will export cars according to the theory of compara-
tive advantage?

 1 .2 Trade between North and South Korea was legal-
ized in 1988, but is currently very limited.  Assume, 
however, that Hyundai has 200 workers in a plant 
in North Korea just across the boundary with South 
Korea, where a partner plant with 200 workers is 
located.  Using the numbers from Question 1 .1 , how 

much output can be produced if each plant carries 
out component production and assembly indepen-
dently and no trade occurs? How much output can 
be produced if specialization according to compara-
tive advantage occurs and how should labor be allo-
cated in each plant? (Hint:  See Q&A 17.1 .)

 1 .3 ABC Software, a small software producer, decides to 
renovate its premises.  Instead of hiring an outside 
contractor and tradespeople, the firm decides to use 
its employeessecretaries, programmers, sales staff, 
and othersto do most of the work.  The firm makes 
all its  employees try painting and carpentry and 
other tasks needed for the renovation, and selects 
the people with the strongest skills in those areas to 
take time off from their regular tasks and work on 
the renovation.  Is this strategy a good one? Why or 
why not?

 1 .4 Paul Allen co-founded Microsoft with Bill Gates.  
In the early years he spent his time programming, 
but as time went on he became more involved in 
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management and stopped programming.  Suppose 
Allen was the best programmer in the company.  
Does it follow that shifting to management was a 
mistake?  (Hint:  See  the Managerial Implication, 
Brian Mays Comparative Advantage.)

 1 .5 Celery Patch Dolls, a small Malaysian doll producer, 
is considering producing a new doll variety.  Produc-
tion of this doll type requires an initial setup cost, 
followed by constant variable cost.  The cost func-
tion of producing variety i  is  C = 12,000 + 2Qi,  
where Qi  is  the quantity of variety i.  The demand 
function for this  particular variety in Malaysia is 
Qi = 4000 - 1000p.  Celery Patch seeks to maximize 
its  profit and will not produce the doll if it would 
make a loss (p 6 AC)  by doing so.  If Celery Patch 
cannot sell the doll outside Malaysia, does it pay to 
produce this  variety?  What decision does Celery 
Patch make if it is able to sell the doll in Singapore as 
well as Malaysia, where the demand curve is exactly 
the same as in Malaysia?

 1 .6 Has international trade had an effect on the size of 
Barbie doll collections?  (Hint:  See the Mini-Case, 
Barbie Doll Varieties.)

2.  Exchange Rates 

 2.1  Suppose that one euro can be exchanged for 1 .1  U.S.  
dollars and that one U.S.  dollar can be exchanged for 
120 Japanese yen.  If these currencies can be traded 
freely with low transaction costs,  what exchange 
rate would you expect between euros and the Japa-
nese yen?  Describe the transactions that would 
occur if the euro-yen exchange rate is  higher than 
this amount (more yen per euro).  (Hint:  Is arbitrage 
relevant?)

 *2.2 Figure 17.1  shows the effect on the exchange rate 
(U.S.  dollars per euro)  of the demand for euros by 
U.S.  residents.  What would happen if the U.S.  gov-
ernment tried to establish a fixed exchange rate at X2 
after demand shifted out to D2?

 2.3 Explain why gray markets  reduce the ability of 
multinational firms to price discriminate.  (Hint:  See 
Managerial Implication,  Limiting Arbitrage and 
Gray Markets.)

 2.4 Arvind runs a small electronics company in India 
and has just sold some equipment to a U.S.  company 
for $1  million to be paid in 90 days.  His cost in Indian 
Rupees (INR)  is  60 million.  The current exchange 
rate is 66 INR per dollar.  How much profit in INR 
would Arvind earn if the exchange is unchanged in 
90 days? What happens to his profit if the exchange 
rate goes to 70 INR per dollar in 90 days? At what 
exchange rate would Arvind just break even?

3.  International trade Policies 

 3.1  Based on the Mini-Case, Russian Food Ban,  who 
were the main winners  and losers  from the ban 
imposed by Russia on imports of agricultural prod-
ucts from the United States,  the European Union, 
and various other countries in 2014?

 3.2 In mid-2015,  the world price for raw sugar,  1 2  
per pound, was about half of the U.S.  price,  25  
per pound, because of quotas and tariffs on sugar 
imports.  As a  consequence, American-made corn 
sweeteners can be profitably sold domestically.  Use 
graphs to show the effects of a quota on sugar on 
prices and quantities in both the sugar and corn 
sweetener markets.  (Hint:  See Q&A 17.2.)

 3.3 How would the shape of the total supply curve in 
Q&A 17.2 change if the U.S.  domestic supply curve 
hit the vertical axis at a price above p?

 3.4 Canada has 20% of the worlds known freshwater 
resources,  yet many Canadians believe that the 
country has little or none to spare.  Over the years, 
U.S.  and Canadian firms have struck deals to export 
bulk shipments of water to drought-afflicted U.S.  cit-
ies and towns.  Provincial leaders have blocked these 
deals in British Columbia and Ontario.  Use graphs 
to show the likely outcome of such an export ban on 
the price and quantity of water used in Canada and 
in the United States if markets for water are com-
petitive.  Show the effects on consumer and producer 
surplus in both countries.  Show that if the import-
ing country faces an upward-sloping foreign sup-
ply curve (excess supply curve),  a tariff may raise 
welfare in the importing country.

 3.5 If the world supply curve is horizontal at the world 
price for a particular good, can a subsidy on imports 
raise welfare in the importing country? Explain your 
answer.

 3.6 After Mexico signed the North American Free Trade 
Agreement (NAFTA) in 1994, corn imports from the 
United States doubled within a year, and today U.S.  
imports make up nearly one-third of the corn con-
sumed in Mexico.  According to the charity Oxfam 
in 2003, the price of Mexican corn fell more than 
70% after NAFTA took effect.  Part of the reason 
for this flow south of the border was that the U.S.  
government subsidizes corn production to the tune 
of $10 billion a year.  According to Oxfam, the 2002 
U.S.  cost of production was $3.08 per bushel, but the 
export price was $2.69 per bushel, with the differ-
ence reflecting an export subsidy of 39  per bushel.  
The U.S.  exported 5.3  metric tons.  Use graphs to 
show the effect of such a subsidy on the welfare of 
various groups and on government expenditures in 
the United States and Mexico.
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 3.7 During the Napoleonic Wars,  Britain blockaded 
North America, seizing U.S.  vessels and cargo and 
impressing sailors.  At President Thomas Jeffersons 
request,  Congress  imposed a  nearly complete 
perhaps 80%embargo on international commerce 
from December 1807 to March 1809.  Just before the 
embargo, exports were about 13% of the U.S.  gross 
national product (GNP).  Due to the embargo, U.S.  
consumers could not find acceptable substitutes for 
manufactured goods from Europe, and producers 
could not sell farm produce and other goods for 
as much as  in Europe.  According to Irwin (2005), 
the welfare cost of the embargo was at least 8% of 
the GNP in 1807.  Use graphs to show the effects 
of the embargo on a market for an exported good 
and one for an imported good.  Show the change in 
equilibria and the welfare effects on consumers and 
firms.

 3.8 A government is  considering a quota and a tariff, 
both of which will  reduce imports  by the same 
amount.  Why might the government prefer one of 
these policies to the other?

 *3.9 In Table 17.3, suppose that the payoff if both firms 
enter is positive, 5  rather than -5,  while the other 
payoffs remain the same.  Now, what is the effect of 
a subsidy of 10 to Novartis?

 3.10 Why do antidumping policies limit the ability of 
firms to carry out international price discrimination? 
(Hint:  See the Mini-Case, Dumping and Counter-
vailing Duties for Solar Panels.)

4.  Multinational Enterprises 

 4.1  As a result of the North American Free Trade Agree-
ment, many iconic American cars are not assem-
bled in the United States.  Explain why.  Provide some 
examples of U.S.  cars that are assembled outside of 
the United States.  (Hint:  See the Mini-Case, Whats 
an American Car?)

 *4.2 The Timex Group,  a  large multinational watch-
maker, has its  headquarters in the Netherlands.  It 
has subsidiaries in many countries,  including the 
Timex Group USA and TMX Philippines, Inc.  One 
particular type of specialty watch is  produced in 
the Philippines  for export to  the  Timex Group 
USA.  Suppose the inverse demand function for this 
watch in the United States is p = 90 - 2Q,  where p  
is  measured in dollars and Q  is  measured in thou-
sands of watches per week.  These watches are pro-
duced at a constant marginal cost of $10 per watch 
by TMX Philippines.  Timex USA treats the transfer 
price charged by TMX Philippines as its  marginal 
cost.  If these two subsidiaries are instructed to maxi-
mize combined profits, what are the price, quantity, 

and transfer price? Could TMX Philippines raise its 
own profit by charging a higher price?  (Hint:  See 
Q&A 17.3.)

 4.3 In Question 4.2, what transfer price would maximize 
the profit of TMX Philippines? (Hint:  For any given 
transfer price, the Timex Group USA will demand 
some quantity of watches.  This relationship deter-
mines the demand facing TMX Philippines.)

 4.4 In Question 4.2,  suppose that the Philippines has 
a lower corporate tax rate than the United States.  
How would that lower tax rate affect the transfer 
price that maximizes the overall profit of the Timex 
Group?

 4.5 In 2015,  two U.S.  senators proposed a temporary 
reduction on repatriated profits from 35% to 6.5%.  
Based on the  Mini-Case,  Profit Repatriation,  
would such a tax holiday cause a substantial inflow 
into the United States of profits  previously held 
 offshore?  Would you expect increased investment 
by U.S.-based MNEs? Explain.

5.  Outsourcing 

 5.1  Outsourcing of services  by American firms has 
contributed significantly to wage growth in India.  
Explain why using a  graph of the Indian labor 
market.

 5.2 Suppose Hewlett-Packard is considering outsourc-
ing its telephone-based technical support functions 
for its  printers to India.  The hourly cost of a  tech 
support person in the United States is $50 per hour.  
In India workers are paid in rupees but, at the cur-
rent exchange rate,  cost the equivalent of $20 per 
hour.  However, calls serviced in India require pay-
ing for long-distance telephone service.  Initially the 
telephone costs were about $35 per hour.  However, 
a switch to voice over Internet protocol (VOIP)  tech-
nology reduced the telephone cost to $25 per hour.  
Explain how the technological change affects the 
decision of where to base service.  How much would 
the Indian currency (the rupee)  have to rise in value 
(in percentage terms)  for Hewlett-Packard to keep 
the service activity in the United States even after 
telephone time falls in price?

6.  Managerial  Problem 

 6.1  Chanel perfume is sold in France and in the United 
States.  Assume initially that one euro is worth $1 .30 
and that a 100 ml bottle of perfume sells for $80 in 
the United States.  If Chanel does not price discrimi-
nate internationally, what is the price that would be 
paid for this perfume in France? Now suppose that 
Chanel decides to price discriminate and finds that 
it would maximize its profit by lowering its price in 
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the United States to $70 and raising its price by 25% 
in France.  Explain why.  Next, explain what happens 
if the value of the euro rises by 25% in terms of the 
dollar.

7.  MyEconLab Spreadsheet Exercises25 

 7.1  Suppose the demand function for U.S.  dollars by 
holders of Japanese yen is Qd1 = 1000 - 5x,  where 
Q  is  the amount of U.S.  dollars per day and x  is  the 
exchange rate (yen per dollar).  The supply function 
of U.S.  dollars available to be exchanged into Japa-
nese yen is Qs1 = 100 + 4x.

a.  Create  a  spreadsheet with columns for the 
exchange rate, x,  the quantity demanded, and 
the quantity supplied.  Let the exchange rate 
range from 50 to 150 in increments of 10.  Deter-
mine the equilibrium exchange rate using the 
spreadsheet.

b.  Now suppose that the U.S.  Federal Reserve 
announces  a  long-run low interest  rate 
policy that causes  the  foreign demand for 
U.S.  dollars  to  fall.  The new demand func-
tion is  Qd2 = 850 - 4x.  The Japanese inves-
tors begin to liquidate their holdings of U.S.  
assets, increasing the supply of U.S.  dollars to 
Qs2 = 130 + 4x.  Add additional columns for 
Qd2 and Qs2 to the spreadsheet from part a and 
determine the new dollar-yen exchange rate.

c.  Use the Excel charting tool to draw the graphs 
of the demand and supply curves for U.S.  dol-
lars to illustrate the change in the equilibrium 
exchange rate.

 7.2 The domestic demand and supply functions for a 
particular type of latex paint are Qd = 14 - 0.5p  and 
Qs = -4 + p,  respectively.  The price is measured in 
dollars per gallon and the quantities are measured in 
millions of gallons.  The world price for the paint is 
p* = +8, at which the foreign producers are willing 
to sell unlimited quantities.

a.  Suppose paint is freely traded.  Create a spread-
sheet with columns for price  (p) ,  domestic 
demand (D), domestic supply (S), imports (M),  
consumer surplus (CS), producer surplus (PS),  
and total surplus (TS).  Let the price go from $4 to 
$28 in increments of $1 .  Fill in the spreadsheet.

b.  Determine the domestic price,  domestic con-
sumption,  domestic  production,  and  the 
amount of imports in the free-trade equilib-
rium.  Also calculate  the consumer surplus, 
producer surplus, and the total surplus using 
the spreadsheet.

c.  Now, the government bans importing paint.  
Determine the domestic price,  domestic con-
sumption, domestic production, consumer sur-
plus, producer surplus,  total surplus, and the 
deadweight loss.

d.  Next, instead of banning imports, the domes-
tic  government imposes an import quota of 
3   million gallons.  Determine  the  domestic 
price,  domestic  consumption,  domestic  pro-
duction, consumer surplus, producer surplus, 
total surplus,  and the deadweight loss under 
such a quota.

 7.3 Consider the market for paint as described in Ques-
tion 7.2.  As before the world price for paint is  $8.  
This question examines the effect of introducing a 
tariff.

a.  Create a  spreadsheet as in Question 7.2 with 
columns  for  price  (p ) ,  domestic  quantity 
demanded (D),  domestic quantity supplied (S),  
imports (M),  consumer surplus (CS),  producer 
surplus (PS) ,  and total surplus (TS) .  Let the 
price increase from $4 to $28 in increments of 
$1 .  Fill in the spreadsheet.

b.  Suppose the domestic government imposes a 
tariff of $2 per gallon on any imported paint.  
Use your spreadsheet to identify the domestic 
price, domestic consumption, domestic produc-
tion, and the amount of imports.  Also deter-
mine the consumer surplus, producer surplus, 
total surplus, and deadweight loss.  How does 
this equilibrium differ from the equilibrium in 
part d of Question 17.2, where there is a quota 
of 3  and no tariff?

c.  Suppose now that the domestic  government 
raises the tariff from $2 to $3 per gallon.  Deter-
mine the domestic price, consumption, produc-
tion,  amount of imports,  consumer surplus, 
producer surplus, and deadweight loss in this 
case.

25The spreadsheet exercises in this chapter are based on the work of Satyajit Ghosh in cooperation with the authors.  The answers 
are available on MyEconLab .
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Answers to Selected 
Questions

Chapter 2

 1.1  Draw the graph with quantity on the horizontal axis 
and price on the vertical axis.  The coffee demand 
function (Equation 2.2)  shows that,  for any given 
price,  quantity demanded increases  as  income 
increases.  Therefore, an increase in income causes 
the demand curve to shift to the right.  A movement 
along the demand curve is caused by a change in 
price, holding income and other relevant variables 
constant.

 1.4  (a)  The inverse demand function for town resi-
dents  is  p = 200 - 0.5Qr.  (b)  At a  price of $300, 
college students will buy some firewood, but other 
town residents will not.  Other town residents will 
demand a quantity of zero at any price of $200 or 
more.  (c)  The total demand curve has a price inter-
cept of $400 and coincides with the college students  
demand curve for prices from $400 to  $200.  At a 
price of $200 it has a kink, and for prices of $200 or 
below it is  the horizontal sum of student demand 
and other town residents demand and follows the 
equation Q = 600 - 2p.

 2.2  A movement along the supply curve occurs only 
when the price of the good changes.  Therefore,  a 
change in the price of fertilizer would not cause 
a movement along the supply curve.  A change in 
a variable that affects quantity demanded other than 
the goods own price would cause the entire supply 
curve to shift.  In this example, fertilizer is  such a 
variable.  For any given price of avocados, the quan-
tity supplied would be lower if the price of fertilizer 
is  higher.  Thus, a  change in the price of fertilizer 
shifts the entire supply curve.

 2.3  The  supply  function  for  avocados  is  Q  =
58 + 15p - 20pf.  The  change  in quantity sup-
plied is  therefore Q = Q2 - Q1 = (50 + 15p2)  -
(50 + 15 p1) = 15(p2 - p1) = 15 p.  It follows that 

I  know the  answer!  The  answer lies with in  the  heart of all mankind!  The  answer is  twelve? 

I  th ink Im  in  the  wrong building.  Charles Schultz

the change in price needed to cause Q = 60  is 
p = 60/15 = 4.

 3.1  When the graph is drawn, the intercept of the sup-
ply curve on the vertical axis  is  6  and the curve 
slopes up from there.  The demand curve has a ver-
tical axis intercept at 4 and slopes down from there.  
Therefore,  the demand and supply curves do not 
intersect each other at any positive price and quan-
tity.  The equilibrium in this case is at a quantity of 0.  
There is no market price for this good as no trades 
take place.

 4.3  Outsourcing of skilled jobs to  India increases the 
demand for skilled workers in India.  Therefore, 
the (downward-sloping)  demand curve for skilled 
workers in India shifts outward.  If the supply curve 
is upward sloping and stays in the same place, the 
shift in demand will cause the equilibrium price
the wageto increase.

 4.6  A freeze that damages the orange crop in Florida 
would increase the price and reduce the quantity 
of frozen orange juice sold in the United States.  As 
grapefruit juice is a substitute for orange juice, the 
demand curve for grapefruit juice would shift out 
and the price of grapefruit juice would rise.

 4.11  If the price of petroleum rises, the cost of producing 
plastic  rises,  causing the supply curve for plastic 
to  shift in and its  price to rise.  As plastic is  a  sub-
stitute for aluminum, the demand for aluminum 
shifts  out.  An increase in the price  of petroleum 
also  increases  the  cost of producing electricity, 
which in turn increases the cost of producing alu-
minum, causing the  supply curve for aluminum 
to  shift in.  Therefore,  the  demand for aluminum 
shifts  out and the  supply shifts  in.  The price  of 
aluminum must rise  and the quantity sold could 
rise,  fall,  or remain unchanged depending upon 
the relative size of the shifts  in the demand curve 
and the supply curve.
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 5.2  If the law had passed, a price ceiling would have 
been imposed, presumably at a level below the inter-
section of the supply and demand curves.  At this 
price there would be an excess demand for gasoline, 
resulting in a shortage of gasoline and likely giving 
rise to lines at gas stations.

Chapter 3

 1.3  The  po int  p rice  e lastic ity  e  i s  given  by 
e  =  (Q/p)(p/Q)  =  -2p/Q  =  -2(10/80)  =  -0.25.

 1.7  The price elasticity of demand e  is  the percent-
age change in quantity demanded divided by the 
percentage change in price,  which in this  case is 
-3.8/10 = -0.38.  As this elasticity has an absolute 
value of less than one, demand is inelastic.

 1.9  The  elasticity of demand e = (Q/p)(p/Q)  =
(-9.5)(45)/1,275 -0.34.  That is, for every 1% fall 
in the price, a third of a percent more coconut oil is  
demanded.  The cross-price elasticity of demand for 
coconut oil with respect to the price of palm oil is  
(Q/pp)(pp/Q) = (16.2)(31)/1,275 0.39.

 2.3  The  predicted  quantity  is  Q = 130 - 3.5p  =
130 - 3.5(2.0) = 123.  The residual is 129 - 123 = 6.  
There are several possible relevant unobserved vari-
ables,  including the temperature and the price of 
substitute goods (such as ice cream).

 3.3  The estimated demand function is  Q = 53.857 -
1 .438p,  where p  is  measured in thousands of dollars.  
If p  rises by $1  (thousand), then Q  falls by 1 .438.  At a 
price of $20 (thousand), the predicted demand from 
the focus group is Q = 53.857 - 1 .438(20) = 25.097.  
The  e lastic ity  of  demand  at  this  p rice  is 
- (1 .438)(20/25.097) -1.146.

 4.3  Linear demand has  the form Q = a - bp.  Rev-
enue, which is  price times quantity, has the form 
R = pQ = p(a - bp) = ap - bp2.  Thus, revenue is 
a quadratic  function of price, not  a  linear function.  
Using a linear functional form for the regression 
would be a  mistake.  A quadratic functional form 
should be used.

 6.2  The R2 is  0.96 (rounded to two decimal places).  The 
coefficient estimates are 1 ,024 and -413  (rounded 
to whole numbers) ,  the standard errors  are  33.8 
and 32.7 (rounded to one decimal place),  and the 
 t-statistics are 30.3 and -12.6 (rounded to one deci-
mal place).  Thus, using the 95% confidence crite-
rion, we would reject the hypothesis that the price 
coefficient is zero.

Chapter 4

 1.2  With the neutral product (bread)  on the vertical axis, 
the indifference curves are parallel, vertical lines.

 2.1  Williams indifference curves are right angles (as 
in panel b  of Figure 4.4) .  His  utility function is 
U = min(H,  W),  where min  means the minimum of 
the two arguments, H is  the number of units of hot 
dogs, and W is  the number of units of mustard.

 2.4  Andys  marginal utility of apples  per dollar is 
3
2 = 1 .5.  The marginal utility per dollar for kumquats 
is  54 = 1 .2.  That is,  a  dollar spent on apples gives 
Andy more extra utility than a dollar spent on kum-
quats.  He therefore maximizes his utility by spending 
all his money on apples and buying 402 = 20 pounds 
of apples.

 3.4  Suppose that Dale purchases opera and ice hockey 
tickets at prices p1  and p2.  If her original income 
is Y1,  the intercept of the budget line on the opera 
axis (where she buys only opera tickets)  is  Y1/p1.  
Similarly, the intercept is Y1/p2 on the hockey axis.  
A 25% income tax lowers after-tax income to 75% 
of its  original level,  0.75Y1.  As a result,  the budget 
line shifts inward toward the origin.  The intercepts 
on the opera and hockey axes are 0.75Y1/p1  and 
0.75Y1/p2,  respectively.  The slope is unchanged.  The 
opportunity set is reduced by the area between the 
original budget line and the new budget line.

 4.2  (a)  Setting MUR/pR = MUC/pC  yields 20RC/10 =
10R2/5 or 2C = 2R.  Therefore, R = C.  We then sub-
stitute R = C  into the budget equation to obtain 
10C + 5C = 90 or C = 6 (and R = 6).  The diagram 
looks like Figure 4.8 with only the middle indiffer-
ence curve shown and with R  and C  on the axes.  
(b)  Using the same method as in part a,  the new 
solution is R = 6, C = 3.  In this case the budget line 
from part a has the same intercept on the R  axis but 
the intercept on the C  axis falls by half, so the budget 
line pivots inward.

 4.4  If the U.S.  price of gasoline changes from being 
below the Canadian price to going above it, then a 
utility-maximizing Canadian who lives equally close 
to gas stations on both sides of the border would 
shift from buying gas in the United States to buying 
gas in Canada.  In the diagram, the two goods on the 
axes are Canadian gas and U.S.  gas.  They are perfect 
substitutes,  so the indifference curves are straight 
lines.  The consumer will consume on one axis or the 
other depending on which price is lower.

 6.2  The answer relates to salience  and bounded rationality.  
A consumer s demand for a product might change 
when the product price is quoted inclusive of taxes 
because the taxes and the associated higher price 
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constant.  The average product of labor is  positive 
and constant if labor is less than capital and declin-
ing if labor exceeds capital.  The marginal product of 
labor is one if labor is less than capital and drops to 
zero if labor exceeds or equals capital.

 3.6  The isoquants are straight lines.  The marginal prod-
uct of B  is  one.  If we put B  on the vertical axis, the 
MRTS  (the slope of the isoquant)  is - 1

2.

 3.7  Using Equation 5.3, we know that the marginal rate of 
technical substitution is MRTS = -MPL/MPK = -

2
3.

 4.2  This  production function is  Cobb-Douglas.  Even 
though it has  three  inputs  instead of two,  the 
same logic  applies.  Thus,  we can calculate  the 
returns  to  scale  as  the  sum of the  exponents:  
0.27 + 0.16 + 0.61 = 1 .04.  Therefore,  this  pro-
duction function has  nearly constant returns 
to  scale.  The marginal product of materials  is 
0q/0M = 0.61L0.27K0.16M-0.39 0.61q/M.

 4.5  Diminishing marginal returns to each factor imply 
convex isoquantsisoquants  that are  bowed in 
toward the origin.  Constant returns to scale imply 
that the distance between isoquants is proportional 
to the amount of input used.  Thus, diminishing mar-
ginal returns relate to the shape of a single isoquant 
and returns to scale relate to the distance between 
isoquants.

 4.7  We can determine returns to scale for Cobb-Douglas 
production functions by adding the exponents.  If 
the sum exceeds one, there are increasing returns 
to scale.  If the sum equals one, there are constant 
returns; if the sum is less than one, there are decreas-
ing returns.  In this case Blackberry has increasing 
returns to scale, U.S.  housing has constant returns 
to  scale,  and U.K.  supermarkets have decreasing 
returns to scale.

 5.2  Firm 1  and Firm 2 use the same type of production 
function, but Firm 1  is  only 90% as productive as 
Firm 2.  That is, the production function of Firm 2 is 
q2 = f(L,  K),  and the production function of Firm 1  
is q1 = 0.9f(L,  K).  At a particular level of inputs, how 
does the marginal product of labor differ between 
the firms?
 Given any particular input levels, Firm 2 has a 
higher marginal product of labor and of capital.  For 
Firm 1 ,  MPL = 0q1/0L = 0.90q2/0L.  Thus, the mar-
ginal product for Firm 1  is 90% that of Firm 2 if input 
levels are the same.

 6.2  Not enough information is given to fully answer this 
question.  If we assume that Japanese and American 
firms have identical production functions and pro-
duce using the same ratio of factors during good 
times,  Japanese firms will have a  lower average 
product of labor during recessions because they are 

become more salient (more obvious)  to  the con-
sumer.  Some consumers might therefore ignore a 
tax that is  not quoted in the price but would take 
the tax into account if it is quoted, or they might not 
calculate the effect of the tax if doing calculations 
is  difficult for them (bounded rationality) .  These 
salience  and bounded rationality  effects would imply 
that a job would attract fewer applicants if the salary 
were quoted after deducting income tax.

Chapter 5

 1.2  No, it is not possible for q = 10, L = 3, and K = 6 
to be a point on this production function.  Holding 
output and other inputs fixed, a  production func-
tion shows the minimum amount needed of a given 
factor.  As only 5  units of capital are needed to pro-
duce 10 units of output given that 3  units of labor 
are used, using 6 units of capital would imply excess 
capital.  Such an input combination cannot be on the 
production function.

 2.1  One worker produces one unit of output, two work-
ers produce two units of output, and n  workers pro-
duce n  units of output.  Thus, the total product of 
labor equals the number of workers:  q = L.  The total 
product of labor curve is a straight line with a slope 
of 1 .  Because we are told that each extra worker pro-
duces one more unit of output,  we know that the 
marginal product of labor, q/L,  is 1 .  By dividing 
both sides of the production function, q = L,  by L,  
we find that the average product of labor, q/L,  is  1 .

 2.3  The production function is  q = L0.75K0.25.  (a)  As a 
result, the average product of labor, holding capital 
fixed at K,  is  APL = q/L = L-0.25K0.25

= (K/L)0.25.  
( b )  The  margina l  p roduc t  o f  l ab or  i s 
MPL = dq/dL =

3
4  (K/L)

0.25.  (c)  The marginal prod-
uct curve intersects the average product at the maxi-
mum of the average product curve.  If the marginal 
product exceeds the average product, the average 
product curve must be rising.  If the marginal prod-
uct is  less than the average product,  the marginal 
product curve must be falling.

 3.3  (a)  The isoquants are right angles as the firm must 
have one disk and one hour of recording time (capi-
tal)  to make a recording.  Increasing one input with-
out increasing the other results  in no increase in 
output.  (b)  The MRTS  is  0  along the horizontal por-
tion of an isoquant and is negative infinity along the 
vertical portion.  It is  undefined at the corner point.  
(c)  If labor is less than capital,  then the total prod-
uct curve is increasing in the labor input up to the 
point where labor equals capital,  after which it is  
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 3.8  Let w  be the cost of a unit of L  and r  be the cost of a 
unit of K.  The cost function for the fixed-proportions 
production function is  C(q) = (2w + K)q.  For the 
other (linear)  production function, the two inputs 
are perfect substitutes in the production process 
so the firm uses only the less expensive of the two 
inputs.  Therefore,  the long-run cost function is 
C(q) = wq  if w  r;  otherwise, it is C(q) = rq.

 4.2  (a)  If r = 0, the average cost (AC)  of producing one 
unit is a + b  (regardless of the value of N).  There is 
no learning by doing in this case.  (b)  If r 7 0, then 
average cost falls as N rises,  so learning by doing 
does occur.  As N gets very large, AC  approaches a.  
Therefore, a  is  the lower limit for average costno 
matter how much learning is done, AC  can never fall 
below a.

 5.3  This firm has significant economies of scope, as pro-
ducing gasoline and heating oil separately would 
cost approximately twice as  much as  producing 
them together.  In this case,  the measure of econo-
mies of scope, SC,  is a positive number.

 6.1  The firm will  be  indifferent between using the 
wafer-handling stepper technology and the basic 
stepper technology if -w/r  is  the same as the slope 
of a line segment connecting the two technologies.  
The C2 isocost line is steeper than this line segment 
and therefore has a higher wage/rental ratio.  The 
C3 isocost line is  flatter than the line segment and 
therefore has a lower wage/rental ratio.

Chapter 7

 1.2  One important consequence of going public is that 
the firm is  able to  raise money by issuing stock 
and selling it on a public stock exchange.  Another 
important consequence is that ownership of the firm 
becomes more broadly distributed as investors pur-
chase the stock.  A third frequent consequence is that 
the original owners lose control over the firm.

 2.2  To  maximize  profit  we  set MR = MC,  where 
MR = dR/dq = 100 - 6q  and MC = dC/dq = 10.  
Setting MR = MC  yields 100 - 6q = 10 or q = 15.

 2.4  Only $200  of the  fixed cost is  sunk.  The firm 
should shut down if its  revenue is  less  than the 
avoidable  cost.  Avoidable  cost in this  case  is 
$500 + $600 = $1,100 and revenue is $1,000.  As rev-
enue is less than the avoidable cost, the firm should 
shut down.  Shutdown rule 1 :  the firm shuts down 
only if it can reduce its loss by doing so.

 3.4  Firm 1  maximizes profit.  Setting MR = MC  to maxi-
mize profit yields 100 - 4q = 20 or q = 20.  Firm 2 

less likely to lay off workers.  However, it is not clear 
how Japanese and American firms expand output 
during good times (e.g., do they hire the same num-
ber of extra workers?).  As a result,  we cannot pre-
dict which country has the higher average product 
of labor.

Chapter 6

 1.4  The sunk cost is $1  per pipe.  The opportunity cost of 
each pipe is $9.

 2.1  Once Nicolas has paid his monthly fee for the audio 
service, that cost is sunk and should not affect his 
decision about how much time he should spend lis-
tening to music that month.  Nicolas should listen to 
an additional song only if the benefit he gets exceeds 
the opportunity cost of his  time.  If he  has other 
activities that have higher value (such as studying 
managerial economics), giving up those activities to 
listen to more music would be a mistake.  Therefore, 
Nicolas should not maximize the time spent listen-
ing to music.

 2.6  The total cost of building a  1 -cubic-foot crate is 
$6.  It costs four times as much to build an 8-cubic-
foot crate, $24.  In general,  as the height of a  cube 
increases, the total cost of building it rises with the 
square of the height, but the volume increases with 
the cube of the height.  Thus, the cost per unit of vol-
ume falls.

 3.2  To  minimize costs,  the firm should set the mar-
ginal product per dollar equal for each factor.  
For labor,  MPL/w = 50/200 = 0.25.  For capital, 
MPK/r = 200/1000 = 0.2.  In this case,  the firm is 
not minimizing the cost of Sludge because these 
ratios are not equal.  The firm should use more capi-
tal and less labor.  (This assumes that the isoquants 
are smooth, which means the firm can make small 
adjustments to capital.)

 3.4  From the information given and assuming that 
there are no economies of scale in shipping base-
balls,  it appears that balls  are  produced using a 
constant returns to scale, fixed-proportion produc-
tion function.  The corresponding cost function is 
C(q) = [w + s + m]q,  where w  is  the wage for the 
time period it takes to stitch one ball, s  is  the cost of 
shipping one ball, and m  is  the price of all material 
to produce a ball.  As the cost of all inputs other than 
labor and transportation are the same everywhere, 
the cost difference between Georgia and Costa Rica 
depends on w + s  in both locations.  As firms choose 
to  produce in Costa Rica,  the extra shipping cost 
must be less than the labor savings in Costa Rica.
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be an unavoidable fixed cost instead of an avoidable 
variable cost.  Even if the firm did not earn enough 
to pay its labor cost it would stay in business in the 
short run, whereas without the notification law, it 
would shut down in the short run.  The effect of 
the law in the short run is to make quantity larger 
and price lower than it would otherwise be and to 
impose additional losses on the firm that it would 
otherwise avoid.

 4.2  The  consumer  surplus  at  a  p rice  of 30  is 
1
2  (30 * 30) = 450.

 4.4  We can draw a diagram with a downward-sloping 
industry demand curve and an upward-sloping 
industry marginal cost curve (which is  the indus-
try supply curve).  The competitive output occurs 
where the industry marginal cost curve intersects 
the demand curve.  If output rises above this level, 
the marginal cost of the extra output exceeds its mar-
ginal benefit as given by the demand curve.  The area 
between the marginal cost curve and the demand 
curve at output levels beyond the competitive level 
is a deadweight loss that must be subtracted in cal-
culating the total surplus provided by this market.  
Thus, total surplus falls as output rises above the 
competitive level.

Chapter 9

 1.3  At Q = 10, p = 500 - 10(10) = 400.  The demand 
function is  Q = 50 - 0.1p.  The price elasticity of 
demand  is  e = -0.1p/Q = -0.1(400)/10 = -4.  
Revenue R = pQ = 10(400) = $4,000.

 1.10  To  obtain the  profit-maximizing output we set 
MR = MC.  As  MR = 100 - 2Q  and  MC = 5, 
it follows that 100 - 2Q = 5  or Q = 47.5.  If the 
cost function changes to  C = 100 + 5Q,  there is 
no change in the profit-maximizing output as the 
marginal cost function does not change.  Also, the 
firm continues to earn positive profits  even with 
the higher level of fixed costs  and therefore does 
not shut down.

 2.6  The  Lerner  Index  was  (p - MC)/p = (359 -
159)/359  0.557.  If the  firm was  profit maxi-
miz ing,  i t  fo l lows  tha t  0.557 = -1/e  o r 
e = -1/0.557 = -1 .795.

 3.5  Suppose  that the  monopoly faces  a  constant-
elasticity demand curve with elasticity e,  has con-
stant marginal cost,  m ,  and that the government 
imposes a  specific  tax of .  The monopoly sets 
its  price  such that p = (m + )/(1 + 1/e) .  Thus, 
dp/d = 1/(1 + 1/e) 7 1.

is run by a manager who maximizes revenue.  Set-
ting MR = 0 yields 100 - 4q = 0 or q = 25.  Firm 
3 maximizes the labor input subject to not making 
a loss, which implies maximizing output subject to 
not making a loss.  At this point revenue will just 
equal  cost:  100q - 2q2 = 100 + 20q.  This  qua-
dratic equation can be rewritten in standard form 
as  2q2 - 80q + 100 = 0.  This  quadratic  equation 
has  two solutions,  the larger of which requires 
more labor and is therefore the correct answer.  It is 
approximately 38.7.

 4.1  Campbell gains produce and savings worth $85 mil-
lion per year.  Using an interest rate of 5% and apply-
ing Equation 7A.4 implies that the present value 
of this  flow is  $85/0.05 million = $1,700 million 
or $1 .7 billion.  The cost of the acquisition is  $1 .55 
 b illion plus  the  one-time  transaction cost  of 
$50  million or $0.05 billion, yielding a total cost of 
$1 .6 billion.  The overall gain in value to Campbell 
is $1 .7 - $1.6 = $0.1  billion or $100 million.

Chapter 8

 1.2  If the transaction costs of switching to a  different 
seller are high, then some consumers would con-
tinue to buy from a seller even if that seller raised 
its  price.  The seller would therefore not be a price 
taker, as it would not lose all its sales by raising its 
price above the going market level.  Also, if buy-
ers do not know the prices available in the market 
(imperfect information), then a seller might be able 
to raise prices without losing all its customers, so it 
would not be a price taker in this case either.

 2.2  Suppose that a U-shaped marginal cost curve cuts a 
competitive firms demand curve (price line)  from 
above at q1  and from below at q2.  By increasing out-
put to  q1 + 1,  the firm earns extra profit because 
the last unit sells for price p,  which is greater than 
the marginal cost of that last unit.  Indeed, the price 
exceeds the marginal cost for all units between q1  
and q2,  so it is  more profitable to produce q2  than 
q1.  Thus, the firm should either produce q2 or shut 
down (if it is making a loss at q2).

 2.5  Average  cost  is  AC = C(q)/q = 10/q + 10 + q.  
S imilarly,  average  variab le  cost  is  AVC  =
VC/q = 10 + q.  If the market price is  p,  the firm 
maximizes profit by setting MC = 10 + 2q = p.  
The re fo re ,  q = p/2 - 5.  I f  p = 50,  then 
q = 50/2 - 5 = 20.

 3.2  This law has no effect on the long-run equilibrium.  
However,  in the short runwithin the six-month 
worker notification periodthe cost of labor would 
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local residents are required to show identification 
(such as a driver s license)  before being allowed to 
enter using a local resident ticket.  Using these meth-
ods prevents resale across groups.

 2.2  Under perfect price discrimination, the firms profit 
is the area below the demand curve and above mar-
ginal cost.  This area is  12  (60)(60) = 1,800.  The con-
sumer surplus is zero, as all surplus is extracted by the 
monopoly.  The total surplus is therefore 1 ,800.  The 
deadweight loss is zero as the monopoly produces 
up to the point where marginal cost cuts the demand 
curve.  For a single-price monopoly, Q = 30, p = 60, 
profit is (p - AC)Q = (60 - 30)30 = 900, consumer 
surplus is 450, total surplus is 1 ,350, and the dead-
weight loss is 450.

 3.2  The  marginal  revenue  function correspond-
ing to  a  linear inverse demand function has the 
same intercept and a slope that is  twice as steep.  
Thus,  the  American marginal revenue function 
is  MRA = 100 - 2QA,  and the  Japanese  one  is 
MRJ = 80 - 4QJ.  To  determine how many units 
to sell in the United States,  the monopoly sets its 
American marginal  revenue equal  to  its  mar-
ginal  cost,  MRA = 100 - 2QA = 20,  and solves 
for the optimal quantity, QA = 40 units.  Similarly, 
because MRJ = 80 - 4QJ = 20,  the optimal quan-
tity is QJ = 15 units  in Japan.  Substituting QA = 40 
into the American demand function, we find that 
pA = 100 - 40 = $60.  S imilar ly,  sub s ti tuting 
QJ = 15 units  into the Japanese demand function, 
we learn that pJ = 80 - (2 * 15) = $50.  Thus, the 
price-discriminating monopoly charges 20% more 
in the United States than in Japan.
 We can also show this result using elasticities.  
From Equation 3.6,  we know that the elasticity 
of demand is  eA = -pA/QA  in the United States 
and eJ = -

1
2  pJ/QJ  in Japan.  In the  equilibrium, 

eA = -60/40 = -
3
2  and eJ = -50/(2 * 15) = -

5
3.  

As  Equation 10.5  shows,  the ratio  of the prices 
depends on the relative elasticities  of demand:  
pA/pJ = 60/50 = (1 + 1/eJ)/(1 + 1/eA) = (1 -

3
5)/

(1 -
2
3) =

6
5.

 3.3  The  two  margina l  revenue  curves  a re 
MRJ = 3,500 - QJ and MRA = 4,500 - 2QA.  Equat-
ing the marginal revenues with the marginal cost 
of $500, we find that QJ = 3,000 and QA = 2,000.  
Substituting these  quantities  into  the  demand 
curve equations,  we learn that pJ = $2,000  and 
pA = $2,500.  We can use Equation 9.10 to determine 
the elasticities of demand

eJ = p/(MC - p) = 2,000/(500 - 2,000) = -4/3,

eA = 2,500/(500 - 2,500) = -5/4.

 4.1  Yes.  If the demand curve intersects the downward-
sloping part of the AC  curve, then AC  is  downward 
sloping over the relevant range and the firm is  a 
natural monopoly.

 4.2  A firm may be able to produce the market quantity 
more cheaply than the aggregation of separate firms 
production and therefore be a  natural monopoly 
even if the demand curve intersects  the upward-
sloping portion of its AC  cost curve, provided this 
intersection occurs sufficiently close to the mini-
mum of the AC  curve.

 5.2  To maximize profit the monopoly must set marginal 
revenue MR  (= 0R/0Q)  equal to marginal cost, MC,  
and must set the marginal revenue of advertising, 
MRA  (= 0Q/0A),  equal to the marginal cost of adver-
tising, which is 1 .  R = pQ = 100Q - Q2

+ 5A - A2.  
Setting  MR = MC  y ie lds  100 - 2Q = 10  or 
Q = 45.  Setting  MRA = 1  yields  5 - 2A = 1  
o r  A = 2.  The  p rofit-maximizing  p rice  is 
p = 100 - 45 + (5(2) - 22)/(45) = 55.13.

 6.2  If  the  inverse  demand  function is  given by 
p = 10 - Q,  the  marginal  revenue  function is 
MR = 10 - 2Q.  Thus, the output that maximizes 
the monopolys profit is determined by MR = MC  
or 10 - 2Q = 2.  Therefore,  Q = 4.  At that output 
level,  its  price is  p = 6 and its  profit is   = 16.  If 
the monopoly chooses to  sell 8  units  in the first 
period (it has no incentive to sell more), its price is 
2  and it makes no profit.  Given that the firm sells 
8  units in the first period, its demand curve in the 
second period is  p = 10 - Q/ ,  so its  marginal 
revenue function is MR = 10 - 2Q/ .  The output 
that leads to its maximum profit is  determined by 
MR = 10 - 2Q/ = 2 = MC,  so its  output is  4 .  
Thus, its price is 6 and its profit is 16 .  It pays for the 
firm to set a low price in the first period if the lost 
profit, 16, is  less than the extra profit in the second 
period, which is 16( - 1).  Thus, it pays to set a low 
price in the first period if 16 6 16( - 1),  or 2 6 .

Chapter 1 0

 1.4  The colleges may be providing scholarships as  a 
form of charity, or they may be price discriminating 
by lowering the final price to less wealthy families 
(with presumably higher elasticities of demand).  
Because wealthier families have lower elasticities 
(and higher willingness to pay)  than poor families, 
they pay higher prices.

 1.5  A Disneyland ticket clearly identifies whether it is  a 
childs ticket or an adults ticket.  Thus, only children 
are allowed to enter using a childs ticket.  Similarly, 
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individually.  (c)  Bundling pays because reservation 
prices are negatively correlated.

 7.2  (a)  Winter is the peak season.  Write the equations for 
the demand curves with q  on the left side.  Then we 
have qW = 200 - p  in winter and qS = 100 - p/2 
in the summer.  The difference is 100 - p/2, which 
is strictly positive for any price at which output can 
be sold (p 6 200).  Thus, demand is higher in win-
ter than in summer for any feasible price.  (b)  In the 
winter, setting MR = MC = 0 yields q = 100,  but 
the firm has only 50 yachts.  It will therefore maxi-
mize profit by choosing the price at which demand 
is exactly 50, which is given by p = 200 - 50 = 150.  
In the summer, the firms profit-maximizing output 
is  also 50, but the price needed to sell this output 
level is 200 - (2 * 50) = 100.

Chapter 1 1

 1.4  The profit-maximizing cartel output is the monopoly 
output.  Setting MR = MC  yields 100 - 4Q = 20, so 
Q = 20.  There are four firms, so each firm produces 
20/4 = 5.

 2.2  The inverse demand function is  p = 1 - 0.001Q.  
The  first  firms  profit  is  1 = [1 - 0.001(q1  +
q2)]q1 - 0.28q1.  I ts  fi rs t-o rder  condition  i s 
d 1/dq1 = 1 - 0.001(2q1 + q2) - 0.28 = 0.  If we 
rearrange the terms, the first firms best-response 
function is  q1 = 360 -

1
2  q2.  Similarly,  the second 

firms best-response function is q2 = 360 -
1
2  q1.  By 

substituting one of these best-response functions 
into the other, we learn that the Nash-Cournot equi-
librium occurs at q1 = q2 = 240,  and the equilib-
rium price is 52.

 2.4  The monopoly will make more profit than the duo-
poly will, so the monopoly is willing to pay the col-
lege more rent.  Although granting monopoly rights 
may be attractive to the college because of the higher 
rent that can be earned, students will suffer (lose 
consumer surplus)  because of the higher prices.

 2.10  By differentiating its  product,  a  firm makes the 
residual demand curve it faces less elastic every-
where.  For example, no consumer will buy from a 
firm if its rival charges less and the goods are homo-
geneous.  In contrast, some consumers who prefer a 
firms product to that of its rival will still buy from 
this firm even if its rival charges less.  As implied by 
Equation 9.10, the profit maximizing price is higher 
if the equilibrium elasticity of demand is smaller in 
magnitude.

Thus, using Equation 10.3, we find that

pJ

pA
=

2,000

2,500
= 0.8 =

1 + 1/(-5/4)

1 + 1/(-4/3)
=

1 + 1/eA

1 + 1/eJ
.

 The profit in Japan is (pJ - m)QJ = ($2,000 - $500)
*  3,000 = $4.5 million,  and the U.S.  profit is  $4 
million.  The deadweight loss is  greater in Japan, 
$2.25 million  (12 * $1,500 * 3,000),  than in  the 
United States, $2 million (12 * $2,000 * 2,000).

 3.11  This policy allows the firm to maximize its profit by 
price discriminating if people who put a lower value 
on their time (and are therefore willing to drive to 
the store and move their purchases  themselves)  
have a higher elasticity of demand than people who 
want to order over the phone and have the goods 
delivered.

 4.1  Figure 10.4 depicts a  situation with identical con-
sumers.  Each consumer purchases the same fraction 
of the total output and gets the same fraction of the 
consumer surplus.  As consumer surplus is lower in 
panel a than in panel b, it follows that all consumers 
are made worse off by nonlinear price discrimina-
tion in this case.  However,  if consumers were dif-
ferent,  it is  possible that some consumers would 
gain under nonlinear price discrimination.  Specifi-
cally,  consumers who purchase a large volume at 
the lower price might be better off under nonlinear 
price discrimination than under uniform monopoly 
pricing.

 5.3  Under two-part pricing, the Club would charge a fee 
per round of $20 and Joe would purchase 50 rounds.  
In the absence of a  membership  fee his consumer 
surplus would be $2,500 (=0.5(100)(50)).  The Club 
can charge this amount as an annual membership 
fee and thereby convert this consumer surplus to 
profit.  Therefore,  the profit-maximizing member-
ship fee is $2,500.  Under standard (uniform) monop-
oly pricing, the Club would charge a price of $70 and 
Joe would purchase 25 rounds, generating a profit of 
only $1,250 for the Club.  The Club therefore earns an 
additional $1 ,250 from two-part pricing.

 6.2  (a)  If the firm uses individual pricing, the best it can 
do is to charge $600 for the laptop and $100 for the 
printer.  It will sell laptops to all consumer types and 
will sell printers only to Type A  and Type B  consum-
ers.  Assuming just one consumer of each type, the 
revenue (and profit)  would be $1,800 for laptops and 
$200 for printers,  or $2,000 in total.  (b)  If the firm 
bundles the two products, it would maximize profit 
by charging a bundle price of $750 and selling to 
all three customers for a profit of $2,250, which is 
$250 more than it earns from pricing the products 
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Larry is better off talking in either case, so talking is 
his dominant strategy.  By the same reasoning, talk-
ing is also Duncans dominant strategy.  As a result, 
the Nash equilibrium is for both to confess.

 1.6  We start by checking for dominant strategies.  Given 
the payoff matrix,  Toyota always does at least as 
well by entering the market.  If GM enters,  Toyota 
earns 10 by entering and 0  by staying out of the 
market.  If GM does not enter, Toyota earns 250 if it 
enters and 0  otherwise.  Thus, entering is  Toyotas 
dominant strategy.  GM does not have a dominant 
strategy.  It wants to enter if Toyota does not enter 
(earning 200 rather than 0), and it wants to stay out 
if Toyota enters (earning 0 rather than -40).  Because 
GM knows that Toyota will enter (given that enter-
ing is Toyotas dominant strategy), GM stays out of 
the market.  Toyotas entering and GMs not entering 
is a Nash equilibrium.  Given the other firms strat-
egy, neither firm wants to change its strategy.
 Next we examine how the subsidy affects the 
payoff matrix and dominant strategies.  The subsidy 
does not affect Toyotas payoff, so Toyota still has 
a dominant strategy:  It enters the market.  With the 
subsidy, GMs payoffs if it enters increase by 50:  GM 
earns 10 if both enter and 250 if it enters and Toyota 
does not.  With the subsidy, entering is a dominant 
strategy for GM.  Thus, both firms entering is a Nash 
equilibrium.

 2.2  No, cheap talk (pre-play communication)  does not 
help in this case.  Network 2 would prefer the Nash 
equilibrium in which it schedules the show on Thurs-
day and can indicate its intent to choose Thursday.  
However, Network 1  prefers the Nash equilibrium 
in which it schedules the show on Thursday so it 
can announce the same intention.  These announce-
ments are not consistent and would not resolve the 
problem of settling on one equilibrium.

 2.11  We  can see  whether this  outcome is  a  mixed- 
strategy equilibrium by checking whether either 
firm wishes to change its  strategy given its rivals 
strategy.  Consider the situation from Firm 1 s point 
of view.  If both firms enter with probability 13,  then 
Firm 1  will stay out 23  of the time and get nothing.  
Both firms will enter (13)(

1
3) =

1
9  of the time and Firm 

1  will get -2.  Firm 1  will enter alone (13)(
2
3) =

2
9  of 

the time and get 1 .  The expected payoff to Firm 1  
is therefore (23)(0) + (19)(-2) + (29)(1) = 0.  Firm 1  can 
do no better by adopting any other strategy, includ-
ing entering with certainty or staying out with cer-
tainty.  It therefore has no incentive to  change its 
strategy.  The same is true of Firm 2.  Therefore, this 
combination of mixed strategies is a mixed-strategy 
equilibrium.

 2.13  (a)  At the  Nash-Cournot duopoly equilibrium, 
q1 = 5,  q2 = (15 - 4 + 1)/3 = 4,  pd = 6, 1  =

(6 - 1)5 = 25, and 2 = (6 - 2)4 = 16.  Total output 
is  Qd = 5 + 4 = 9.  Total profit is  d = 25 + 16 =
41.  Consumer surplus is CSd =

1
2  (15 - 6)9 = 40.5.  

At the efficient price (equal to  the marginal cost 
of 1 ) ,  the output is  1 4.  The deadweight loss  is 
DWLd =

1
2  (6 - 1)(14 - 9) = 12.5.  (b)  A monopoly 

equates its  marginal revenue and marginal cost:  
MR = 15 - 2Qm = 1 = MC.  Thus, Qm = 7, pm = 8, 
and  m = (8 - 1)7 = 49.  Consumer surplus  is 
CSm =

1
2  (15 - 8)7 = 24.5.  The deadweight loss is 

DWLm =
1
2  (8 - 1)(14 - 7) = 24.5.  (c)  The average 

cost of production for the duopoly is  [(5 * 1)  +
(4 * 2)]/(5 + 4) = 1.44,  whereas the average cost 
of production for the monopoly is 1 .  The increase in 
market power effect swamps the efficiency gain, so 
consumer surplus falls while deadweight loss nearly 
doubles.

 3.2  If duopoly firms produce identical goods, the equi-
librium price is  lower if the firms set price rather 
than quantity.  If the goods are differentiated, we can-
not answer this question definitively.

 3.4  Firm 1  wants to maximize its profit:  1 = (p1 - 10)q1
=  (p1 - 10)(100 - 2p1 + p2).
 Its  first-order condition is  d 1/dp1 = 100 -
4p1 + p2 + 20 = 0,  so  its  best-response function 
is  p1 = 30 +

1
4  p2.  Similarly, Firm 2s best-response 

function is  p2 = 30 +
1
4  p1.  Solving for the Nash- 

Bertrand equilibrium prices yields p1 = p2 = 40.  
Each firm produces 60 units.

 4.2  Initially, in the short run, the subsidy will lower fixed 
costs and increase profits for firms in the industry.  
However,  above-normal profits will attract entry 
into the industry in the long run and the increased 
competition will force prices down until a new equi-
librium is  re-established in which marginal firms 
again earn zero profit.  In the new equilibrium, there 
will be more firms and lower prices.

 5.1  (a)  The Nash-Cournot equilibrium in the absence  
of a  government intervention is  q1 = 30, q2 = 40, 
p = 50, 1 = 900,  and 2 = 1,600.  (b)  The Nash-
Cournot equilibrium is  now q1 = 33.3, q2 = 33.3,
p = 53.3, 1 = 1,108.9, and 2 = 1,108.9.

Chapter 1 2

 1.1  If Duncan stays silent, Larry gets 0 if he talks and -1  
(a year in jail)  if he stays silent.  If Duncan confesses, 
Larry gets -2 if he talks and -5 if he does not.  Thus, 
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these best-response functions into the other,  we 
learn that the Nash-Cournot equilibrium occurs at 
q1 = q2 = 240,  so the total output is  480 and the 
equilibrium price is 52.
 Next we determine the Stackelberg equilibrium.  
In this  case Firm 1  substitutes the best-response 
function of Firm 2  into Firm 1 s  profit function:  

1 = [1 - 0.001(q1 + 360 -
1
2  q1)]q1 - 0.28q1.  Tak-

ing the derivative of this profit function and setting 
it to  zero yields d 1/dq1 = 0.36 - 0.001q1 = 0  or 
q1 = 360.  Therefore, q2 = 360 -

1
2  (360) = 180.  The 

total Stackelberg output is 360 + 180 = 540, which 
exceeds the Nash-Cournot output of 480.  The Stack-
elberg price is 1 - 0.001(540) = $0.46 or 46, which 
is lower than the Nash-Cournot price.  Relative to the 
Nash-Cournot case, profit is  higher for the leader 
and lower for the follower and aggregate profits are 
lower in the Stackelberg case.

 2.5  Levi Strauss would want Wrangler to believe this 
claim because,  if it did,  Wrangler would choose 
white and Levi Strauss would choose violet and 
earn a profit of 40, the highest possible profit.  How-
ever, Wrangler should not believe this claim.  If, for 
example, Wrangler chooses violet, then Levi would 
be better off choosing black rather than also choos-
ing violet.  Levis claim that it would choose violet 
in this case is not credible.

 3.4  Draw the game tree and analyze the game using 
backward induction (moving from right to left in 
the  diagram).  If the incumbent commits  to  the 
small quantity, its  rival enters and the incumbent 
earns $450.  If the incumbent commits to the larger 
quantity, its rival does not enter and the incumbent 
earns $800.  Clearly, the incumbent should commit 
to the larger quantity because it earns a larger profit 
and the potential entrant chooses to stay out of the 
market.  In the subgame-perfect Nash equilibrium, 
the incumbent produces the large quantity and the 
potential rival stays out.

 3.5  Ying takes x  as  fixed and maximizes utility with 
respect to y:  dU/dy = 5(x + y) (-0.5) - 1 .  Therefore, 
5 = (x + y)0.5,  so y = 25 - x.  If x = 15,  it follows 
that y = 10.  Ying will work for 10 hours.  Xavier can 
keep Ying from doing any work by working for 25 
hours or more.

 4.2  Draw the game tree.  It is worth more to the monop-
oly to keep the potential entrant out than it is  worth 
to the potential entrant to enter, as the figure shows.  
Before the pollution-control device requirement, 
the entrant would pay up to $3 to enter,  whereas 
the incumbent would pay up to m - d = $7 to 
exclude the potential entrant.  With the device, the 
incumbents profit is  $6 if entry does not occur, and 

 3.1  (a)  WCG does not have a dominant strategy.  BB does 
have a dominant strategy.  Investing is better for BB 
no matter what WCG does.  (b)  The Nash equilib-
rium is for BB and WCG to both invest.  At this out-
come each is doing the best it can given the other s 
strategy.  (c)  The maximin solution is for BB to invest 
and WCG not to invest.

 4.2  If the two firms reach agreement,  Maxygen sells 
the patent to Oculus for a  price of p.  Oculus has 
a  net value of 50 - p  and Maxygen gets p .  If they 
do  not agree,  Oculus  value  is  1 0,  and Maxy-
gen gets nothing.  Therefore,  the Nash product is 
N = (50 - p - 10)(p - 0) = 40p - p2.  To  maxi-
mize  the  Nash product,  we set the derivative 
of the product with respect to  p  equal to  zero:  
dN/dp = 60 - 2p = 0 or p = 20.  In the Nash bar-
gaining solution, Maxygen sells the patent for 20 
and gets a net gain of 20 relative to the disagreement 
point.  Oculus also gains 20 (=50 - 20 - 10)  relative 
to the disagreement point.

Chapter 1 3

 1.1  (a)  In the simultaneous move game there are two 
Nash equilibria (in pure strategies).  One Nash equi-
librium is for Firm 1  to sell 10 and Firm 2 to sell 20.  
The other is for Firm 1  to sell 20 while Firm 2 sells 10.  
(b)  After drawing the game tree, you can use back-
ward induction to see that if Firm 1  sells 10,  then 
Firm 2 will choose 20, while if Firm 1  sells 20, then 
Firm 1  will sell 10.  The first of these possibilities is 
better for Firm 1 .  Since Firm 1 , the leader, can choose 
first, it therefore sells 10.  Thus, the subgame-perfect 
Nash equilibrium is for Firm 1  to sell 10 and Firm 
2 to sell 20.  (c)  If Firm 2 is the leader, the subgame-
perfect Nash equilibrium is that Firm 2 sells 10 and 
Firm 1  sells 20.

 1.2  In a game that is repeated a finite number of times, 
the outcome will yield the noncooperative solu-
tion if the players are fully rational.  This solution 
is qu = 64 and qa = 64 in each period.  Similarly, if 
one firm cares only about current period profits (and 
both firms know this), then the same thing happens.

 2.2  First we determine the Nash-Cournot equilibrium.  
The inverse demand function is  p = 1 - 0.001Q.  
F irm 1  s  p rofit  is  1 = [1 - 0.001(q1 + q2)]q1
-  0.28q1.  Its  first-order condition is  d 1/dq1  =
1 - 0.001(2q1 + q2) - 0.28 = 0.  If we  rearrange 
the terms,  the Firm 1 s  best-response function is 
q1 = 360 -

1
2  q2.  Similarly,  Firm 2s  best-response 

function is  q2 = 360 -
1
2  q1.  By substituting one of 
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insurance is  the price that would give it the same 
utility as not buying the insurance.  If this price is p,  
then U(160,000 - p) = EU(No Insurance) = 1,520.  
Therefore,  (4)(160,000 - p)0.5 = 1,520  or  160,000
-  p = (1 ,520/4)2 = 144,400.  I t  fo l lows  tha t 
p = 15,600.

 4.1  If they were married, Andy would receive half the 
potential earnings whether they stayed married 
or not.  As a  result,  Andy will receive $12,000 in 
present-value terms from Kims additional earn-
ings.  Because the returns to the investment exceed 
the cost, Andy will make this investment (unless a 
better investment is available).  However, if they stay 
unmarried and split, Andys expected return on the 
investment is the probability of staying together, 12,  
times Kims half of the returns if they stay together, 
$12,000.  Thus, Andys expected return on the invest-
ment, $6,000, is less than the cost of the education, so 
Andy is unwilling to make that investment (regard-
less of other investment opportunities).

 5.3  Either Joe or Sue might be overconfident, but there 
is  no information in the question to indicate that 
would be the reason for their different behavior.  
However, prospect theory would be a good explana-
tion.  Under prospect theory, people are risk seeking 
in the domain of losses, so Joe is  willing to take a 
substantial risk on the last race.  Sue is in the domain 
of gains and is therefore fundamentally risk averse.  
A small gamble is still fun for her (see the Mini-Case, 
Gambling), but she does not want to take a large 
risk.

Chapter 1 5

 1.2  Because insurance costs do not vary with soil type, 
buying insurance is  unattractive  for houses  on 
good soil and relatively attractive for houses on 
bad soil.  Relatively more homeowners with houses 
on poor soil  buy insurance,  so  the  state  insur-
ance agency will have a higher payout rate in the 
next major earthquake than it would if everyone 
bought earthquake insurance.  This  is  a  form of 
adverse  selectionhigh-risk consumers will buy 
the insurance.

 1.3  Brand names allow consumers to  identify a par-
ticular companys product in the future.  If a mush-
room company expects to remain in business over 
time, it would be foolish to brand its product if its 
mushrooms are of inferior quality.  Thus, all else the 
same, we would expect branded mushrooms to be 
of higher quality than unbranded ones.

it loses $1  if entry occurs.  Because the new firm 
would lose $1  if it enters, it does not enter.  Thus, the 
incumbent has an incentive to raise costs by $4 to 
both firms.  The incumbents profit is  $6 if it raises 
costs and only $3 if it does not.

 5.2  The subgame-perfect Nash equilibrium is that Clar-
ion would not build the plant.  The problem is that 
if it did, then Ford would have an incentive to pay 
only p2 and Clarion would lose money, an example 
of the hold-up problem.  One possible solution is 
for Ford to make a contractual commitment before 
Clarion invests to pay p3.

 6.3  If Chloe expects other players to choose randomly, 
then she would expect the average among those 
players to be about 50.  Her own bid will lower the 
average slightly, but we will assume that there are 
enough players so that her effect on the average is 
too small to affect her optimal bid.  She should there-
fore pick the integer closest to 23  of 50, which is 33.  If 
you are playing and you think everyone else is like 
Chloe, then you should bid 23  of 33, which is 22.

Chapter 1 4

 1.2  Assuming that  the  painting  is  not  insured 
against fire,  its  expected value is  (0.2 * $1,000)  +
(0.1 * $0) + (0.7 * $500) = $550.

 1.4  The expected value of the stock is  (0.25 * 400)  +
(0.75 * 200) = 250.  The variance is 0.25(400 - 250)2

+  0.75(200 - 250)2 = 0.25(150)2 + 0.75(-50)2 = 5,625
+  1 ,875 = 7,500.  The standard deviation is 86.6.

 2.6  Hugos  expected  wealth  is  EW = ( 23 * 144 )
+  (  13 * 225 ) = 96 + 75 = 171.  His expected utility is  
EU =  3 23 * U(144) 4 + 3

1
3 * U(225) 4 = 3

2
3 * 2144 4 +

3
1
3 * 2225 4 = 3

2
3 * 12 4  +  3 13 * 15 4 = 13.

He would pay up to an amount P  to  avoid bear-
ing  the  risk,  where  U(EW - P)  equals  his 
expected utility from the risky stock, EU.  That is, 
U(EW - P) = U(171 - P) = 2171 - P = 13 = EU.  
Squaring both sides, we find that that 171 - P = 169, 
or P = 2.  That is, Hugo would accept an offer for his 
stock today of $169 (or more), which reflects a risk 
premium of $2.

 3.4  (a)  EU(No Insurance)=   (0.2)U(90,000) +(0.8)U(160,000)
=  240 + 1,280 = 1,520.  U(Insurance) = U(160,000
-  15,000) = 1,523.15.  Because U(Insurance) 7 EU
(No Insurance), this household should buy the insur-
ance.  (b)  The actuarially fair price is  the expected 
value of the payout, which is (0.2)(70,000) = 14,000.  
(c)  The maximum the household would pay for this 
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prefers profit sharing.  Priscilla has an expected value 
of 30 - 10 = 20 with a fixed wage and 0.5(60) = 30 
under profit sharing, so she prefers profit sharing 
also.

 5.3  One important factor that deters shirking is  that 
employees may lose their jobs if they are caught 
shirking.  This possibility is  a  stronger deterrent 
to  shirking if the employee anticipates  a  period 
of unemployment after being fired.  If the worker 
can easily move to a new job, as occurs under full 
employment, then the incentive to avoid shirking is 
weaker.

Chapter 1 6

 1.1  A Pareto improvement does not necessarily yield a 
Pareto efficient outcome as further Pareto improve-
ments may be possible.  If a situation is Pareto effi-
cient, no further Pareto improvements are possible.  
A change that leads to  Pareto efficiency does not 
necessarily cause a Pareto improvement, as there 
may be losers as well as winners.

 2.2  As demand is  perfectly inelastic up  to  a  price of 
$100  per day,  the profit-maximizing monopoly 
price is  $100 and all 100 consumers will purchase 
a  daily dose at this  price.  There is  no consumer 
surplus.  The daily producer surplus (and profit)  
is  (100 - 10)100 = $9,000.  If a  price ceiling of $30 
is imposed, the price falls to $30, quantity remains 
unchanged at 1 00,  consumer surplus  rises  to 
(100 - 30)100 = $7,000, and producer surplus falls 
to (30 - 10)100 = $2,000.  In this case, the price con-
trol imposes no deadweight loss.

 3.1  Under duopoly each firm produces  30,  so  total 
industry output is 60, price is 40, and total profit for 
the two firms combined is  (40 - 10)60 = 1,800.  If 
the two firms merge to form a monopoly, industry 
quantity falls to 45, price rises to 55, and profit rises 
to (55 - 10)45 = 2,025.  Thus, merging increases the 
combined profit of the firms.  Antitrust authorities 
might oppose the merger because consumer surplus 
falls by more than profit rises, so deadweight loss 
rises as a result of the merger.

 4.3  Zero pollution is not the optimal level of pollution 
for society.  The optimal level of pollution is where 
the marginal social cost of pollution is equal to the 
marginal social benefit of pollution.  At zero pollu-
tion, the marginal social benefit of a little pollution 
is high while the marginal social cost is low.  We can 
have too little  pollution.

 1.8  Because buyers are risk neutral, if they believe that 
the probability of getting a lemon is ,  the most they 
are willing to pay for a  car of unknown quality is 
p = p1(1 - ) + p2 .  If p  is  greater than both v1  and 
v2,  all  cars  are  sold.  If v1 7 p 7 v2,  only lemons 
are sold.  If p  were less than both v1  and v2,  no cars 
would be sold.  However, we know that v2 6 p2 and 
p2 6 p,  so owners of lemons are certainly willing to 
sell them.  (If sellers bear a transaction cost of c  and 
p 6 v2 + c,  no cars are sold.)

 2.3  If education is easier to obtain for high-quality work-
ers than for low-quality workers, then high-quality 
workers may signal their quality to  prospective 
employers by getting higher levels of education than 
lower quality workers.

 3.1  This arrangement would likely increase the size of 
the overall bill.  If there are n  students, then each stu-
dent will incur a cost of only 1/n  times the cost of 
any additional item that the student orders.  Because 
the student placing the order will  get the entire 
marginal benefit but will bear only a small part of 
the marginal cost,  an excessive amount would be 
ordered.

 3.5  Presumably, the promoter collects a percentage of 
the revenue at each restaurant.  If customers can pay 
cash, the restaurants may lie to the promoter as to 
the amount of food they sold.  The scrip (Cajun Cash)  
makes such opportunistic behavior difficult.

 4.3  A partner who works an extra hour bears the full 
opportunity cost of this extra hour but gets only half 
the marginal benefit from the extra business profit.  
The opportunity cost of extra time spent at the store 
is the partner s best alternative use of time.  A part-
ner could earn money working for someone else or 
use the time to have fun.  Because a partner bears 
the full marginal cost but gets only half the marginal 
benefit (the extra business profit)  from an extra hour 
of work, each partner works only up to the point 
at which the marginal cost equals half the marginal 
benefit.  Thus, each has an incentive to put in less 
effort than the level that maximizes their joint profit, 
where the marginal cost equals the marginal benefit.

 4.4  (a)  If Arnie is  paid a fixed wage of 10, then Arnie 
would provide low effort.  Any additional effort 
would be costly to him and would not increase his 
wage and therefore be a net loss.  (b)  Under a 50-50 
profit-sharing contract Arnie would choose medium 
effort.  With medium effort the expected profit is 
0.5(40) + 0.5(80) = 60.  Arnie gets  50% or 30  and 
subtracts the cost of effort, 10, yielding a net gain of 
20.  With either low effort or high effort, Arnies net 
gain is  only 15.  (c)  Arnie gets 20 under the profit-
sharing contract and 10 with a  fixed wage, so he 
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Chapter 1 7

 1.1  In South Korea, the opportunity cost of car assembly 
is 1 .5 sets of components per assembled car.  In North 
Korea, the opportunity cost of car assembly is only 
one-third of a set of components.  The theory of com-
parative advantage implies that North Korea would 
export assembled cars as it has a lower opportunity 
cost of assembly.

 2.2  Figure 17.1  shows the supply and demand for euros 
per day.  The exchange rate is the price in U.S.  dol-
lars of a euro.  If the U.S.  government tries to fix the 
exchange rate at X1  even after demand for euros 
shifts out to D2,  there will be an excess demand for 
euros at that price.  Supply and demand would come 
into balance only if the exchange rate were allowed 
to rise to the new equilibrium level at X2.

 3.9  If the payoff to each firm is 5  (rather than -5)  if both 
enter,  then entering becomes a dominant strategy 
for each firm, even without a subsidy to Novartis.  If 
a subsidy of 10 is provided to Novartis, both firms 
enter, Ajinomoto earns 5, and Novartis earns 15.

 4.2  To maximize combined profits,  TMX Philippines 
should charge a transfer price equal to the marginal 
cost of $10.  The Timex Group USA then sets its mar-
ginal revenue of 90 - 4Q  equal to the transfer price 
(its marginal cost)  of 10, which yields 90 - 4Q = 10 
or Q = 20.  Price will be 90 - 40 = 50.  TMX Philip-
pines makes no profit in this case, but it could make 
positive profits if it raised the transfer price.  How-
ever, the profit of the Timex Group USA would fall 
by more than the profit of TMX Philippines would 
rise.

 4.8  The competitive outcome occurs where the sup-
ply and demand curves cross, which is where price 
(inverse demand)  equals marginal cost.  Therefore, 
200 - Q = 80 + Q  or Q = 60.  The social optimum 
occurs where the social marginal benefit given by 
the inverse demand function equals the social mar-
ginal cost, which is the sum of the private marginal 
cost and the marginal external damage.  Therefore, 
200 - Q = 80 + 2Q  and the optimal output level 
is Q = 40.  The market will produce this amount of 
output if a specific tax is set equal to the amount of 
the external damage at the optimal output level.  In 
this case, the tax should therefore be 40.

 5.4  A public good is  both nonrival and nonexclusive.  
Cable television is  nonrival but it is  exclusive as 
potential users can be easily excluded.  Therefore, 
cable television is  not a  public good.  (It is  a  club 
good.)  Broadcast television is  both nonrival and 
nonexclusiveanyone with a TV and appropriate 
antenna can receive and view the signals.  Therefore, 
broadcast TV is a public good.  However, broadcast 
TV is provided by private firms because those firms 
do not need to collect revenue from viewers.  Instead, 
the revenue comes from advertisers who hope to sell 
products to the viewers.  Even so, in the days before 
cable TV became common, broadcast TV probably 
was underprovided by private sources and, in many 
countries, broadcasting was (and is)  either provided 
by government or subsidized by government.

 6.2  In this case,  price is  30 and output is  10  whether 
or not Woz develops the new process.  Therefore, 
consumer surplus does not change.  However, Woz 
earns positive producer surplus (and positive profit)  
from the innovation and total surplus rises.
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adverse selection:  when one party to a transaction pos-
sesses information about a hidden characteristic that is 
unknown to other parties and takes economic advan-
tage of this information, causing low-quality items to 
be over-represented in transactions.  (15)

arc price elasticity:  an elasticity that uses the average 
price and average quantity as the denominator for per-
centage calculations.  (3)

asymmetric information:  a  situation in which one party 
to a transaction has relevant information that another 
party does not have.  (15)

auction:  a  sale in which a good or service is sold to the 
highest bidder.  (12)

average cost (or  average total cost)  (AC) :  the total cost 
divided by the units of output produced:  AC = C/q.  
(6)

average fixed cost (AFC) :  the fixed cost divided by the 
units of output produced:  AFC = F/q.  (6)

average product of labor  (APL) :  the ratio of output, q,  to 
the amount of labor, L,  used to produce that output:  
APL = q/L.  (5)

average variable cost (or  variable cost per unit of output)  
(AVC) :  the variable cost divided by the units of output 
produced:  AVC = VC/q.  (6)

backward induction (in a game):  first determine the best 
response by the last player to move, next determine 
the best response for the player who made the next-to-
last move, and then repeat the process back to the first 
move of the game.  (13)

bad:  something for which less is preferred to more, such 
as pollution.  (4)

bandwagon effect:  the situation in which a person places 
greater value on a good as more and more other people 
possess it.  (9)

bargaining game:  any situation in which two or more 
parties with different interests or objectives negotiate 
voluntarily over the terms of some interaction, such as 
the transfer of a good from one party to another.  (12)

behavioral economics:  the use of insights from psychol-
ogy and research on human cognition and emotional 
biases to augment the rational economic model to bet-
ter predict economic decision making.  (4)

Bertrand equilibrium (or  Nash-Bertrand  or  Bertrand-
Nash equilibrium) :  a  Nash equilibrium in prices; a set 
of prices such that, holding the prices of all other firms 
constant, no firm can obtain a higher profit by choos-
ing a different price.  (11)  

best response (in a game):  the strategy that maximizes a 
player s payoff given its beliefs about its rivals  strate-
gies.  (12)

bounded rationality:  a  situation in which people have a 
limited capacity to anticipate, solve complex problems, 
or enumerate all options.  (4)

budget line (or  budget constraint) :  the bundles of goods 
that can be bought if the entire budget is spent on those 
goods at given prices.  (4)

bundling (or  package deal) :  a  type of sale in which two 
or more goods or services are combined and offered at 
a single price.  (10)

cartel:  a  group of firms that explicitly agree (collude)  to 
coordinate setting prices or quantities.  (11)

certification:  a  report that a particular product meets or 
exceeds a given standard.  (15)

club good:  a  good that is nonrival but is subject to exclu-
sion.  (16)

common knowledge (in a game):  a  piece of information 
known by all players, and is known by all players to 
be known, and is known to be known to be known, 
etc.  (12)

common property, open-access:  resources to which 
everyone has free access and equal rights to exploit.  (16)

comparative advantage (in international trade):  the abil-
ity to produce a good or service at lower opportunity 
cost than other countries.  (17)

complements:  a  pair of goods or services for which 
an increase in the price of one causes a consumer to 
demand a smaller quantity of the other.  (2)

complete information (in a game):  a  situation in which 
the strategies and payoffs of the game are common 
knowledge.  (12)

constant returns to scale (CRS) :  the property of a produc-
tion function whereby when all inputs are increased 
by the same proportion, output increases by that same 
proportion.  (5)

consumer surplus (CS) :  the monetary difference between 
what a consumer is willing to pay for the quantity of 
the good purchased and what the good actually costs.  
(8)

cost (or  total cost,  C) :  the sum of a firms variable cost 
and fixed cost:  C = VC + F.  (6)

cost-benefit principle:  a  change is desirable if its benefits 
exceed the costs.  (16)

Cournot equilibrium (or  Nash-Cournot or  Cournot-Nash 
equilibrium) :  a  set of quantities chosen by firms such 
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that, holding the quantities of all other firms constant, 
no firm can obtain a higher profit by choosing a differ-
ent quantity.  (11)

credible threat:  a  claim or threat that a player will, under 
particular circumstances, use a strategy harmful to its 
rival, and the threat is believable because it is in the 
players best interest to use it if those circumstances 
arise.  (13)

cross-price elasticity of demand:  the percentage change 
in the quantity demanded divided by the percentage 
change in the price of another good.  (3)

deadweight loss (DWL) :  the net reduction in total sur-
plus from a loss of surplus by one group that is not 
offset by a gain to another group from an action that 
alters a market equilibrium.  (8)

decreasing returns to scale (DRS) :  the property of a 
 production function whereby output rises less than 
in proportion to an equal proportional increase in all 
inputs.  (5)

demand curve:  a  curve showing the quantity of a good 
demanded at each possible price, holding constant the 
other factors that influence purchases.  (2)

dependent variable:  the variable whose variation is to be 
explained.  (3)

diminishing marginal returns (law of) :  if a firm keeps 
increasing an input, holding all other inputs and tech-
nology constant, the corresponding increases in output 
will eventually become smaller (diminish).  (5)

diseconomies of scale:  the property of a cost function 
whereby the average cost of production rises when 
output increases.  (6)

dominant strategy:  a  strategy that produces a higher 
payoff than any other strategy the player can use no 
matter what its rivals do.  (12)

duopoly:  an oligopoly with two firms.  (11)
durable good:  a  product that is usable for a long period, 

perhaps for many years.  (6)
dynamic game:  a  game in which players move either 

sequentially or repeatedly.  (13)
economically efficient (for a producer):  minimizing the 

cost of producing a specified output level.  (6)
economics:  the study of decision making in the presence 

of scarcity.  (1 )
economies of scale:  the property of a cost function 

whereby the average cost of production falls as output 
expands.  (6)

economies of scope:  the situation in which it is less 
expensive to produce goods jointly than separately.  (6)

efficient contract:  an agreement in which neither party 
can be made better off without harming the other 
party.  (15)

efficient production (or  technological efficiency) :  the 
situation in which the current level of output can-
not be produced with fewer inputs, given existing 
knowledge about technology and the organization of 
 production.  (5)

elasticity:  the percentage change in one variable divided 
by the associated percentage change in the other vari-
able.  (3)

endowment effect:  people place a higher value on a 
good if they own it than they do if they are considering 
buying it.  (4)

equilibrium:  a  situation in which no participant wants to 
change his or her behavior.  (2)

essential facility:  a  scarce resource that a rival needs to 
use to survive.  (16)

excess demand:  the amount by which the quantity 
demanded exceeds the quantity supplied at a specified 
price.  (2)

excess supply:  the amount by which the quantity sup-
plied exceeds the quantity demanded at a specified 
price.  (2)

exchange rate:  the price of one currency (such as the 
euro)  in terms of another currency (such as the U.S.  
dollar).  (17)

exclusion:  the property that others can be prevented 
from consuming a good.  (16)

expected value:  is  derived by taking the value of each 
possible outcome times the probability of that outcome 
and adding up those values.  (14)

explanatory variables:  the factors that are thought to 
affect the value of a dependent variable.  (3)

extensive form (of a game):  specifies the n  players, the 
sequence in which they make their moves, the actions 
they can take at each move, the information that each 
player has about players  previous moves, and the 
payoff function over all possible strategies.  (13)

externality:  a  persons well-being or a firms production 
capability is directly affected by the actions of other 
consumers or firms rather than indirectly through 
changes in prices.  (16)

fair bet:  a  bet with an expected value of zero.  (14)
fair insurance:  a  contract between an insurer and a poli-

cyholder in which the expected value of the contract to 
the policyholder is zero.  (14)

fixed cost (F) :  a  production expense that does not vary 
with output.  (6)

fixed input:  a  factor of production that cannot be varied 
in the short run.  (5)

free-rider problem:  a  situation in which people benefit 
from the actions of others without paying.  (16)

game:  any interaction between players (such as individu-
als or firms)  in which strategic interdependence plays 
a major role.  (12)

game theory:  a  set of tools used by economists and others 
to analyze decision-making in situations of strategic 
interdependence.  (12)

good:  a  commodity for which more is preferred to less, at 
least at some levels of consumption.  (4)

group price discrimination (or  third-degree price dis-
crimination) :  a  situation in which a firm charges each 
group of customers a different price.  (10)
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marginal rate of substitution (MRS) :  the rate at which 
a consumer can substitute one good for another while 
remaining on the same indifference curve.  (4)

marginal rate of technical substitution (of capital for 
labor)  (MRTS) :  the units of capital the firm can replace 
with an extra unit of labor while holding output 
 constant.  (5)

marginal rate of transformation (MRT) :  the trade-off 
the market imposes on the consumer in terms of the 
amount of one good the consumer must give up to 
purchase more of the other good.  (4)

marginal revenue (MR) :  the change in revenue a firm 
gets from selling one more unit of output.  (7)

marginal utility:  the extra utility that a consumer gets 
from consuming one more unit of a good.  (4)

market:  an exchange mechanism that allows buyers to 
trade with sellers.  (1 )

market failure:  a  non-optimal allocation of resources 
such that total surplus in a market is not maximized.  
(9)

market power:  the ability of a firm to significantly affect 
the market price.  (9)

market structure:  the number of firms in the market, the 
ease with which firms can enter and leave the market, 
and the ability of firms to differentiate their products 
from those of their rivals.  (7)

maximin strategy (in a game):  a  strategy that maximizes 
the lowest possible payoff the player might receive.  
(12)

mixed strategy:  a  player in a game chooses among 
 possible pure strategies according to probabilities it 
assigns.  (12)

model:  a  description of the relationship between two or 
more variables.  (1 )

monopolistic competition:  a  market structure in which 
firms have market power, but free entry occurs in the 
long run until no additional firm can enter and earn a 
positive long-run profit.  (11)

monopoly:  the sole supplier of a good that has no close 
substitute.  (9)

moral hazard:  an informed party takes an action that 
another party cannot observe and that harms the less-
informed party.  (15)

multivariate regression (or  multiple regression):  regres-
sion with two or more explanatory variables.  (3)

Nash equilibrium:  a  set of strategies such that, holding 
the strategies of all other players constant, no player 
can obtain a higher payoff by choosing a different 
strategy.  (12)

Nash-Bertrand equilibrium (or  Bertrand  or  Bertrand-
Nash equilibrium) :  a  set of prices such that, holding 
the prices of all other firms constant, no firm can obtain 
a higher profit by choosing a different price.  (11)

Nash-Cournot equilibrium (or  Cournot or  Cournot-Nash 
equilibrium) :  a  set of quantities chosen by firms such 
that, holding the quantities of all other firms constant, 

hidden action:  is  an act by one party to a transaction that 
is not observed by the other party.  (15)

hidden characteristic:  is  an attribute of a person or thing 
that is known to one party but unknown to others.  (15)

holdup problem:  two firms agree to work together and 
the firm that acts second takes advantage of a specific 
investment made by the firm that acts first.  (13)

income elasticity of demand (or  income elasticity) :  the 
percentage change in the quantity demanded divided 
by the given percentage change in income.  (3)

increasing returns to scale (IRS):  the property of a pro-
duction function whereby output rises more than in 
proportion to an equal proportional increase in all 
inputs.  (5)

indifference curve:  the set of all bundles of goods that a 
consumer views as being equally desirable.  (4)

indifference map (or  preference map) :  a  complete set 
of indifference curves that summarize a consumer s 
tastes or preferences.  (4)

inferior good:  a  good for which the quantity demanded 
falls as income rises.  (3)

innovation:  a  new idea, device, or method.  (5)
isocost line:  all the combinations of inputs that require 

the same (iso-)  total expenditure (cost).  (6)
isoquant:  a  curve that shows the efficient combinations 

of labor and capital that can produce a single (iso-)  
level of output (quantity).  (5)

Law of Demand:  consumers demand more of a good if 
its price is lower, holding constant the prices of other 
goods, tastes, and other factors that influence the 
amount they want to consume.  (2)

learning by doing:  the productive skills and knowledge 
that workers and managers gain from experience.  (6)

learning curve:  the relationship between average cost 
and cumulative output.  (6)

Lerner Index:  the ratio of the difference between price 
and marginal cost to the price:  (p - MC)/p.  (9)

limit pricing:  when a firm sets its price (or, equivalently, 
its output)  so that another firm cannot enter the market 
profitably.  (13)

limited liability (for a corporation):  the condition 
whereby the personal assets of the corporate owners 
cannot be taken to pay a corporations debts even if it 
goes into bankruptcy.  (7)

long run:  a  lengthy enough period of time that all 
 relevant inputs can be varied.  (5)

managerial economics:  the application of economic 
 analysis to managerial decision making.  (1 )

marginal cost (MC) :  the amount by which a firms cost 
changes if the firm produces one more unit of output.  
(6)

marginal product of labor  (MPL) :  the change in total out-
put resulting from using an extra unit of labor holding 
other factors constant.  (5)

marginal profit:  the change in profit a firm gets from 
 selling one more unit of output.  (7)
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unit at the maximum amount any customer is willing 
to pay for it.  (10)

perfect substitutes:  goods that are essentially equivalent 
from the consumer s point of view.  (4)

positive statement:  a  testable hypothesis about matters 
of fact such as cause-and-effect relationships.  (1 )

price discrimination:  charging consumers different prices 
for the same good based on individual characteristics 
of consumers, membership in an identifiable subgroup 
of consumers, or on the quantity purchased.  (10)

price elasticity of demand (or  elasticity of demand,  
demand elasticity,  e) :  the percentage change in the 
quantity demanded, Q,  divided by the percentage 
change in the price, p.  (3)

price elasticity of supply (or  elasticity of supply) :  the 
percentage change in the quantity supplied divided by 
the percentage in price.  (3)

prisoners dilemma:  a  game in which all players have 
dominant strategies that lead to a payoff that is infe-
rior to what they could achieve if they cooperated.  (12)

private cost:  a  firms direct costs of production (such as 
the cost of inputs), but not including any costs imposed 
on others.  (16)

producer surplus (PS) :  the difference between the 
amount for which a good sells and the minimum 
amount necessary for the producers to be willing to 
produce the good.  (8)

production function:  the relationship between the quan-
tities of inputs used and the maximum quantity of 
output that can be produced, given current knowledge 
about technology and organization.  (5)

profit ( ) :  the difference between revenues, R,  and costs, 
C:  = R - C.  (7)

public good:  a  commodity or service that is both nonri-
val and nonexclusive.  (16)

pure strategy:  a  specification of the action that a player 
will take in every possible situation in a game.  (12)

quantity demanded:  the amount of a good that consum-
ers are willing  to buy at a given price, holding constant 
the other factors that influence purchases.  (2)

quantity supplied:  the amount of a good that firms want  
to sell at a given price, holding constant other factors 
that influence firms supply decisions, such as costs 
and government actions.  (2)

random error term (in a regression equation):  a  term 
that captures the effects of unobserved influences on 
the dependent variable that are not included as explan-
atory variables.  (3)

regression analysis:  a statistical technique used to estimate 
the mathematical relationship between a dependent 
variable, such as quantity demanded, and one or more 
explanatory variables, such as price and income. (3)

no firm can obtain a higher profit by choosing a differ-
ent quantity.  (11)

natural monopoly:  the situation in which one firm can 
produce the total output of the market at lower cost 
than two or more firms could.  (9)

network externality:  the situation where one persons 
demand for a good depends on the consumption of the 
good by others.  (9)

nonlinear price discrimination (or  second-degree price 
discrimination) :  a  firm charges a different price for 
large quantities than for small quantities with the 
result that the price paid varies according to the quan-
tity purchased.  (10)

nonuniform pricing:  charging consumers different 
prices for the same product, or charging a single cus-
tomer a price that depends on the number of units the 
customer buys.  (10)

normal good:  a  good for which the quantity demanded 
increases as income rises.  (3)

normative statement:  a  belief about whether something 
is good or bad.  (1 )

oligopoly:  a  market structure with only a few firms and 
limited entry.  (11)

open-access common property:  resources to which 
everyone has free access and equal rights to exploit.  
(16)

opportunistic behavior:  taking advantage of someone 
when circumstances permit.  (7)

opportunity cost (or  economic cost) :  the value of the best 
alternative use of a resource.  (6)

opportunity set:  all the bundles a consumer can buy, 
including all the bundles inside the budget constraint 
and on the budget constraint.  (4)

Pareto efficient:  an outcome with the property that any 
change would harm at least one person.  (16)

Pareto improvement:  a  change, such as a reallocation of 
goods and services between people, that helps at least 
one person without harming anyone else.  (16)

Pareto principle:  society should favor any change that 
benefits some people without harming anyone else.  (16)

patent:  an exclusive right granted to the inventor of a 
new and useful product, process, substance, or design 
for a specified length of time.  (9)

payoffs (of a game):  players  valuations of the outcome 
of the game, such as profits for firms or income or utili-
ties for individuals.  (12)

peak-load pricing:  charging higher prices during peri-
ods of peak demand than in other periods.  (10)

perfect complements:  goods that a consumer wants to 
consume only in fixed proportions.  (4)

perfect price discrimination (or  first-degree price dis-
crimination) :  a  situation in which a firm sells each 

Z02_PERL7879_02_SE_DEF. indd   1 6 23/1 1 /1 5   6: 1 3 pm



E-17Definitions

supply curve:  the quantity supplied at each possible 
price, holding constant the other factors that influence 
firms supply decisions.  (2)

technological efficiency (or  efficient production) :  the 
property of a production function such that the current 
level of output cannot be produced with fewer inputs, 
given existing knowledge about technology and the 
organization of production.  (5)

technical progress:  an advance in knowledge that allows 
more output to be produced with the same level of 
inputs.  (5)

tit-for-tat strategy:  in a game, a strategy for repeated 
prisoners  dilemma games that involves cooperation 
in the first round and then copying the rivals previous 
action in each subsequent round.  (13)

total cost (or  cost,  C) :  the sum of a firms variable cost 
and fixed cost:  C = VC + F.  (6)

total surplus:  the sum of consumer surplus and producer 
surplus, TS = CS + PS .  (8)

transaction costs:  the expenses, over and above the price 
of the product, of finding a trading partner and mak-
ing a trade for the product.  (2)

transfer price:  the price used for an intra-firm transfer of 
goods or services.  (17)

trigger strategy (in a game) :  a  strategy in which a rivals 
defection from a collusive outcome triggers a punish-
ment.  (13)

two-part pricing:  a  pricing system in which the firm 
charges each consumer a lump-sum access fee for the 
right to buy as many units of the good as the consumer 
wants at a per-unit price.  (10)

unbiased:  an estimation method that produces an esti-
mated coefficient, bn  ,  that equals the true coefficient, b,  
on average.  (3)

uniform pricing:  charging the same price for every unit 
sold of a particular good.  (10)

utility:  a  set of numerical values that reflect a consumer s 
relative rankings of various bundles of goods.  (4)

utility function:  the relationship between a utility mea-
sure and every possible bundle of goods.  (4)

variable cost (VC) :  a  cost that changes as the quantity of 
output changes.  (6)

variable input:  a  factor of production whose quantity 
can be changed readily by the firm during the relevant 
time period.  (5)

vertically integrated:  describing a firm that participates 
in more than one successive stage of the production or 
distribution of goods or services.  (7)

winners curse:  in an auction, the phenomenon that a 
winner s bid exceeds a common-value items value.  
(12)

regression specification:  includes the choice of the 
dependent variable, the explanatory variables, and the 
functional relationship between them (such as linear, 
quadratic, or exponential).  (3)

rent seeking:  devoting effort and expenditures to gain a 
rent or a profit from government actions.  (16)

reservation price:  the maximum amount a person is will-
ing to pay for a unit of output.  (10)

risk averse:  unwilling to make a fair bet.  (14)
risk neutral:  indifferent about making a fair bet.  (14)
risk preferring:  always willing to make a fair bet.  (14)
risk premium:  the maximum amount that a decision 

maker would pay to avoid taking a risk.  (Equivalently, 
the risk premium is the minimum extra compensation 
(premium) that a decision maker would require to 
incur a risk.)  (14)

rival good:  a  good that is used up as it is  consumed.  (16)
rules of the game:  regulations that determine the tim-

ing of players  moves and the actions that players can 
make at each move, and possibly other specific aspects 
of how the game is played.  (12)

screening:  an action taken by an uninformed party to 
determine the information possessed by informed par-
ties.  (15)

short run:  a  period of time so brief that at least one factor 
of production cannot be varied practically.  (5)

shortage:  a persistent excess demand.  (2)
signaling:  an action taken by an informed party to send 

information to an uninformed party.  (15)
snob effect:  the situation in which a person places greater 

value on a good as fewer and fewer other people pos-
sess it.  (9)

social cost:  all the costs incurred by society, including the 
private costs of firms and individuals and the harm 
from externalities.  (16)

static game:  a  game in which each player acts only once 
and the players act simultaneously (or, at least, each 
player acts without knowing rivals  actions).  (12)

strategy:  a  battle plan that specifies the actions or moves 
that a player will make conditional on the information 
available at each move and for any possible contin-
gency.  (12)

subgame:  all the subsequent actions that players can take 
given the actions already taken and the corresponding 
payoffs.  (13)

subgame-perfect Nash equilibrium:  players  strategies 
are a Nash equilibrium in every subgame (including 
the overall game).  (13)

substitutes:  a  pair of goods or services for which an 
increase in the price of one causes a consumer to 
demand a larger quantity of the other.  (2)

sunk cost:  a past expenditure that cannot be recovered.  (6)
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.com.  Dan Frommer, Everything You Need to Know about 
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its-secret-to-retail-success.

Aluminum:  History, Kaiser Aluminum, http://www 
.kaiseraluminum.com/about-us/history.  Pu Jan, Mines, 
Power Plants in a Chinalco Survival Strategy January 7, 2011, 
http://english.caixin.com/2011-01 -07/100214940.html?p2.  
http://www.bloomberg.com/markets/companies/metal- 
aluminum (viewed on April 7, 2013).

Chapter 8

Managerial Problem The Rising Cost of Keeping 
on Truckin:  Nicholas Katers, About Interstate 
Trucking Authority,  eHow, http://www.ehow.com/
about_4739672_interstate-trucking-authority.html (viewed 
on June 16, 2012).  Rules & Regulations,  U.S.  Depart-
ment of Transportation, http://www.fmcsa.dot.gov/rules-
regulations/rules-regulations.htm (viewed on June 16, 2012).  
Unified Carrier Registration, http://www.dotauthority 
. com/ucr.htm?gclid=CKma5tebnqQCFSFZiAodN2bunA 
(viewed on June 16, 2012).  James L.   Gattuso, Truckers Dont 
Need Mandated Recorders, Freemont  Tribune, May 29, 2012,  
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Mini-Cases  The Apple-Google-Intel-Adobe-Intuit-Lucasfilm- 
Pixar Wage Cartel:  Mark Ames, The Techtopus:  How Silicon 
Valleys Most Celebrated CEOs Conspired to Drive Down 
100,000 Tech Engineers  Wages, January 23, 2014, http://
www.pando.com.  Mark Ames, Revealed:  Apple and Googles 
Wage-Fixing Cartel Involved Dozens More Companies, Over 
One Million Employees, March 22, 2014, http://www 
.pando.com.  Michael Liedtke, Apple, Google, Other Tech 
Firms to Pay $415M in Wage Case, January 15, 2015, http://
www.seattletimes.com.

Cheating on the Maple Syrup Cartel:  Ian Austen, The 
Maple Syrup Mavericks,  New York Times,  August 23, 2015, 
http://www.nytimes.com.  http://www.siropderable.ca/
home.aspx.

Mobile Number Portability:  Cho et al.  (2013).
Acquiring Versus Merging:  BA Iberia Merger Gets 

Approval from Shareholders,  BBC News, November 29, 2010,  
http://www.bbc.com/news.  http://www.informationweek 
.com/software/operating-systems/6-microsoft-acquisitions- 
what-do-they-mean/d/d-id/1318999.  http://en.wikipedia 
.org/wiki/List_of_mergers_and_acquisitions_by_Microsoft.  
Trefis Team, Analysis of the Kraft-Heinz Merger,  Forbes,  
March 30, 2015, http://www.forbes.com.

Zoning Laws as a Barrier to Entry by Hotel Chains:  
Suzuki (2013).

Managerial Implications Differentiating a Product 
Through Marketing:  Julia Felsenthal, Water, Water Every-
where:  Whats the Best-Tasting Kind of Water? Slate, October 
12, 2011, http://www.slate.com.  Trefis Team, Bottled Water 
Is a Potential Growth Category That Cant Be Ignored, Forbes,  
June 26, 2015, http://www.forbes.com.  Vanessa Wong, Coca-
Cola Wants to Buy the World a Milk, December 1 , 2014, http://
www.businessweek.com.  Khushbu Shah, Coca-Colas New 
Super Milk Fairlife Is Super Weird, Eater, February 16, 2015, 
http://www.eater.com.  Dan Nosowitz,Coca-Cola to Sell 
Sexy Lactose-Free Milk Product of Some Kind, December 2, 
2014, http://www.modernfarmer.com.

Managing in the Monopolistically Competitive Food 
Truck Market:  Andrew S.  Ross, San Francisco Food Truck 
Empire Expanding,  San Francisco Chronicle,  February 18, 2011, 
http://www.sfgate.com.  http://www.mobilefoodnews.com 
(viewed on June 17, 2012).  http://offthegridsf.com/  about-3 
(viewed on March 29, 2013).  http://offthegridsf.com/
vendors#food (viewed on November 8, 2015).

Chapter 1 2

Managerial  Problem Dying to Work:  Mining:  Probe Faults 
Massey, Regulators in Upper Big Branch Disaster,  Green-
wire, May 19, 2011, http://www.eenews.net/gw.  Kris Maher, 
Agency Blames Massey for Fatal Mine Disaster,  Wall Street 
Journal,  June 29, 2011, http://www.wsj.com.  Lateef Mungin 
and Farid Ahmed, Report:  8  Arrested after Deadly Bangla-
desh Building Collapse,  CNN, April 27, 2013, http://www 
.cnn.com.  http://world.time.com/2013/06/10/bangladesh-
factory-collapse-uncertain-future-for-rana-plaza- survivors, 
June 10,  2013.  http://www.bls.gov/iif/oshcfoi1 .htm.  
Ceylan Yeginsu, Anger and Grief Simmer in Turkey a Year  

Announces Discounted Tickets for SoCal Residents,  January 
23, 2015, http://www.ocregister.com.  Disneyland Resort,  2015, 
http://www.Disneyland.com (viewed on August 2, 2015).

Preventing Resale of Designer Bags:  Eric Wilson, Retailers 
Limit Purchases of Designer Handbags, New York Times, January 
10, 2008, http://www.nytimes.com.  http://www.prada 
.com, http://www.gucci.com, http://www.saksfifthavenue 
.com (viewed on August 2, 2015).

Botox Revisited:  See Chapter 9, Botox.
Google Uses Bidding for Ads to Price Discriminate:  

Goldfarb and Tucker (2011).  Goldfarb (2014).
Reselling Textbooks:  Adam Liptak, Justices Weigh Case 

on Imported Textbooks,  New York Times,  October 29, 2012, 
http://www.nytimes.com.  Ry Rivard, Libraries Can Lend 
Foreign Books,  Inside Higher Ed,  March 20, 2013, http://
www.insidehighered.com.  Robert Barnes, In Copyright 
Case, Supreme Court Rules that Goods Made Overseas Can 
Be Resold Here,  Washington Post,  March 19, 2013, http://
www.washingtonpost.com.  Daniel Fisher, Supreme Court 
Upholds Right to Sell Foreign-Published Books,  Forbes,  
March 19, 2013, http://www.forbes.com.

Available for a Song:  iTunes Store Tops 10 Billion Songs 
Sold, Apple Press Info, February 25, 2010, http://www 
.apple.com/pr/library/2010/02/25itunes.html.  Shiller and 
Waldfogel (2011).

Downhill Pricing:  Whistler Blackcomb 2015/16 Win-
ter Lift Tickets http://www.whistler.com.  http://www 
.whistler-vacation-tips.com/7-eleven-whistler-lift-tickets 
.html (viewed on September 8, 2015).

Managerial Implication  Discounts:  Borenstein and Rose 
(1994).  Jenna Wortham, Coupons You Dont Clip, Sent to 
Your Cellphone, New York Times, August 29, 2009, http://
www.nytimes.com.  Up Front, Consumer Reports, September 
2009:7.  Carmen Musick, Computer Technology Fueling Cou-
pon Trend, Times News, October 31, 2009, http://e-edition.
timesnews.net/ article/ 901 8027/ computer-technology-
fueling-coupon-trend.  Groupon and the Online Deal Revolu-
tion, eMarketer, June 7, 2011, http://www. emarketer.com/
Article/Shoppers-Turn-Smartphones-Tablets-Cash-Coupons/  
1011582.  Coupon Trends, JPS, March 2, 2012, http://www 
.santella.com/Trends.htm. NCH Annual Coupon Facts,  
NCH Marketing, 2012, http://www.nchmarketing.com/.

Chapter 1 1

Managerial  Problem Gaining an Edge from Govern ment 
Aircraft Subsidies:  Irwin and Pavcnik (2004).  John  Heilpin, 
WTO:  Boeing Got $5B in Illegal Subsidies,  March 12, 
2012,  http://www.manufacturing.net/news/2012/03/
wto-boeing-got-5b-in-illegal-subsidies.

h t t p : / / www. o p e n s e c r e t s . o rg/ l o b b y/ c l i e n t l b s 
.php?id=D000000100&year=2015 (viewed on November 8, 
2015).

Paul Ausick, WTO to Examine Boeing 777X Subsidies,  
24/7 Wall St. , Feb.  27, 2015, http://247wallst.com.  Tim 
Hepher and James Regan, Boeing Says Government Loans 
for Airbus A380neo Would Go against WTO Rulings,  
Reuters, June 16, 2015, http://www.reuters.com.
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Times,  April 16,  2002,  http://www.nytimes.com.  Harriet 
Tramer, Docs Detecting How to Boost Botox Profitability,  
Crains  Cleveland Business,  March 7,  2005,  http://www 
.crainscleveland.com.  Natasha Singer,  Botox Plus:  New 
Mixes for Plumping and Padding,  New York Times,  July 14, 
2005, http://www.nytimes.com.  Lisa Rapaport,  Allergan 
Profit Rises on Sales of Botox,  Bloomberg News, August 
1 ,  2007,  http://www.bloomberg.com.  http://www.forums 
.pharma-mkting.com/showthread.php?t=921 .  Natasha 
Singer,  So Botox Isnt Just Skin Deep,  New York Times,  
April 12,  2009, http://www.nytimes.com.  Nice News for 
AllerganAnalyst Blog,  NASDAQ, June 29,  2012,  http://
www.nasdaq.com.  Botox Itself Aims Not to Age,  Wall 
Street Journal,  May 18,  2014, http://www.wsj .com.  Ryan 
Sachetta and Cynthia Koons,  Worried About Wrinkles, 
Guys?  Allergan Bets  Youll Want Brotox    June 17,  2015, 
http://www.bloomberg.com.

Super Bowl Commercials:  Ho et al.  (2009).  Kim et al.  
(2013).  Yinka Adegoke, Super Bowl Advertisers Seek Buzz 
on Social Media, Reuters, January 29, 2012, http://www 
.reuters.com.  Sharon Terlep and Suzanne Vranica, GM 
to Forgo Pricey Super Bowl Ads, Wall Street Journal,  May 
18, 2012, http://www.wsj.com.  Frank Pallotta, Super 
Bowl XLIX Posts the Largest Audience in TV History 
CNN Money, February 2, 2015, http://www.money.cnn 
.com.  Steven Perlberg and Willa Plank, Super Bowl Spend-
ing Since 2000:  The Big Game Ad-Tracker, Wall Street Jour-
nal, Jan.  28, 2015 http://blogs.wsj.com/cmo/2015/01/28/
super-bowl-ad-spending-graphic/?mod=e2tw.

Critical Mass and eBay:  Ina Steiner, Yahoo Closes 
Australian Auction Site,  August 7, 2003, http://www 
.auctionbytes.com/cab/abn/y03/m08/i07/s03.  Brown and  
Morgan (2006, 2009).  John Barrett, MySpace Is a Natural 
Monopoly,  January 17, 2007, http://www.ecommercetimes 
. com/ story/ 55 1 85 . html?welcome=1 21 8648444&wlc=  
1251740474.  Carol Xiaojuan Ou and Robert M.  Davison, 
Why eBay Lost to TaoBao in China:  The Global Advantage,  
Communications of the ACM,  52(1), January 2009, http://
www.cacm.acm.org.

Chapter 1 0

Managerial Problem Sale Prices:  Perloff and Wu (2007).  
Karen Datko, My Ketchup Taste Test:  Its an Upset! January 
14, 2011, http://www.msn.com.  Rebecca Smithers, Heinz 
Left Playing Tomato Catch-Up after Ketchup Tasting Trounc-
ing, The  Guardian, May 25, 2011, http://www.theguardian 
.com.  Andrew Adam Newman, Ketchup Moves Upmarket, 
with a Balsamic Tinge, New York Times,  October 25, 2011, 
http://www.nytimes.com.  Hendel and Nevo (2013).  Whitney 
Filloon, Heinz and Frenchs Are Embroiled in a Ketchup and 
Mustard War,  April 23, 2015, http://www.eater.com.  http://
www.heinz. com/our-company/press-room/ trivia. aspx 
(viewed on August 1 , 2015).

Mini-Cases  Disneyland Pricing:  Couple Tries for Year 
of Daily Disneyland Visits,  San Francisco Chronicle,  July 3, 
2012, http://www.sfgate.com.  Joseph Pimentel, Disney 

November 15, 2007, http://www.nejm.org.  Regan (2008).  
Milt Freudenheim, Benefit Managers Profit by Specialty 
Drug Rights,  New York Times,  April 19,  2008, http://www.
nytimes.com.  Canada Generics Set for Double Digit Growth,  
EmailWire, August 26,  2009, http://www.emailwire.com/
release/printPR.php?prID=26411 .  Ken MacQueen,  The 
Case for a National Drug Plan,  Macleans,  June 8,  2011, 
http://www.macleans.ca.  http://www.fiercepharma.com/
special-reports/top-10-patent-expirations-2015 (viewed on 
December 17, 2014).  Trefis Team, Why Are Generic Drug 
Prices Shooting Up?,  Forbes,  February 27, 2015, http://www 
.forbes.com.  Pricey Hep C Successor Overtakes Solvadi,  
Health News Florida,  July 13, 2015, http://health.wusf.usf.
edu.  http://www.drugs.com/article/patent-expirations.
html (viewed on July 18, 2015).

Mini-Cases  Cable Cars  and Profit Maximization:  Rachel  
Gordon, A Fare Too Steep?  San Francisco Chronicle,  
September 12, 2006, http://www.sfgate.com.  Rachel 
Gordon, Cable Car Fares Rising a Buck to $6 on July 1 ,  
San Francisco Chronicle,  June 7, 2011 , http://www.sfgate 
.com.  Cable Car Fares,  SFMTA ,  201 5,  http :/ /www 
. sfmta. com/cms/mfares/ fareinfo.htm#cable (viewed on 
July 18,  2015).

Apples iPad:  Chloe Albanesius, iSuppli:  iPad Could 
Produce Profits for Apple,  PC Magazine,  February 10, 2010, 
http://www.pcmag.com.  Arik Hesseldahl, Apple iPad 
Components Cost at Least $259,  Businessweek,  April 7,  
2010, http://www.businessweek.com.  Don Reisinger, IDC:  
Apple iPad Secures 87 Percent Market Share,  CNET News, 
January 18, 2011, http://www.cnet.com.  Don Reisinger, 
Study:  iPad Tallies 89 Percent of Table Traffic,  CNET News, 
January 24, 2011, http://www.cnet.com.  Jenna Wortham, So 
Far Rivals Cant Beat iPads Price,  New York Times,  March 
6, 2011, http://www.nytimes.com.  iPad Remains Dominant 
in 1Q 2012 While Kindle Fire Fizzles,  ABI Research, http://
www.abiresearch.com/press/ ipad-remains-dominant-in-
1q2012-while-kindle-fire.  Apple iPad Shipments Down 
23% As Tablet Market Continues To Lose Steam, Forbes,  
April 30, 2015, http://www.forbes.com.  In Q&A 9.2, the 
marginal cost estimate (slightly rounded)  is  from iSuppli.  
Seth Fiegerman, Apple Vs.  Samsung:  Everything You Need 
to Know About the (Patent)  Trial of the Century,  Business 
Insider,  June 30, 2012, http://www.businessinsider.com.

We assumed that the companys gross profit margin for 
2010 of about 40% (http://www.forbes.com)  held for the 
iPad and used that to calculate the fixed cost.  We derived the 
linear demand curve by assuming Apple maximizes short-
run profit using the information on price, marginal cost, and 
quantity.  The marginal cost estimate is based on iSuppli.

The Canadian Medical Marijuana Market:  Will Con-
nors, Investors Jump In After Canada Changes Marijuana 
Rules,  Wall Street Journal,  April 17, 2014, http://www.wsj  
.com.  Geordon Omand, Canadas Medical Marijuana 
Industry Competes for Scarce Investment Dollars,  May 1 , 
2015, http://www.  huffingtonpost.com.ca/.  http://www 
.prairieplant.com/news.html (viewed on July 18, 2015).

Botox:  Mike Weiss,  For S.F.  Doctor,  Drug Botox 
Becomes a Real Eye-Opener,  San Francisco Chronicle,  April 
14,  2002, http://www.sfgate.com.  Reed Abelson, F.D.A.  
Approves Allergan Drug for Fighting Wrinkles,  New York 
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Threatens Pfizer Sales, Bloomberg Businessweek,  December 1 , 
2011, http://www.bloomberg.com.  Duff Wilson, Senators 
Question Deals to Block Generic Lipitor, New York Times,  
December 1 , 2011, http://www.nytimes.com.  Drew Arm-
strong, Pfizer After Lipitor Slims Down to Push Mini-Block-
busters,  Bloomberg Businessweek,  December 5, 2011, http://
www.bloomberg.com.  Anna Edney, Adi Narayan, and Drew 
Armstrong, Pfizer Lipitor Sales Are Threatened by Ranbaxy 
Generic Copy, Bloomberg Businessweek,  December 6, 2011, 
http://www.bloomberg.com.  Jonathan Rockoff, Goodbye, 
Lipitor.  Pfizer Bids a Farewell,  Wall Street Journal,  May 9, 
2012, http://www.wsj.com.  http://www.therubins.com/
legal/patext2.htm.  U.S.  Pharmaceutical Sales 2012,  http://
www.drugs.com/stats/top100/2012/sales (viewed on 
November 8, 2015).

Auto Union Negotiations:  Alisa Priddle, Ford Wants to 
Lead UAW Talks to Address Wage Disparity,   Detroit Free 
Press,  June 15, 2015, http://www.freep.com.  David Barkholz, 
UAW to Press for Pattern  Labor Deals in Detroit 3  Talks, 
Williams Says,  Automotive News, March 25, 2015, http://
www.autonews.com.  Bernie Woodall, UAW Picks Fiat 
Chrysler as Target Company in Labor Talks,  Reuters, Sep-
tember 13, 2005, http://www.reuters.com.

Venezuelan Nationalization:  Gregory Wilpert, Ven-
ezuela Decrees Nationalization of Last Foreign Controlled 
Oil Fields,  February 27, 2007, http://venezuelanalysis.com/
news/2245.  Venezuela,  U.S.  Energy Information Admin-
istration, March 2011, http://www.eia.gov/countries/
cab.cfm?fips=VE (viewed on November 8, 2015).  Patrick 
MacLeod, U.S.  Energy Information Administration Assess-
ment of the Venezuelan Oil Industry,  Blogspot,  April 4,  2011, 
http ://venezuelanoil.blogspot. com/2011/04/us-energy-
information-administration.html.  Marianna Parraga and Dan-
iel Wallis, PDVSA Says Debt Rose 55 Percent to $10.9 Billion 
at the End of 2010, Reuters, July 27, 2011, http://www.  reuters 
.com.  http://www.petroleumworld.com/storyt11072701  
.htm.  Marianna Parraga, Venezuela Sees Exxon, Conoco 
Arbitration Rules in Late 2013, Reuters, November 8, 2012, 
http://www.reuters.com.  Alexandra Ulmer, Tribunal Denies 
Venezuela Review Request of $1 .6 Billion Exxon Award,  Reu-
ters, June 18,  2015,  http://www.reuters.com.  http:// fuelfix 
. com/blog/ 2015/ 08/ 13/ exxons-40-billion-oil-discovery-
sparks-venezuelan-feud-with-guyana/#28248101=0.

Advantages and Disadvantages of Moving First:  Urban 
et al.  (1986).  Denstadli et al.  (2005).  Dylan McGrath, Tear-
down Finds Toshiba Taking a Loss on HD DVD Player,  
EE Times, June 23, 2006, http://www.eetimes.com.  Dylan 
McGrath, Analyst Predicts Stalemate in Next-Gen DVD 
War,  EE Times, June 23, 2006, http://www.eetimes.com.  
Usero and Fernndez (2009).  Rex Santus, Apple Watch 
Seized 75% of Smartwatch Market Last Quarter, According to 
Report.  Forbes,  July 23, 2015, http://www.forbes.com.

GMs Ultimatum:  Robert Schoenberger, GM Sends Ulti-
matums to All Its 6000 US Dealers,  Cleveland Plain Dealer,  
June 2,  2009,  http://www.cleveland.com/plaindealer, and 
GM Dealers Sue to Keep Doors Open,  Toronto Star,  Novem-
ber 27,  2009, http://www.thestar.com.  Janet Kurnovich 
Greg Keenan, Judge Dismisses Class Action by GM Can-
ada Dealers, Upholds Claim Against Law Firm,  The Globe 
and Mail,  July 9, 2015, http://www.theglobeandmail.com.

After Soma Mine Disaster,  New York Times,  June 2, 2015, 
http://www.nytimes.com.  Andrew Jones, In Tianjin Blasts, 
a Heavy Toll for Unsuspecting Firefighters,  New York Times,  
August 17, 2015, http://www.nytimes.com.  Christopher 
Bodeen, Final Death Toll Set at 173 in China Warehouse 
Explosion,  Associated Press,  September 11 , 2015, http://
www.ap.org.

Mini-Cases  Strategic Advertising:  Roberts and Samuel-
son (1988).  Slade (1995).  Gasmi et al.  (2002).  Salgado (2008).  
Richards and Padilla (2009).  Chandra and Weinberg (2015); 
http://adage.com/article/advertising/big-spenders-facts-
stats-top-200-u-s-advertisers/299270 (viewed on July 5, 
2015).  http://www.statista.com/topics/1625/procter-and-
gamble (viewed on August 7, 2015).

Timing Radio Ads:  Sweeting (2006, 2009).
Competing E-Book Formats:  http://wiki.mobileread 

.com/wiki/AZW (viewed on September 3, 2015.)  http://
wiki.mobileread.com/wiki/EPUB.  (viewed on September 
3, 2015).  http://ebook-reader-review.toptenreviews.com 
(viewed on September 3, 2015).

Nash Bargaining over Coffee:  Draganska et al.  (2010).
Experienced Bidders:  Garratt et al.  (2012).  Feng et al.  

(2015).

Managerial  Implication  Solving Coordination Problems:  
David Goldman, Google Seats $13 billion Motorola Buy 
CNN Money, May 22, 2012, http://www.money.cnn.com.

Chapter 1 3

Managerial  Problem Intel and AMDs Advertising 
 Strategies:  Salgado (2008).  http://www.kitguru.net/  
desktop-pc/ anton-shilov/ amds-x86-processor-market-
share-rises-thanks-to-game-consoles/ .  http:// jonpeddie.
com/publications/market_watch.

Mini-Cases  Tit-for-Tat Strategies  in Trench Warfare:   
Axelrod (2006).

Pay-for-Delay Agreements:  Matthew Herper, The 
Best-Selling Drugs in America, Forbes,  April 19, 2011, 
http://www.forbes.com.  Duff Wilson, F.T.C.:  28 Pay-for-
Delay Generic Drug Deals,  New York Times,  October 25, 
2011, http://www.nytimes.com.  Edward Wyatt, Justices 
to Take Up Generic Drug Case, New York Times,  Decem-
ber 7, 2012, http://www.nytimes.com.  Katie Thomas and 
Barry Meier, Drug Makers Losing a Bid to Foil Generic 
Painkillers,  New York Times,  January 1, 2013, http://www 
.nytimes.com.  Edward Wyatt, Supreme Court Lets Regu-
lators Sue Over Generic Deals,  New York Times, June 17, 
2013, http://www.nytimes.com.  http://www.drugs.com/
article/patent-expirations.html (viewed on July 18, 2015).  
http://www.ftc.gov/news-events/press-releases/2015/05/
ftc-settlement- cephalon-pay-delay-case-ensures-12-billion-ill.

Pfizer Uses Limit Pricing to Slow Entry:  Melly Alaz-
raki, The 10 Biggest-Selling Drugs That Are About to Lose 
Their Patent,  Daily Finance, February 27, 2011, http://www 
.dailyfinance.com.  Duff Wilson, Facing Generic Lipitor 
Rivals, Pfizer Battles to Protect Its Cash Cow, New York Times,  
November 29, 2011, http://www.nytimes.com.  Anna Edney 
and Adi Narayan, Ranbaxys Lipitor Copy in U.S.  Stores 
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York Times,  October 10, 1996.  Joseph B.  Treaster, Why 
Insurers Shrink from Earthquake Risk,  New York Times,  
November 21 , 1999.  Paul Vitello, Home Insurers Cance-
ling in East,  New York Times,  October 16, 2007.  Pielke et 
al.  (2008).  Tropical Storm Bonnie Dissipates; Still No Plan 
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less, http://www.propertycasualty360.com/2015/07/27/
first-half-of-2015-recorded-below-average-global-n.

Biased Estimates:  Benjamin et al.  (2001).  What Should 
You Really Be Afraid of?Mortality Risks,  2003, Sophie 
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Escape After Shark Attack,  The Times,  November 9, 2009.  
Arthur Hu, Death Spectrum, April 11 , 2011, http://www 
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on August 14, 2015).

Managerial  Implications  Diversify Your Savings:  Paul 
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Stock Ownership  Down Amid Fears,  Financial Advisor, 
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3D printing example, of returns to scale, 147148

A

AC.  See  Average cost (AC)
Access fees, in two-part pricing, 340
Ad valorem sales tax, 116
Adverse selection

equalizing information, 518521
in insurance markets, 512
opportunistic behavior resulting from, 511
product quality unknown, 512515
product quality varying, 515516
remanufactured goods and, 522
restricting opportunistic behavior, 517518

Advertising
differentiating products via, 377378
Google bidding for ads as example of price 
discrimination, 329

Intel and AMD strategies, 434435, 464
prisoner s dilemma, 404405
strategic, 405407
timing radio ads, 410

Advertising, by monopolies
deciding how much to advertise, 304306
deciding whether to advertise, 303304
overview of, 303

AFC  (average fixed cost), 162163
After-the-fact monitoring, reducing moral hazard, 

537538
Agency costs

minimizing, 213
overview of, 195

Agents, moral hazard in principal-agent relationships, 
523527

Agriculture
Green Revolution, 135136
robot use in, 149

Airline tickets, group price discrimination, 336337
Algebra

applying to profit maximizing output in duopoly, 370
deriving marginal revenue of a Cournot oligopoly, 
371372

determining market equilibrium, 21

Allais effect, violations of expected utility theory,  
499500

AMD
advertising strategies, 434435, 464
learning by doing, 454

American Airlines
best responses, 401403
cooperation in repeated prisoner s dilemma game, 
437439

credible threat and, 445
dominant strategies in oligopoly game, 400401
duopoly example, 368
failure to maximize joint profits, 403405
oligopoly games, 399400
Stackelberg game tree applied to, 443
Stackelberg oligopoly model, 442445

Antitrust laws
cartel regulation, 365
competition policies and, 554556
merger regulation, 556557
predatory action regulation, 557
prohibiting cheap talk, 409
vertical integration regulation, 557559

AP
L
.  See  Average product of labor (AP

L
)

Apple
cartel with Google to suppress wages, 364
elasticity of demand and, 48, 50
iPad example of Lerner index, 292293
switching from uniform to two-part pricing  
(iTunes), 344

Arc price elasticity of demand, 4748
Ascending-bid (English)  auctions

bidding formats, 423
strategies in private-value auctions, 425426

Assembly line, example of organizational innovation, 150
Assumptions, in economic modeling, 45
Asymmetric information

adverse selection, 512
adverse selection and remanufactured  
goods, 522

after-the-fact monitoring for reducing moral hazard, 
537538

asymmetric information market equilibrium,  
514515

contingent contracts for reducing moral hazard, 
530533
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contracts for reducing moral hazard, 528
equalizing information to reduce adverse selection, 
518521

firm actions that reduce consumer information, 
516517

fixed-fee contracts for reducing moral hazard, 528529
limiting managerial incentives, 509510
monitoring for reducing moral hazard, 534536
moral hazard, 522, 525526
moral hazard in insurance markets, 523
moral hazard in principal-agent relationships, 523527
overview of, 510511
products of unknown quality, 512513
products of varying quality, 515516
restricting opportunistic behavior, 517518
summary and review questions, 538543
symmetric information market equilibrium, 513514

Asymmetric information market equilibrium, 514515
Auctions

bidding strategies, 424426
designing, 427
English auction strategy, 425426
overview of, 422424
reverse auctions, 337
winner s curse, 426

Auditing, to reduce adverse selection, 521
AVC.  See  Average variable cost (AVC)
Average cost (AC)

average cost curve, 168
common cost measures, 162163
deciding whether to advertise, 303304
deciding whether to produce, 242245
profit maximization varying with price, 246
shape of long-run cost curves, 178

Average fixed cost (AFC),  162163
Average product of labor (AP

L
),  131132

graphing, 132133
relationships between product curves, 133134

Average variable cost (AVC)
common cost measures, 162163
deciding whether to produce, 242245
profit maximization varying with price, 246

B

Back-end plan, takeover defense, 215
Backward induction, Nash equilibrium using, 444
Bandwagon effect, network externalities, 308
Bargaining

applying game theory to, 398
bargaining games, 419
inefficiency in, 422
Nash bargaining solution, 419422
overview of, 419

Behavioral economics
biased assessment of probabilities, 497498
defined, 3
endowment effects, 115116
network externalities, 308
overview of, 114, 497
prospect theory, 500503
salience, 116119
test of transitivity, 114
violations of expected utility theory, 499500

Behavioral game theory
overview of, 460
reasoning levels and, 462463
taking advantage of limited strategic thinking, 463
ultimatum games, 460462

Bentham, Jeremy, 96
Bertrand, Joseph, 380
Bertrand oligopolies

differentiated products in, 382383
identical products in,  
380382

overview of, 380
Best responses, game theory, 401403
Block pricing, nonlinear price discrimination, 339340
Blockaded entry, 453
Board of directors, in firm governance, 200
BOGOF (Buy one, get one free)  promotions, 109110
Bond ratings, risk reduction and, 487
Bonding, ensuring good behavior, 535536
Bonuses

clawing back, 194, 227
moral hazard and, 531

Borlaug, Norman, 135
Botox

as patent-based monopoly, 301302
price discrimination example, 327328

Bounded rationality
as explanation for ignoring taxes, 117
limitations due to incomplete information, 399
overview of, 417418

Brand names
brand proliferation, 517
as signals, 520
vs.  generic drugs, 277278

Bribes, regulatory capture and, 553
Budget constraints (budget line)

consumer choice and, 87
effects of price change on opportunity set, 102103
overview of, 99101
slope of budget line, 101102

Bundle of goods.  See also  Opportunity set
consumer preferences and, 8889
marginal utility, 9899
optimal.  See  Optimal bundle
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ordinal and cardinal utility, 97
preference maps and, 90
utility function and, 9697
utility of, 96

Bundling
defined, 317
mixed bundling, 346347
overview of, 344345
pure bundling, 345346
requirement tie-in sales, 349
vacation travel packages, 346347

Buy one, get one free (BOGOF)  promotions, 109110
Buy vs.  make.  See  Make vs.  buy decisions
Buyers, in perfectly competitive market, 236

C

C  (total costs), common cost measures, 162163
Cable cars (San Francisco), profit maximization example, 

290291
Calculus

applying to Cobb-Douglas marginal products, 143
applying to elasticity of demand, 51
applying to group price discrimination, 331332
applying to profit maximization, 202203
applying to profit maximizing output in monopolies, 
287

calculating cost curves, 168169
calculating profit maximization with specific tax, 242
deriving marginal revenue of a monopoly, 282283
determining marginal rate of transformation, 102
determining optimal advertising, 305
determining point elasticity of demand, 50
maximizing Nash product, 421

Capital (K)
costs of durable inputs, 159160
isocost line, 171173
isoquants showing efficient combinations of labor and 
capital, 137140

process innovation and, 149
production function and, 128
substitutability of inputs, 140143
types of production inputs, 127

Carbon tax, supply and demand model applied to, 89, 
3839

Cardinal utility, 97
Cartels

maintaining, 364366
overview of, 361
regulation in European Union, 555
why they succeed or fail, 361364

Cash (spot)  markets, providing some features of vertical 
integration, 218

Causal econometric forecasting, 78

Causation, variable relationships, 72
CEO.  See  Chief executive officer (CEO)
Certainty effect, violations of expected utility theory, 

499500
Certifications, third-party information reducing adverse 

selection, 521
Chance nodes, risk-neutral investing, 495496
Cheap talk (pre-play communication), game theory and, 

409
Chicago Mercantile Exchange, perfect competition in, 237
Chief executive officer (CEO)

determinants of compensation, 7071
governance of firms and, 200
personal use of company plane, 211
role of, 2

China
income threshold models, 4
state-owned enterprises in, 197

Clean Air Act, regulating pollution, 563
Club goods

exclusion but no rivalry, 569
overview of, 571572
software as, 572

Coase Theorem, 567569
Cobb, Charles W., 142
Cobb-Douglas production functions

calculating marginal returns to scale, 142
calculating returns to scale, 145
example of, 140

Collective bargaining, 419
Collusion

implicit vs.  explicit, 440
merger regulation and, 556557
tacit, 555

Commissions, moral hazard and, 532
Common knowledge

incomplete information and, 416417
information in games, 398

Common pool or common property.  See  Open-access 
common property

Common value, auctions and, 424
Competitive firms

characteristics of perfectly competitive market, 
236237

competition in long run, 250
competition in short run, 238
consumer surplus in, 258262
deciding how much to produce, 239242
deciding whether to produce, 242245
deviations from perfect competition, 237238
effects of government intervention, 269271
group price discrimination compared with, 337338
inefficiency of competition with externalities, 560562
long-run competitive equilibrium, 255257
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long-run firm supply curve, 250
long-run market supply curve, 251254
long-run profit maximization, 250
maximizing total surplus, 265268
maximizing well-being, 257258
overview of, 234235
perfect competition, 235
producer surplus in, 262265
regulating imperfectly competitive markets, 547548
short-run competitive equilibrium, 248249
short-run firm supply curve, 245
short-run market supply curves, 245248
summary and review questions, 272276
zero long-run profit with free entry, 257

Complement goods
buying decisions and, 1011
demand elasticity and, 54
impact on quantity demanded, 13
indifference curves and consumer preference and, 
9596

Complete information, in oligopoly game, 400
Completeness property, consumer preferences, 8889
Conditional forecasts, 79
Confidence intervals

for estimated coefficients, 68
hypothesis testing and statistical significance, 6869

Conflicts, owner vs.  manager objectives, 209
Consistency, owner vs.  manager objectives, 206
Constant-elasticity demand form, 50, 53
Constant returns to scale (CRS),  144146
Constituent game, 451452
Constraints

budget constraints, 99101
on consumer choice, 87

Consumer choice
behavioral economics and, 114
budget constraints, 99101
buy one, get one free promotions, 109110
consumer s optimal bundle, 105106, 124125
corner solution to optimal bundle, 107109
curvature of indifference curves, 9496
deriving demand curves, 112114
effect of income change on opportunity set, 103104
effect of price change on opportunity set, 102103
endowment effects, 115116
half-price promotions, 110111
indifference curves and, 9093
interior solution to optimal bundle, 106107
marginal rates of substitution, 99, 124
marginal utility, 9899
ordinal and cardinal utility, 97
overview of, 8687
promotions and, 109
salience and, 116119

slope of budget line, 101102
summary and review questions, 119123
tests of transitivity, 114
utility function and, 9697
willingness to substitute, 9394

Consumer Reports,  third-party information to reduce 
adverse selection, 520521

Consumer sovereignty, 87
Consumer surplus (CS)

competitive markets maximizing total surplus, 
265267

economic inefficiency of monopolies and, 294297
effects of government intervention in competitive 
market, 269270

effects of price change on, 261262
externalities and, 560562
measuring with demand curve, 259261
overview of, 258259
perfect price discrimination is efficient but harms 
some consumers, 325327

Consumer s optimal bundle, 124125
Consumer s optimum

comparing U.S.  and German use of e-books,  
108109

corner solution, 107
determining, 106
interior solution, 106107
overview of, 105106

Consumers, role in decision making, 3
Contingent contracts, reducing moral hazard, 530533
Contingent rewards, owner vs.  manager objectives, 

206207
Contracts

avoiding holdups, 458459
contingent contracts for reducing moral hazard, 
530533

enforceable, 213
exclusion contracts deterring entry, 447449
fixed-fee contracts for reducing moral hazard,  
528529

loss aversion in, 502
providing some features of vertical integration, 218
reducing moral hazard, 524525
UAW negotiations and, 455456

Copyrights.  See also  Intellectual property, 578
Corner solution to optimal bundle, 107109
Corporate control, market for, 214216
Corporate social responsibility (CSR)

environmental policies, 567
social objectives of owners and managers, 212213

Corporations
liability of, 198199
ownership of for-profit firms, 198
publicly traded and closely held, 198199
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Correlation
diversification and, 488489
variable relationships, 72

Cost and innovation strategies
investing to lower marginal cost, 452454
learning by doing, 454
overview of, 452
raising rivals costs, 454456

Cost-based monopolies, 298299
Cost-benefit analysis

of government policies, 547
of regulation or intervention, 553

Cost curves
average cost curve, 168
calculating, 168169
long-run average cost as envelope for short-run 
average cost curves, 181182

long-run cost curves, 178181
long-run cost curves for oil pipelines, 183
long-run cost curves in beer manufacturing, 182
marginal cost curve, 167168
production functions and shape of, 166
short-run cost curves, 164165
variable cost curve, 166167

Costs
average cost curve, 168
choosing inputs, 171
combining cost and production information, 173175
common measures of, 162164
of durable inputs, 159160
factor price changes, 176
isocost line, 171173
learning curve and, 183185
long-run, 170
long-run average cost as envelope for short-run 
average cost curves, 181182

long-run cost curves, 178181
long-run cost minimization, 193
marginal cost curve, 167168
minimizing, 173
minimizing by trial and error, 175
of multiple goods, 185187
nature of, 157158
opportunity costs, 158159
overview of, 156157
production cost impacting supply, 17
production functions and shape of cost curves, 166
raising rivals costs, 454456
short-run, 161 , 169170
short-run cost curves, 164165
social costs vs.  private costs, 560562
summary and review questions, 188192
sunk costs, 160161
technology choice at home vs.  abroad and, 156
variable cost curve, 166167

Cotton industry, long-run supply  
curve for, 254255

Coupons, group price discrimination, 336
Cournot, Antoine-Augustin, 367
Cournot oligopolies

airline example, 368371
deriving marginal revenue of, 371372
differentiated products in, 375378
with many firms, 393394
mergers, 378380
nonidentical firms in, 373375
number of firms in, 372
overview of, 366367

Credible threat, viewing competitor s  
strategies as, 445

Cross-price elasticity of demand
estimating, 5556
overview of, 5455

CRS  (constant returns to scale), 144146
CS .  See  Consumer surplus (CS)
CSR (corporate social responsibility)

environmental policies, 567
social objectives of owners and managers, 212213

D

Dead-hand, takeover defense, 215
Deadweight loss (DWL)

effects of government intervention in competitive 
market, 270

impact on total surplus, 267268
of monopolies, 294297
price cap eliminating, 548
regulation of natural gas and, 551553
sales causing, 317

Decision making
by managers, 23
marginal decision making, 203
by other decision makers, 3

Decision making, under uncertainty
behavioral economics and, 497
biased assessment of probabilities, 497498
BP risk and limited liability in Gulf episode, 471472
diversification in risk reduction, 488490
expected utility, 478479
expected value, 475476
information in risk reduction, 486487
insurance for risk reduction, 491494
overview of, 472473
probability of risk, 474475
prospect theory, 500503
risk assessment, 473474
risk attitudes, 478
risk attitudes of managers, 485486
risk-averse investing, 496497
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risk aversion and, 479482
risk-neutral investing, 495496
risk neutrality, 483484
risk preference, 484485
risk premium, 482
risk reduction, 486
summary and review questions, 503508
variance and standard deviation from expected, 
477478

violations of expected utility theory, 499500
Decision trees

applying to investing, 495, 497
Stackelberg game tree applied to airlines, 443

Decreasing returns to scale (DRS),  144146
Deductibles, insurance coverage and, 494
Deferred payment, ensuring good behavior, 536
Degrees of freedom, confidence intervals and, 68
Demand

demand curves, 1113
demand function, 1415
effects of shift in both supply and demand curves, 
2526

effects of shift in demand curve, 2324
elasticity.  See  Price elasticity of demand
empirical analysis.  See  Empirical analysis, of demand
excess demand, 22
factors affecting, 1314
overview of, 1011
policies that shift supply and demand  
curves, 2728

summing demand curves, 1617
why supply need not equal demand, 3233

Demand curves
comparing competitive firm with monopoly, 280
deciding whether to advertise, 303304
deriving, 112114
deriving slope of, 15
downward-sloping linear, 5152
effects of shift in, 2324
effects of shift in both supply and demand curves, 
2526

effects of shift in monopolies, 288289
elasticity along, 5051
estimating for monopolies, 290
horizontal, 5253
market power and shape of, 289291
measuring consumer surplus (CS),  259261
overview of, 1113
policies that shift, 2728
for public goods, 573
summing, 1617
vertical, 53

Demand function
overview of, 1415
in regression analysis, 5657

Department of Justice (DOJ), antitrust division of,  
554, 556

Dependent variable, in regression analysis, 56
Descending-bid (Dutch)  auctions

bidding formats, 423
strategies in private-value auctions, 426

Descriptive statements, 6
Diminishing marginal returns, 134136
Diminishing marginal utility of wealth, 480, 482
Direct size effect, network externalities, 307
Discounts

for data, 520
group price discrimination, 336

Diseconomies of scale, 178
Disneyland pricing, 320321
Diversifiable risks, 493
Diversification

correlation and, 488489
insurance and, 493
overview of, 488
of savings, 490
through mutual funds, 489

Dodd-Frank Act (2010), 214
DOJ (Department of Justice), antitrust division of,  

554, 556
Dominant strategies, game theory, 400401
Double auctions, bidding formats, 424
Douglas, Paul H., 142
DRS (decreasing returns to scale), 144146
Duopolies, airline industry example.  See also  Cournot 

oligopolies, 368371
Durable goods, costs of, 159160
Dutch (descending-bid)  auctions

bidding formats, 423
strategies in private-value auctions, 426

DWL.  See  Deadweight loss (DWL)
Dynamic games

overview of, 435436
repeated games.  See  Repeated games
sequential games.  See  Sequential games
strategies and actions in, 436437

E

e-book formats
extensive-form diagram applied to, 446
game theory applied to, 414415

Earthquakes, limited insurance for natural disasters, 
493494

eBay
critical mass as network externality, 309
willingness to pay, 261

Econometrics
defined, 56
theory-based forecasting, 78
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Economic models
overview of, 34
positive vs.  normative statements in, 67
simplification by assumption, 45
summary, 7
supply and demand.  See  Supply and demand model
testing theories, 56

Economics, defined, 1
Economies of scale

costs and, 178
Google example, 180

Economies of scope
in medical industry, 186
overview of, 185186

Efficiency wages, ensuring good behavior, 536
Efficient production, by firms, 128
Effluent charge, government regulation of  

pollution, 563
Elasticity.  See also  Price elasticity of demand

demand elasticity over time, 55
downward-sloping linear demand curves, 5152
elasticity along demand curve, 5051
estimating demand elasticity, 5556
horizontal demand curves, 5253
income elasticity of demand, 5455
overview of, 4647
price elasticity of demand and, 4750
vertical demand curves, 53

Emissions fees, regulation of pollution, 563566
Emissions standards, regulation of pollution, 563564
Empirical analysis, of demand

demand elasticity over time, 55
elasticity along demand curve, 5051
estimating demand elasticity, 5556
forecasting, 7681
goodness of fit and R2 statistic, 6365
horizontal demand curves, 5253
income elasticity of demand, 5455
multivariate regression, 6263
overview of, 4546
price elasticity of demand and, 4750
properties and statistical significance of estimated 
coefficients, 6569

regression analysis applied to estimating demand 
function, 5658

regression analysis using Microsoft Excel, 5962
regression specification, 6975
summary and review questions, 8285
vertical demand curves, 53

Employees
investing in safety of, 396399, 427428
relocation fees, 86, 117119
role in decision making, 3

Endowment effects, in behavioral economics, 115116

English (ascending-bid)  auctions
bidding formats, 423
strategies in private-value auctions, 425426

Entry and exit, market
blockaded entry, 453
cartels creating barriers to entry, 366
characteristics of perfectly competitive market, 237
exclusion contracts, 447449
government barriers to entry, 300301
limit pricing, 449451
long-run market supply curve and, 251252
long-run market supply when entry limited, 253254
long-run market supply with identical firms and free 
entry, 252253

overview of, 447
pay-for-delay agreements, 448449
regulatory capture and, 553
in repeated game, 451452
zoning laws, 387

Environment, corporate social responsibility and.   
See also  Pollution, 567

Environmental Protection Agency (EPA), 563
Equilibrium.  See also  Market equilibrium

defined, 20
with a shortage, 30

Equilibrium price, 20
Equilibrium quantity, 20
Essential facility, refusal to deal and, 558
Essential goods, vertical demand curve for, 53
Estimated coefficients, confidence and significance

confidence intervals, 68
desirable properties, 66
focus group example, 6667
hypothesis testing and statistical significance, 6869
overview of, 65
repeated samples, 6566

Ethanol processing plants, response to market price, 250
EV (Expected value)

in risk assessment, 475476
variance and standard deviation from expected, 
477478

Excel, regression analysis using, 5962
Excess demand, market equilibrium and, 22
Excess supply, market equilibrium and, 22
Excise tax, 116
Exclusion

reducing free riding with, 574
rivalry and exclusion as properties of goods, 569570

Exclusion contracts, for deterring entry, 447449
Exclusive dealing, vertical integration and, 558559
Expected utility

risk attitudes and, 478479
risk-averse investing and, 496

Expected utility theory
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maximizing expected utility, 479
prospect theory compared with, 500501
violations of, 499500

Expected value (EV)
in risk assessment, 475476
variance and standard deviation from expected, 
477478

Explanatory variables
distinguishing between correlation and causation 
when selecting, 72

multivariate regression, 6263
in regression analysis, 56
selecting for regression specification, 6971

Explicit collusion, in repeated game, 440
Extensive-form diagram

applied to e-book formats, 446
of Stackelberg game tree, 443

Externalities
emission fees and pollution controls, 564566
environmental corporate responsibility and, 567
inefficiency of competition with, 560562
open-access common property, 570
overview of, 559560
property rights for reducing, 566567
reducing, 562564
spam as negative externality, 571

Extrapolation, forecasting and, 7677

F

F  (fixed costs), common cost measures, 162163
Factors of production

impact of price change, 176
maximizing outputs, 157

Failure to maximize joint profits, game theory, 403405
Fair insurance, 491493
Federal Trade Commission (FTC)

antitrust policy, 554
consumer protection, 556

Finitely repeated games, 441
Firm organization

bonuses and, 194, 227
firm size and, 199
governance, 200
overview of, 194195
ownership of for-profit firms, 198199
private, public, and nonprofit firms, 195197

Firms
actions that reduce consumer information, 516517
competitive firms.  See  Competitive firms
market power and, 293
monopolistic competition.  See  Monopolistic 
competition

oligopolies.  See  Oligopolies

perfect price discriminates, 324325
which firms can price discriminate, 321322

First-degree price discrimination.  See  Perfect (first-
degree)  price discrimination

First-price auctions, 423
Fixed costs (F),  common cost measures, 162163
Fixed-fee contracts, reducing moral hazard, 528529
Fixed inputs, in short-run production, 128
Fixed-proportions production function, 139
Flip-in, takeover defense, 215
Flip-over, takeover defense, 215
Floods, limited insurance for natural disasters, 493494
Focus groups

applying to demand for Toyota vehicles, 6667
estimating effect of iTunes price changes, 7981
estimating market demand, 65

For-profit firms.  See  Private (for-profit)  firms
Ford, Henry, 150, 223
Forecasting

extrapolation and, 7677
nonlinear trends, 78
overview of, 76
seasonal variations, 7778
theory-based, 7881

Fracking, deciding whether to produce oil by, 244245
Framing, violations of expected utility theory, 499
Free riding

overview of, 573574
patents and, 576
reducing, 574

Freeman, R.  Edward, 212
Frequency, probability and, 474
Friedman, Milton, 212
FTC (Federal Trade Commission)

antitrust policy, 554
consumer protection, 556

Future value (FV),  making decisions relative to cash 
flows, 232233

G

Gambler s fallacy, biased assessment of probabilities, 
497498

Game theory
applying to business decisions, 418
applying to e-book formats, 414415
applying to investing in safety, 396399, 427428
auction design, 427
auctions and, 422424
bargaining, 419422
best responses, 401403
bidding strategies in private-value auctions, 424426
in developing strategies, 3
dominant strategies, 400401
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failure to maximize joint profits, 403405
incomplete information, 416417
information and rationality and, 415416
mixed strategy equilibria, 410413
multiple equilibria, 408410
oligopoly games, 399400
rationality, 417418
strategic advertising, 405407
summary and review questions, 428433
types of Nash equilibria, 407
winners curse in private-value auctions, 426

Game trees.  See also  Decision trees, 443
Games, defined, 398
Generic drugs, vs.  brand name drugs, 277278
Genetically modified (GM) food, example of effects of 

regulation, 2527
Gifts, deadweight loss and, 267268
Golden handcuffs, takeover defense, 215
Goodness of fit, in regression analysis, 6365
Goods

bundle of, 88
club goods, 571572
complements.  See  Complement goods
essential goods, 53
exhibiting rivalry or exclusion, 569570
normal and inferior, 54
open-access common property, 570571
public goods, 572574
substitutes.  See  Substitute goods

Google
bidding for ads as example of price discrimination, 
329

demand elasticity example, 50
wage suppression cartel, 364

Governance, of firms, 200
Government

antitrust laws and competition policies, 554556
avoiding intervention by, 222
barriers to entry, 300301
cartel support, 365
Coase Theorem and, 567569
copyright protection, 578
cost-benefit analysis of intervention, 547, 553
deviations from perfect competition and, 237238
effects of intervention in competitive market, 269270
emission fees and pollution controls, 564566
environmental corporate responsibility and, 567
externalities and, 559560
inefficiency of competition with externalities, 560562
intellectual property protections, 575
market failure and government policy, 546
merger regulation, 556557
monopolies created by, 300
nonoptimal price regulation due to inability to 

subsidize, 551553
nonoptimal price regulation due to poor information, 
549551

optimal price regulation, 548549
Pareto principle, 546547
patents, 301302, 544, 575577
policies that shift supply and demand curves, 2728
predatory action regulation, 557
price ceilings, 2831
price floors, 3132
property rights for reducing externalities, 566567
reducing externalities, 562564
regulating common property, 571
regulating imperfectly competitive markets, 547548
regulating trucking industry, 234235, 270271
regulations affecting demand, 11
regulations affecting supply, 17
regulatory capture, 553
resale prevention, 322
role in decision making, 3
sales taxes impacting supply and demand, 3336
subsidies of aircraft industry, 360361, 387388
summary and review questions, 580585
types of intervention, 545
vertical integration regulation, 557559
why supply need not equal demand, 3233

Graphs
determining market equilibrium, 20
of group price discrimination, 330331
of product curves, 132134
profit maximizing output in duopoly, 368370

Gray (parallel)  markets, when resale prevented, 322
Green Revolution, 135136
Group (third-degree)  price discrimination

effects on total surplus, 337338
identifying groups, 335337
prices and elasticities and, 332333
with two groups, 330333
types of price discrimination, 323

H

Half-price promotions, 110111
Hatch-Waxman Act, 278
Health insurance, restricting opportunistic behavior, 

517518
Heinz sales pricing example, 316, 352353
Hidden actions, asymmetric information, 510
Hidden characteristics, asymmetric information, 510
Holdup problem

avoiding, 458459
disadvantages of moving first, 456457
Venezuelan-ExxonMobil example, 457458

Hostages, incentives for good behavior, 534535
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Hurricane Katrina, limited insurance for natural 
disasters, 493494

Hypotheses
positive statements and, 6
statistical significance and, 6869
testing theories, 56

I

Imperfect substitutes, indifference curves and, 95
Implicit (tacit)  collusion

antitrust policy and, 555
in repeated game, 440

Incentives
as hostages for good behavior, 534535
limiting managerial incentives, 509510, 537538

Income
budget constraints and, 99101
effect of income change on opportunity set, 103104
relationship to consumer demand, 10

Income elasticity of demand
estimating, 5556
overview of, 5455

Income threshold models, China example, 4
Incomplete information

game theory, 416417
solving coordination problems, 417

Increasing returns to scale (IRS)
learning curve and, 183
overview of, 144146

Indifference curves
curvature of, 9496
deriving demand curve from, 112114
preferences and, 9093

Indifference maps, 91
Indirect effects, network externalities, 307308
Individual price discrimination, 328329
Inferior goods, 54
Information

asymmetric information.  See  Asymmetric information
causing shift in demand curve, 11
characteristics of perfectly competitive market, 
236237

common knowledge, 398
equalizing to reduce adverse selection, 518521
factors effecting demand, 11
firm actions that reduce consumer information, 
516517

game theory and, 415416
incomplete information, 416417
nonoptimal price regulation due to poor information, 
549551

in oligopoly game, 400
in risk reduction, 486487

solving coordination problems, 417
symmetric information, 510
symmetric information market equilibrium, 513514

Initial public offering (IPO), 198
Innovation.  See also  Cost and innovation strategies

deciding whether to invest in, 2
organizational innovations, 150151
overview of, 148
process innovation, 149

Inputs.  See also  Factors of production
choosing, 171
costs of durable inputs, 159160
fixed and variable, 128
maximizing outputs, 157
substituting, 140143
types of, 127

An Inquiry into the Nature and Causes of the Wealth of 
Nations  (Smith), 258

Insurance
determining amount to buy, 491492
diversifiable risks and, 493
fairness and, 492493
limited for natural disasters, 493494
overview of, 491
restricting opportunistic behavior in health insurance, 
517518

Insurance markets
adverse selection in, 512
moral hazard in, 523

Intel, advertising strategies, 434435, 464
Intellectual property

copyrights, 578
overview of, 575
patents.  See  Patents
trade secrets, 577

Interest rates, making decisions relative to cash flows, 
232233

Interior solution, to optimal bundle, 106107
Internet, outsourcing and, 176177
Intervention, government.  See  Government
Intuit, wage suppression cartel, 364
Inventions, government role in licensing.  See also   

Patents, 544545, 578579
Inverse demand function, in regression analysis,  

5657
Investments

lowering marginal cost, 452454
risk-averse, 496497
risk-neutral, 495496

Invisible hand (Smith)
guiding market equilibrium, 21
maximizing well-being, 258

IPO (initial public offering), 198
IRS (increasing returns to scale)
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learning curve and, 183
overview of, 144146

Isocost line, 171173
Isoquants

applied to semiconductors, 139140
overview of, 137
properties of, 137138
shapes of, 138139

iTunes.  See  Apple

J

Just-in-time systems, flexibility of supply and, 221

K

K.  See  Capital (K)
Keynes, John Maynard, 462

L

Labor (L)
average product of labor, 131132
isocost line, 171173
isoquants showing efficient combinations of labor and 
capital, 137140

marginal product of labor, 130
process innovation and, 149
production function and, 128
productivity during recession, 126127, 150151
substitutability of inputs, 140143
total product function, 129130
types of production inputs, 127

Law of Demand, 1213
Law of diminishing marginal returns, 134136
Law of Supply, 18
Laws, preventing opportunistic behavior, 518
Learning by doing

cost and innovation strategies, 454
oil drilling example, 185
overview of, 183184

Learning curve, 183185
Lemons, products of unknown quality, 512515
Lerner index

iPad example, 292293
for profit-maximizing monopoly, 291292

Liability
BP risk and limited liability in Gulf episode, 471472, 
502503

firm ownership and, 198199
Licenses, third-party information to reduce adverse 

selection, 521
Limit pricing

for deterring entry, 449
Pfizer example, 450

Limited liability, 198199
Limited liability company (LLC), 199
Live and let live strategy, 439440
Long run, competition in

long-run competitive equilibrium, 255257
long-run firm supply curve, 250
long-run market supply curve, 251254
long-run profit maximization, 250
overview of, 250
zero long-run profit with free entry, 257

Long-run costs
choosing inputs, 171
combining cost and production information, 173175
factor price changes, 176
isocost line, 171173
long-run average cost as envelope for short-run 
average cost curves, 181182

long-run cost curves, 178181
minimization of, 193
overview of, 170

Long-run production
defined, 128
isoquants showing efficient combinations of labor and 
capital, 137140

overview of, 136
substituting inputs, 140143

Loss aversion
in contracts, 502
prospect theory and, 501502

Lucasfilm, wage suppression cartel, 364

M

M  (materials), types of production inputs, 127
Macaroni defense, takeover defense, 215
Magnuson-Moss Warranty Improvement Act, 349
Make vs.  buy decisions

avoiding government intervention, 222
market size and life cycle of a firm, 222223
overview of, 216217
profitability and supply chain decisions, 219220
security and flexibility of supply, 221
stages of production and, 217
transaction costs and opportunistic behavior, 220
vertical integration and, 217219

Malthus, Thomas, 135
Managers

decision making, 12
decision making under uncertainty.  See  Decision 
making, under uncertainty

estimating demand elasticity, 5556
ethical obligations of, 212
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governance of firms and, 200
limiting managerial incentives, 509510, 537538
measures for summarizing risk, 478
monitoring and controlling actions, 213214
objectives.  See  Objectives, owner vs.  manager
other decision makers and, 3
problem of performance-related bonuses, 194195
profit maximization in decision making, 2
risk attitudes of, 485486
strategies for decision making, 3
trade-offs in decision making, 2
use of marginal decision making, 203
vs.  owner objectives.  See  Objectives, owner vs.  
manager

Mandates, reducing free riding with, 574
Maple syrup cartel, 365366
Marginal costs (MC)

calculating, 163
common cost measures, 163
deciding how much to advertise, 304305
deciding how much to produce, 239242
deciding whether to advertise, 303304
effects of drop in marginal cost by one firm in 
duopoly, 374

elasticity of demand and, 290
investing to lower, 452454
Lerner index of relationship of price to, 292293
managers using marginal decision making, 203
marginal cost curve, 167168
output rules and, 202
profit maximization varying with price, 246
shutdown rules, 204205

Marginal product of capital (MP
K
),  174175

Marginal product of labor (MP
L
)

calculating, 131
combining cost and production information, 174175
graphing, 132133
overview of, 130
relationships between product curves, 133134
substitutability of inputs and, 142

Marginal rate of substitution (MRS)
consumer choice and, 124
expressing as marginal utility, 99
interior solution to optimal bundle, 106
measuring willingness to substitute, 9394

Marginal rate of technical substitution (MRTS)
Cobb-Douglas production functions and, 142143
combining cost and production information, 174
substitutability of inputs, 141142

Marginal rate of transformation (MRT)
effects of price change on opportunity set, 102103
interior solution to optimal bundle, 106
slope of budget line, 102

Marginal revenue (MR)

of Cournot oligopolies, 371372
deciding how much to produce, 239242
managers using marginal decision making, 203
in monopolies, 279281
output rules and, 202
price elasticity of demand and, 283285
shutdown rules, 204205
slope of marginal revenue curve in monopolies, 
281283

Marginal utility
interior solution to optimal bundle, 106
overview of, 9899

Marijuana market in Canada, from monopoly to 
competition, 300301

Market basket, consumer choice and, 88
Market equilibrium

approaches to determining equilibrium, 2021
asymmetric information market equilibrium, 514515
effects of shift in both supply and demand curves, 
2526

effects of shift in demand curve, 2324
effects of shift in supply curve, 2425
forces driving markets to equilibrium, 2122
government intervention and, 27
long-run competitive equilibrium, 255257
monopolistic competition and, 385386
overview of, 20
policies that shift supply and demand curves, 2728
price ceilings impacting, 2831
price floors impacting, 3132
sales taxes impacting, 3336
shocks to equilibrium, 22
short-run competitive equilibrium, 248249
symmetric information market equilibrium, 513514
why supply need not equal demand, 3233

Market failure
due to monopolies, 294297
due to noncompetitive market structures, 545
externalities causing, 560562
government policy, 546
government role in correcting, 548
nonoptimal price regulation due to inability to 
subsidize, 551553

nonoptimal price regulation due to poor information, 
549551

optimal price regulation, 548549
Market power

overview of, 289
pricing with.  See  Prices, with market power
shape of demand curve and, 289291
sources of, 293294
which firms can price discriminate, 321

Market size, life cycle of a firm and, 222223
Market structure
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comparing, 225226
government role in changing, 548
overview of, 224
types of, 224225

Market-wide risks, mutual funds, 489
Materials (M),  types of production inputs, 127
Maximin strategies, for maximizing payoff, 418
MC.  See  Marginal costs (MC)
Mergers

acquiring vs.  merging, 379380
are monopoly mergers harmful, 557
overview of, 378379
pros/cons of regulating, 556
reducing free riding with, 574

Microsoft Excel, regression analysis using, 5962
Mill, John Stuart, 96
Minimum wage laws, 3132
Mixed bundling, 346347
Mixed enterprises, 197
Mobile Number Portability (MNP), 373
Models

defined, 3
as means of simplification, 4
supply and demand.  See  Supply and demand  
model

testing theories, 56
Monitoring

after-the-fact monitoring, 537538
reducing moral hazard, 534536

Monopolies
are monopoly mergers harmful, 557
brand name vs.  generic drugs, 277278, 310311
causes of, 297
choosing price vs.  quantity, 285
comparing market structures, 225226
cost-based, 298299
deciding how much to advertise, 304306
deciding whether to advertise, 303304
effects of shift in demand curve, 288289
government created, 300302
government ownership of, 547548
group price discrimination compared with, 338
Lerner index and, 291293
marginal revenue, 279281
marginal revenue and price elasticity of demand, 
283285

marginal revenue curves, 281283
market failure due to, 294297
market power and shape of demand curve,  
289291

network externalities, 307310
overview of, 277279
price setters in, 3738

profit maximization in, 279, 285287
sources of market power, 293294
summary and review questions, 311315
types of market structures, 224225

Monopolistic competition
comparing market structures, 225226
defined, 361
food truck example, 384385
market equilibrium and, 385386
overview of, 383384
profitability of, 386387
summary and review questions, 389392
types of market structures, 225

Monopsonies, single buyer in given market, 278
Moral hazard

after-the-fact monitoring reducing, 537538
contingent contracts reducing, 530533
fixed-fee contracts reducing, 528529
in insurance markets, 523
monitoring reducing, 534536
opportunistic behavior resulting from asymmetric 
information, 511

overview of, 522
in principal-agent relationships, 523527

More-is-better
indifference curves and, 93
preference maps and, 90
properties of consumer preferences, 89

Movement along demand curve
Law of Demand and, 1314
shocks to equilibrium, 2325

Movement along supply curve
effects of shift in both supply and demand  
curves, 2526

increase in price causing, 1819
Moving first, disadvantages of

HD DVD example, 459460
holdup problem, 456459
too-early product innovation, 49

MP
K
 (Marginal product of capital), 174175

MP
L
.  See  Marginal product of labor (MP

L
)

MR.  See  Marginal revenue (MR)
MRS .  See  Marginal rate of substitution (MRS)
MRT.  See  Marginal rate of transformation (MRT)
MRTS ,  See  Marginal rate of technical substitution  

(MRTS)
Multiple goods, costs of, 185187
Multiple regression.  See  Multivariate regression
Multivariate regression

in analysis of demand, 6263
applying to CEO compensation, 7071

Mutual funds, as diversification strategy, 489
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N

Nash bargaining solution
applied to coffee, 421422
overview of, 419420

Nash-Bertrand equilibrium
applying to cola market, 395
applying to firms with differentiated products, 
382383

applying to firms with identical products, 380382
compared with Nash-Cournot equilibrium, 382
overview of, 380

Nash-Cournot equilibrium
applied to mergers, 378379
applied to quantity of passengers carried by two 
airlines in duopoly, 368371

compared with Nash-Bertrand equilibrium, 382
effects of drop in marginal cost by one firm in 
duopoly, 374375

Nash equilibrium
backward induction, 444
determining best responses in oligopoly, 402403
failure to maximize joint profits, 403405
levels of reasoning and, 462
mixed strategy equilibria, 410413
multiple equilibria, 408410
oligopoly strategy based on, 367
subgame-perfect Nash equilibrium, 444
types of, 407

Nash, John, 367
Natural disasters, limited insurance for, 493494
Natural gas, regulation of, 551553
Natural monopolies, 298299
Negative externalities

overview of, 559
spam as, 571

Network effect, factors effecting demand, 11
Network externalities

behavioral economics and, 308
direct size effect, 307
examples, 309310
explaining monopolistic behavior, 308
indirect effects, 307308
overview of, 307

Noise, firm actions that reduce consumer information, 
516517

Noisy monopoly, 516517
Nondiversifiable risks, 493
Nonlinear (second-degree)  price discrimination

overview of, 338340
types of price discrimination, 323

Nonlinear trends, in forecasting, 78
Nonprofit firms, 195197

Nonuniform pricing
overview of, 317
Whistler Blackcomb ski resort, 351

Normal goods, 54
Normative statements, vs.  positive statements, 67
Null hypothesis, testing, 69

O

Objectives, owner vs.  manager, 206
conflicts in, 209
consistency of, 206
contingent rewards, 206207
corporate social responsibility, 212213
monitoring and controlling manager actions,  
213214

non-revenue objectives, 210211
profit sharing, 207208
revenue objectives, 209210
takeovers and the market for corporate control, 
214216

Occupational licenses, example of effects of government 
regulation, 2728

Oil production, deciding whether to produce, 244245
Oligopolies

applying Nash-Bertrand equilibrium to cola  
market, 395

Bertrand oligopolies, 380
cartels, 361
comparing market structures, 225226
Cournot oligopolies, 366367
Cournot oligopoly with many firms, 393394
deriving marginal revenue of a Cournot oligopoly, 
371372

differentiated products in an oligopoly,  
375378

differentiated products in Bertrand oligopoly,  
382383

duopoly example (airline industry), 368371
government aircraft subsidies and,  
359360, 387388

identical products in Bertrand oligopoly,  
380382

interaction within a game, 398
maintaining cartels, 364366
mergers, 378380
nonidentical firms in, 373375
number of firms in, 372
overview of, 360361
price setters in, 3738
summary and review questions, 389392
types of market structures, 225
why cartels succeed or fail, 361364
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Oligopoly games
best responses, 401403
dominant strategies, 400401
failure to maximize joint profits, 403405
overview of, 399400
strategic advertising, 405407

OLS.  See  Ordinary least square (OLS)
OPEC (Organization of Petroleum Exporting  

Countries), 29, 361
Open-access common property

assigning property rights to, 571
government regulation of common property, 571
overview of, 570
rivalry but no exclusion, 569

Open sourcing
alternative to patents, 577
avoiding holdups, 458459

Opportunistic behavior
make vs.  buy decisions, 220
restricting, 517518
resulting from asymmetric information, 510511

Opportunity costs
deadweight loss and, 267
of durable goods, 160
of MBA degree, 159
profit and, 200
of resources, 158

Opportunity set
effect of income change on, 103104
effect of price change on, 102103
impact of rationing on, 104
overview of, 101

Optimal bundle.  See  Consumers optimum
Optimal price regulation, 548549
Options, moral hazard and, 531
Ordinal utility, 97
Ordinary least square (OLS)

applying to CEO compensation, 7071
applying to regression specification, 7374
in regression analysis, 62

Organization of Petroleum Exporting Countries  
(OPEC), 29, 361

Organizational innovations, 148, 150151
Outcomes

assessing risk, 473
Pareto efficient, 547
probability and, 474475
under states of nature, 472

Outputs
of production, 128
profit maximization and, 201202
profit maximization in monopolies, 285286

Outsourcing, Internet and, 176177

Overconfidence, biased assessment of probabilities, 498
Owners

governance of firms and, 200
objectives.  See  Objectives, owner vs.  manager

P

Parallel (gray)  markets, when resale prevented, 322
Pareto efficient outcomes, 547
Pareto improvement

overview of, 546
subsidies and, 551

Pareto principle
justifying government intervention, 546547
in network scheduling coordination game, 409

Pareto, Vilfredo, 546
Partnerships

liability of, 198199
ownership of for-profit firms, 198

Pass-through, of tax effect to consumer, 3536
Patent Cooperation Treaty, 576
Patents.  See also  Intellectual property

advantages/disadvantages, 576
alternatives to, 577
government created monopolies, 301302
government role in licensing inventions, 544545
overview of, 575576
pay-for-delay agreements when patents expire, 
448449

raising rivals costs, 454
Pattern contracts, UAW negotiations, 455456
Pay-for-delay agreements, for deterring entry,  

448449
Payoffs

of game, 398
maximin strategy for, 418
in oligopoly game, 400

Peak-load pricing, 318, 349352
Perfect competition

characteristics of, 236237
in Chicago Mercantile Exchange, 237
comparing market structures, 225226
deviations from, 237238
maximizing well-being, 257258
overview of, 235
types of market structures, 224
when to use supply and demand model, 37

Perfect complements, indifference curves and, 9596
Perfect (first-degree)  price discrimination

efficient but harms some consumers, 325328
how a firm perfectly price discriminates, 324325
overview of, 323324
types of price discrimination, 323
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Perfect substitutes
indicated by straight-line indifference curves, 95
substitutability of production inputs, 138

Perfectly elastic demand curve, 52
Perfectly inelastic demand curve, 51
Performance bonds, ensuring good behavior, 535
Perquisites (perks), owner vs.  manager objectives, 211
Piece-rate contracts, moral hazard and, 532
Piracy, software piracy, 572
Pixar, wage suppression cartel, 364
Point elasticity of demand, 4950
Poison pill

takeover defense, 215
Yahoo!  example, 216

Poison puts, takeover defense, 215
Policies

antitrust laws and competition policies, 554556
causes of monopolies, 297
market failure and government policy, 546
that shift supply and demand curves, 2728

Pollution
carbon tax and, 89, 3839
Coase Theorem and, 567569
corporate social responsibility (CSR)  and, 567
emission fees and pollution controls, 564565
government regulation of, 39, 563
property rights in controlling, 566567, 569
pulp and paper mill regulation, 564
taxes for controlling, 565566

Population growth, food production and, 135136
Porcupine provision, takeover defense, 215
Portland Fish Exchange, 5862
Positive externalities, 559
Positive statements, vs.  normative statements, 67
Pre-play communication (cheap talk), game theory  

and, 409
Predatory actions, regulating, 557
Preferences

comparing U.S.  and German use of e-books, 108
deriving from satisfaction with goods and  
services, 87

factors effecting demand, 11
preference maps, 90
properties of consumer preferences, 8790

Prescriptive statements, 6
Present value (PV),  making decisions relative to cash 

flows, 232233
Price ceiling

effects of government intervention in competitive 
market, 269270

impacting equilibrium, 2831
nonoptimal price regulation due to inability to 
subsidize, 551553

nonoptimal price regulation due to poor  
information, 549551

optimal price regulation, 548549
regulation of natural gas, 551553

Price controls
effects of government intervention in competitive 
market, 269270

example of why supply need not equal  
demand, 3233

overview of, 28
price ceilings impacting equilibrium, 2831
price floors impacting equilibrium, 3132
vertical integration as means of avoiding, 222

Price discrimination
conditions for, 318
defined, 317
Disneyland example, 320321
effects of group price discrimination on total surplus, 
337338

firm actions that reduce consumer information and, 
517

group price discrimination with two groups,  
330333

how a firm perfectly price discriminates, 324325
identifying groups for price discrimination,  
335337

individual price discrimination, 328329
nonlinear price discrimination, 338340
not all price differences are price discrimination, 323
perfect price discrimination, 323324
perfect price discrimination is efficient but harms 
some consumers, 325328

regulating in European Union, 555
regulation of, 559
types of, 323
which firms can price discriminate, 321322
why it pays, 318320

Price elasticity of demand
arc price elasticity of demand, 4748
estimating, 5556
marginal revenue in monopolies and, 283285
measuring empirically, 46
over time, 55
overview of, 47
point elasticity, 4950

Price fixing.  See  Price discrimination
Price floors, 3132
Price setters

applying game theory to, 398
arc price elasticity of demand and, 48
choosing price vs.  quantity in monopolies, 285
in monopolies and oligopolies, 3738
monopolies as, 279
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oligopolies as, 360
price elasticity of demand and, 46

Price takers
characteristic of competitive markets, 238
in perfect competition, 235
in perfectly competitive markets, 37
price elasticity of demand and, 46

Prices
choosing price vs.  quantity in monopolies, 285
demand curves and, 1112
determining what price to charge, 2
effect of price change on consumer surplus,  
261262

effect of price change on opportunity set, 102103
effect of price change on quantity demanded, 1213
effect of price change on quantity supplied, 17
government regulation of, 548
introductory prices as network externality, 309310
Lerner index of relationship of price to marginal cost, 
292293

market equilibrium and, 2122
nonoptimal price regulation due to inability to 
subsidize, 551553

nonoptimal price regulation due to poor information, 
549551

not all price differences are price discrimination, 323
optimal price regulation, 548549
predatory price regulation, 557
profit maximization varying with price, 246
relationship to consumer demand, 10
uniform and nonuniform, 317

Prices, with market power
bundling, 344345
bundling vacation travel packages, 348
conditions for price discrimination, 318
effects of group price discrimination on total  
surplus, 337338

group price discrimination with two groups,  
330333

Heinz sales pricing example, 316, 352353
how a firm perfectly price discriminates, 324325
identifying groups for price discrimination, 335337
individual price discrimination, 328329
mixed bundling, 346347
nonlinear price discrimination, 338340
not all price differences are price discrimination, 323
overview of, 317318
peak-load pricing, 349352
perfect price discrimination, 323324
perfect price discrimination is efficient but harms 
some consumers, 325328

pure bundling, 345346
requirement tie-in sales, 349
summary and review questions, 353358

two-part pricing with differing consumers, 342344
two-part pricing with identical consumers, 340342
types of price discrimination, 323
which firms can price discriminate, 321322
why price discrimination pays, 318320

Principal-agent relationships
agency costs, 195
asymmetric information and, 525526
doctor example, 527
minimizing agency costs, 213
moral hazard in, 523524
reducing moral hazard with efficient contracts, 
524525

symmetric information and, 525
Prisoner s dilemma

advertising games, 404405
cooperation in repeated Prisoner s dilemma game, 
437439

game with three actions, 442
overview of, 402403

Private costs, vs.  social costs, 560562
Private (for-profit)  firms

overview of, 195197
ownership of for-profit firms, 198199

Private goods, rival goods compared with, 569
Private information, vs.  common knowledge, 416417
Private value, auctions and, 424
Privatization, reducing free riding with, 574
Prizes, alternative to patents, 577
Probabilities

biased assessment of, 497498
overview of, 474
probability distribution, 474475

Probability distribution, 474475
Process innovations

investing to lower marginal cost, 452454
overview of, 148
production and, 149

Producer surplus (PS)
competitive markets maximizing total surplus, 
265267

economic inefficiency of monopolies and, 294297
effects of government intervention in competitive 
market, 269270

externalities and, 560562
measuring supply curve for roses, 264265
measuring using supply curve, 262264
overview of, 262
perfect price discrimination is efficient but harms 
some consumers, 325327

studying effects of a shock on market, 264
Product curves

average product of labor, 131132
graphing, 132134
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marginal product of labor, 130
relationships between, 133134
total product of labor, 129130

Production
average product of labor, 131132
combining cost and production information, 173175
constant, increasing, and decreasing returns to scale, 
144146

deciding how much to produce, 239242
deciding how to produce, 2
deciding whether to produce, 242245
graphing product curves, 132134
innovation, 148
isoquants showing efficient combinations of labor  
and capital, 137140

labor productivity during recession, 126127
law of diminishing marginal returns, 134136
long-run production, 136
marginal product of labor, 130131
organizational innovations, 150151
process innovation, 149
production functions, 127129
returns to scale, 143144
short-run production, 129
substituting inputs, 140143
summary and review questions, 152155
technically efficient processes, 157
total product function, 129130
varying returns to scale, 146148

Production functions
Cobb-Douglas production functions, 140, 142143
fixed-proportions production function, 139
overview of, 127129
shape of cost curves and, 166
short-run production, 129
total product function, 129130

Production managers, 1
Production stages, make vs.  buy decisions and, 217
Products

characteristics of perfectly competitive market, 236
differentiated products in Bertrand oligopoly,  
382383

differentiated products in Cournot oligopoly, 
 375378

identical products in Bertrand oligopoly, 380382
laws preventing opportunism, 518
outputs of production, 128
quality unknown under asymmetric information, 
512515

quality varying under asymmetric information, 
515516

Profit, 205206
deciding whether to advertise, 303304
defined, 200

maximizing, 2
monopolistic competition and, 386387
over time, 205
zero long-run profit with free entry, 257

Profit maximization
applying to group price discrimination, 331332
deciding how much to produce, 239242
long-run profit maximization in competitive  
firms, 250

in monopolies, 285287
in monopolistic competition, 386
overview of, 200
profit defined, 200
profit over time, 205
shutdown rules, 204205
steps in, 201203
zero long-run profit with free entry, 257

Profit maximization, in monopolies
cable cars (San Francisco), 290291
choosing price vs.  quantity, 285
effects of shift in demand curve, 288289
marginal revenue, 279281
marginal revenue and price elasticity of demand, 
283285

marginal revenue curves, 281283
overview of, 279
two steps in, 285287

Profit-sharing contracts, reducing moral hazard,  
530531

Profit sharing, owner vs.  manager objectives, 207208
Promotions

buy one, get one free promotions, 109110
consumer choice and, 109
half-price promotions, 110111

Properties
of consumer preferences, 8790
of isoquants, 137138

Property rights
assigning to open-access common property, 571
assigning to reduce externalities, 566567
buying a town to control, 569
Coase Theorem and, 567569
market failure due to incomplete property  
rights, 545

Prospect theory
expected utility theory compared with, 500501
overview of, 500
properties of, 501502

PS .  See  Producer surplus (PS)
Public firms, 195197
Public goods

free riding and, 573574
no rivalry and no exclusion, 569
overview of, 572573
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Public-private partnerships, 197
Pulp and paper mill regulation, 564
Pure bundling, 345346
PV (present value), making decisions relative to cash 

flows, 232233

Q

Quantity demanded
choosing price vs.  quantity in monopolies, 285
demand curves and, 1112
demand function and, 1415
impact of price change on, 1213
summing demand curves, 1617
why supply need not equal demand, 33

Quantity supplied
overview of, 17
why supply need not equal demand, 33

Quasi-vertical integration, 218, 458459

R

R&D manager, 2
R2 statistic, in regression analysis, 6365
Random errors, in regression analysis, 5758
Randomized tests, applying to marketing  

decisions, 75
Rational behavior, transitivity and, 89
Rationality

bounded rationality, 417418
maximin strategies, 418
overview of, 417
reasoning levels and, 462463

Rationing, impact on opportunity set, 104
Rebates, group price discrimination, 337
Recession, productivity during, 126127,  

150151
Reflection effect, risk attitudes and, 499
Refusal to deal, vertical integration and, 558
Regression analysis

applied to estimating demand function, 5658
goodness of fit and R2 statistic in, 6365
multivariate regression, 6263
ordinary least square regression, 6162
properties and statistical significance of estimated 
coefficients, 6569

regression specification, 6975
using Microsoft Excel, 5961

Regression specification
correlation and causation, 72
omitted variables, 7273
overview of, 69
selecting explanatory variables, 6971
selecting functional form, 7375

Regulatory capture, 553
Renewable energy, carbon tax benefiting  

investment in, 9
Rent seeking, regulatory capture and, 553
Repeated games

cooperation in repeated prisoner s dilemma game, 
437439

defined, 435
deterring entry, 451452
finitely repeated games, 441
implicit vs.  explicit collusion, 440
overview of, 436437
tit-for-tat strategies in trench warfare, 439440

Repeated samples, statistical confidence and  
significance based on, 6566

Reputation
avoiding holdups, 458459
screening by, 519

Requirement tie-in sales, 349
Resale

designer bag example, 322323
preventing, 321322

Resale price maintenance (RPM), 557
Reservation price, of lemon owners, 513
Resources

opportunity costs of, 158
overexploitation of open-access common property, 
570571

scarce resources and decision making, 2
Returns to scale

constant, increasing, and decreasing, 144145
Crocs, Inc.  example, 145146
learning curve and, 183
long run costs and, 179
overview of, 143144
varying, 146148

Returns to specialization, 147
Revenue objectives, owner vs.  manager, 209210
Reverse auctions, group price discrimination, 337
Risk

BP risk and limited liability in Gulf episode,  
471472, 502503

measures for summarizing, 478
pooling.  See  Diversification
risk-averse investing, 496497
risk-neutral investing, 495496

Risk assessment
expected value and, 474476
overview of, 473
probability and, 473474
variance and standard deviation, 477478

Risk attitudes
expected utility, 478479
of managers, 485486

Z05_PERL7879_02_SE_IDX. indd   52 21 /1 1 /1 5   4:33 pm



E-53Index

overview of, 478
risk aversion, 479482
risk neutrality, 483484
risk preference, 484485

Risk aversion
diversification and, 490
expected utility and, 478479
insurance and, 491492
overview of, 479480
risk-averse investing, 496497
risk premium and, 482
unwillingness to take a fair bet, 480481

Risk neutral
defined, 479
risk attitudes, 483484
risk-neutral investing, 495496

Risk preference
defined, 479
gambling example, 484485
overview of, 484
risk neutrality compared with, 483

Risk premium
overview of, 482
of stocks, 482

Risk reduction
diversification, 488490
information in, 486487
insurance, 491494
overview of, 486

Rival goods, 569570
Rivalry, properties of goods, 569570
Rivals, deterring entry into market.  See  Entry and  

exit, market
Robinson-Patman Act, 559
Robots, use in agriculture, 149
Rules of game, 398

S

Safety, applying game theory to investing in worker 
safety, 396399, 427428

Sales prices
causing deadweight loss, 317
Heinz example, 316, 352353

Sales taxes, impacting supply and demand, 3336
Salience, in behavioral economics, 116119
Savings, diversification of, 490
Say on pay (SOP)  rules, shareholders, 214
Scarcity, decision making and, 2
Scatterplot Trendline option, in regression  

analysis, 62
Screening, to reduce adverse selection, 518519
Sealed-bid auctions, 423
Seasonal variations, forecasting and, 7778

Second-price auctions
bidding formats, 423
strategies in private-value auctions, 424425

Sellers, characteristics of perfectly competitive  
market, 236

SEOs (state-owned enterprises)
in China, 197
examples of public sector, 196

Sequential games
credible threat and, 445
defined, 435
overview of, 441442
Stackelberg oligopoly model, 442445

Services, outputs of production, 128
Shareholder right plan, 215
Shareholders

governance of firms and, 200
ownership of for-profit firms, 198
say on pay (SOP)  rules, 214
shareholder right plan, 215

Shares, ownership of for-profit firms, 198
Shark repellant, takeover defense, 215
Shift of the demand curve

effects of shift in both supply and demand  
curves, 2526

Law of Demand and, 1314
shocks to equilibrium, 2324

Shift of the supply curve
effects of shift in both supply and demand  
curves, 2526

Law of Supply and, 1819
shocks to equilibrium, 2425

Shocks to equilibrium
effects of shift in both supply and demand  
curves, 2526

effects of shift in demand curve, 2324
effects of shift in supply curve, 2425
overview of, 22
producer surplus applied to measuring, 264

Short run, competition in
deciding how much to produce, 239242
deciding whether to produce, 242245
overview of, 238
short-run competitive equilibrium, 248249
short-run firm supply curve, 245
short-run market supply curves, 245248

Short-run costs
average cost curve, 168
common measures of, 162164
marginal cost curve, 167168
overview of, 161
production functions and shape of cost  
curves, 166

short-run cost curves, 164165
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summary of, 169170
variable cost curve, 166167

Short-run production
average product of labor, 131132
defined, 128
graphing product curves, 132134
law of diminishing marginal returns, 134136
marginal product of labor, 130131
overview of, 129
total product function, 129130

Shortages
due to price ceiling, 2930
Venezuelan example, 3031

Shutdown rules
deciding whether to produce, 243245
profit maximization and, 201, 204205
profit maximization in monopolies, 286287

Signaling, to reduce adverse selection, 519521
Smith, Adam, 21 , 222223, 258, 361
Snob effect, network externalities, 308
Social costs, vs.  private costs, 560562
Social objectives, corporate responsibility and, 212213
Software, as club good, 572
Solar power market, 252
Sole proprietorships

liability of, 198199
ownership of for-profit firms, 198

SOP (say on pay)  rules, shareholders, 214
Spam, as negative externality, 571
Specialization, 223
Spot (cash)  markets, providing some features of  

vertical integration, 218
Stackelberg, Heinrich von, 442
Stackelberg oligopoly

mathematical approach to, 470
sequential games and, 442445

Stakeholder theory, 212
Standard & Poor s Composite Index of 500 Stocks  

(S&P 500), 489
Standard deviation, in risk assessment, 477478
Standard error

confidence intervals and, 68
properties and statistical significance of estimated 
coefficients, 66

Standards, reducing adverse selection, 521
State-contingent contracts, reducing moral  

hazard, 530
State-owned enterprises (SEOs)

in China, 197
examples of public sector, 196

States of nature, outcomes under, 472
Static games

in duopoly, 399
overview of, 398

Statistical significance, hypothesis testing, 6869
Stock prices, profit vs.,  205206
Strategies.  See also  Game theory

defined, 398
dominant strategies in Oligopoly game, 400401
managerial decision making, 3
mixed strategy equilibria, 410413
pure strategy, 410

Strategies, over time
behavioral game theory, 460
cooperation in repeated Prisoner s dilemma game, 
437439

cost and innovation strategies, 452
credible threat and, 445
deterring entry, 447
deterring entry in repeated game, 451452
dynamic games and, 435436
exclusion contracts, 447449
finitely repeated games, 441
holdup problem, 456459
implicit vs.  explicit collusion, 440
Intel and AMD advertising strategies, 434435, 464
investing to lower marginal cost, 452454
learning by doing, 454
mathematical approach to Stackelberg oligopoly, 470
price limits, 449451
raising rivals costs, 454456
reasoning levels and, 462463
repeated games, 436437
sequential games, 441442
Stackelberg oligopoly model, 442445
summary and review questions, 464469
taking advantage of limited strategic thinking, 463
tit-for-tat strategies in trench warfare, 439440
too-early product innovation, 459460
ultimatum games, 460462

Subgame-perfect Nash equilibrium, 444, 451453
Subgames, 443445
Subjective probability, 474
Subsidies

government aircraft subsidies, 359360, 387388
nonoptimal price regulation due to inability to 
subsidize, 551553

Substitutability of inputs
marginal products and, 142
overview of, 140141
production and, 138
varying along an isoquant, 141142

Substitute goods
buying decisions and, 10
impact on quantity demanded, 13
indifference curves and consumer preference, 95
lack of substitutes increases market power, 293
measuring willingness to substitute, 9394

Z05_PERL7879_02_SE_IDX. indd   54 21 /1 1 /1 5   4:33 pm



E-55Index

Sunk costs
ignoring in decision making, 161
overview of, 160161
shutdown decision ignoring, 245

Super bowl commercials, value of advertising and, 306
Supplement goods, demand elasticity and, 54
Supply

effects of shift in both supply and demand curves, 
2526

effects of shift in supply curve, 2425
excess supply, 22
overview of, 17
policies that shift supply and demand  
curves, 2728

security and flexibility in make vs.  buy  
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